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Abstract

Helium dielectric barrier discharges (DBD) operated at atmospheric pressure and low temperature
have gained tremendous attention in the last years, due to low production costs and wide range of
applications such as plasma medicine, surface modification, sterilization etc. The ability of DBD
plasma sources to have such a diverse set of applications arises from the wide range of reactive
species, ions, high electric fields and UV photons they can generate. In such discharges, the
presence of air impurities is unavoidable and should be considered as it significantly affects the
plasma composition and consequently the discharge evolution. Deep understanding of the physics
behind helium discharges, how the fundamental processes are affected by the presence of air
impurities and how plasma interacts with surfaces is a prerequisite for the optimization and

stabilization of helium DBD devices.

In this work, an accurate numerical model has been developed which is able to describe helium
DBD in the presence of the dominant air constituents, i.e. nitrogen, oxygen and water. Due to the
high complexity of the model, its development is split into three steps, starting with a simple model
(pure Helium) and then upgrading it by adding more detaddi{ph Q and subsequently water
species). At each step, the simulation model is validated with experimental results, in order to
ensure its correctness. This systematic and gradual methodology provides confidence for the
validity of the developed model. For each model, the level of air contaminants was varied, and the
effect of air contaminants on the evolution of the discharge, reaction kinetics, discharge
characteristics and important ion species are investigated. The results clearly demonstrate that the
plasma chemistry and consequently the discharge evolution is significantly affected by the
concentration level of air contaminants in the mixture. In this study, for the first time a reasonable
explanation is given for the well-known rule of thumb that low concentration of air helps the
ignition of the helium DBD, while higher levels stop the discharge ignition. Subsequently, the
validated model which considers helium, nitrogen and oxygen species, is used to numerically
investigate a helium atmospheric pressure plasma jet (APPJ) device with and without the presence
of oxygen admixtures and its interaction with a dielectric surface. Oxygen admixtures are
important for biomedical applications of helium APPJ where it has been observed that a small

amount of oxygen in the helium gas increases its effectiveness against cancer cells. Through this



work, new insight is gained into the fundamentalcpsses of helium APPJ, the effect of the
presence of oxygen admixtures and its interaction with dielectric surfaces. For example the model
gives an explanation as to why the helium plasma jet has a torus/ring like shape and it also explains
why the addition of oxygen admixtures causes the plasma bullet to change to a sphere like shape.
The shape of the plasma bullet plays a crucial role in its interaction with the surface. If the plasma
bullet has a torus like shape, this means that the plasma parameters take their maximum values off
axis. On the other hand, if the plasma bullet has a sphere like shape means that the plasma
parameters take their maximum values on the axis of symmetry. However, for potential
applications, it is preferred to have maximum of plasma parameters at the point of interaction. For
the plasma jet the point of interaction is the axis of symmetry. For that reason, the sphere like
shape of the plasma bullet is preferable for applications. Furthermore, the model shows how a low
level of oxygen impurities increases the induced electric field (IEF) on the dielectric surface, which

is very important for biomedical applications of helium plasma jets.



Iepiinyn

O1 anoppiyelg diniektpikod @payuov niiov (DBD) mov Aettovpyodv o€ aTHOGPAPIKY TECT Kot
YounAn Oeppokpacio £xovv kepdicel pLeydin Tpocoyn T TeEAELTAIN XPOVIa, AOY® TOV YOUNAOD
KOGTOVG TOPUYDYNS TOVG KoL TOV HEYAAOV EDPOVG EPAPLOYDV TOVS. Mepkég and T EPAPUOYES
T0VG PploKovTol GTOVG TOUEIG TNG 10TPIKY TAAGUOTOS, TNG TPOTMOMOINONG EMPAVELDV, NG
anooteipmong empaviov KA. H woavotrta toug va &xovv €va TO60 gvph QAGHO EPOUPLOYDV,
EYKeLTaL GTO YEYOVOG OTL TapAyovy piol HEYAAN TOKIMO aVTIOPACTIKOV E10MV, QPOPTICUEVOV
COUOTOIOV, VYNADOV NAEKTPIKOV TESIOV KOl VIEPIOOOVS akTVOPoAiag. Qo1d00, 08 TETOEG
amoppiyelg N mapovsic copatdiov aépa 6to aépto NAlov elval AvamTOEELKTN, KOl TPETEL VO
Aoppdavetar voyn kabhg emnpedlel oNUAVTIKAE TNV ¥nueio TOL TAAGHOTOG Kol KOTO GUVETELL TV
eEEMEN g amoppyne. H Pabid katavoénon e euoikne miow and 11§ amoppiyelg HAov, Tov
TPOTOV e TOV 0moi0 o1 BepeMddelg diepyacieg emnpedlovial amd TV TaPOLGia TPOSUIEEDY TOV
aéPa KO TAOG TO TAAGLO OAANAOETIOPA UE TIG EMPAVELEG OTOTEAEL GNUOVTIKY TPOVTOOEST V1o TN

BeAtioTomoinon kot 6TafEpOTOiINGT AVTOV GLCKEVMV.

Ye avt] v owTpPn, éva axpiPéc aplBuntikd poviého €xer avoamtuyBel mpokeyévon va
LOVTEAOTOLEL amoppiyelg NAov otV TTaPOVGia TOV KUPLIPY®V cOUATIdimV Tov aépo (OnA.
almtov, o&uydvov kal vepov). AOY0 NG MOALTAOKOTNTOS TOL HOVIEAOL, 1 avamTuén TOL
yopiotke og Tpia otadia, apyilovtog amd Eva amhod povtédo (kabapd NA0) Kol 6TV GLVEXELL
avapaduilovtag to mpoohitmv Tag o€ ovtd Ta Kupiapya cvotatikd Tov aépa (N2, O2 kot H20). Ze
KkéOe otddo, kpidnke amapaitnto T0 POVTELO Vo ETOANDEVETAL [IE TEIPAUATIKG OTOTEAEGLOTOL
TPOKELUEVOL Vo dlacpariletar 1 opBdtTTa Tov. H suotuatikn ko fabuiaio avt) pebodoroyia,
TPOCIOEL EUTIGTOGVVI GTIV EYKVPOTNTA TNG AvATTLENG TOL povtédov. EmumAéov, og kKaOe oTdd10,
T0l EMMESD TOV COUATISIOV OV E16AYOVTAY 6T0 HOVTEAO (¢ Tpoopi&elg) petafdilovay Kot 1
eMidpaon Tovg oV €EEMEN ™S amdppyng, OTNV YNUEIL TOL TAAGLOTOS, OTO MAEKTPIKA
YOPOKTNPIOTIKG NG Amdppyng Kot otnv ompovpyia 6vtowv oto uiyuo depevvidnkov. Ta
amoteAéopato £€1Eav OTL N yMueio TOV TAACUATOG KOl KATO GUVETELX 1) €EEMEN TNG ATOPPIYNG
emNPedleTol ONUOVTIKA OO TO EMMEID CLYKEVIPOONS TOV COUATIOIWV TOV AP GTO UElypa. Xg
0TI TN HLEAETN, Y10 TPAOTY POopd £xEl 000el e£ynon Tiow amd 10 YVOSTO PAIVOUEVO OTL 1] YOUNAN
ovykévipmon aépa Pondd ommv avaeAien g oamdppiyng niiov, evd vynAotEpa EmimedQ
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OTOUATOVV TNV AVAPAEEN TG amdppLyNG NAIOV. ZTNV GLVEKELQ, TO ETKVPOUEVO LOVTELOD (TO 0Toi0
AouPaver veoyn ta €idn nAiov, aldTov kKot 0EVYOVOL) ¥PNCIULOTOONKE Y10, VO S1EPEVVIOEL
aplOUNTIKA (o GLOKEVT TOAKe TAACUATOG NAlOV 1 omoia AelTovpyel GE ATHOCPUIPIKY TTiEoN
(APPJ) e ko yopic v mapovoio mpoouei&emv o&uyovou kot TV 0AANAETIOpAGT TG LE MO
dmAektpikn emeaveo. Ot Tpospi&elg 0EVYOVoOL gival ONUOVTIKES Yo TIG PLoToTPikeg EQAPLOYES
oV Tidaka TAAGHATOG NAMov apov €xel mapatnpndetl ot pikpn mocodHTNTA 0&VYOVOL GTO AEPLO
NAMOL aVEAVEL TNV OMOTEAEGUOTIKOTITO TOV OTNV KOTOTOAEUNON TOV KOPKWVIKOV KLTTOPOV.
Méoa amd avt) TV HEALTN, omoKTHONKE VEX YVADOT TTiow amd TG PAcIKES 1010TNTEG TOL THOUKL
mAGopatog mAlov, n emidpacn TV mpooueifemv ofvydovov otV Asrtovpyic TOL KoL M
OAANAETIOPOOT TOV TOAKO TAAGHATOS HE OMAEKTPIKES EMPAVELES. [0 TaPAdELY O TO LOVTELO
£dmoe epunveia ylati to oynua g opaipag mAdouatog (Yo Tov Tidaka TAAGHATOG NAiov) £xet
oMo SaKTLALOL VD OTav TPooTtedel 0ELYOVO GTO UYL TO GO TG CEATPAG TAACUATOG YivETOL
oc@apkd. To oynua g oeaipag TAACHOTOS ToilEL GNUOAVTIKO pOAO GTNV OAANAETIOPOOT TNG LE
mv emdvela. Eav n opaipa mAdopotog £xel oy topov, avtd onuaivel 0Tt Ol TOPAUETPOL TOV
TAGopaTog AapBdvouy Tig péyloteg TEG eKTOC AEova CLUUETPiaG. ATO TV GAAN TAELPE, OV 1
oQaipo TAAGUOTOS €xEl COOIPIKO GYNHO oLTO onuaivel OTL Ol TOPAUETPOL TOV TAGAGHATOG
Aoppavoov Tig HEYIOTEG TIHEG TOVG 6ToV AEova cLppeTpiag. Qotdco, Yo mOAVvEG EPOPUOYES,
TPOTIUATOL Ol LEYIOTEG TIUES TV TOPOUETPOV TOV TAAGOTOG VO EXLTVYYAVOVTOL GTO CNUEID NG
aAnieniopaons. o tov midoaka mAdcopatog to onueio aAiniemidopaong eivar o d&ovag
ovppetpioc. o to AOY0 avTd, TPOTHATOL TO GOAIPIKO GYNUO TNG COUIPAS TAAGUOTOS Yol
epapuroyés. Emumhiéov, to poviédo detyvel maog éva yaunio eninedo npocueifemv oEuydvou avédvet
10 Oeyelpduevo nmiextpikd medio (IEF) oty dinhektpikn emipdvela, to omoio &ival ToAy

oNUAVTIKO Y10, BLotaTpikés EQapUOYES TOAK®Y TAAGLOTOS NALOV.

vi



List of publications

[1]

[2]

[3]

[4]

[1]

[2]

[3]

[4]

Dissertation journal articles

Lazarou C, Chiper A S, Anastassiou C, Topala I, Mihaila I, Pohoata V and Georghiou G
E 2019 Numerical simulation of the effect of water admixtures on the evolution of a
helium/dry air dischargé. Phys. D. Appl. Phy8§2 195203

Lazarou C, Anastassiou C, Topala I, Chiper A’ S, Mihaila I, Pohoata V and Georghiou G
E 2018 Numerical simulation of a capillary helium and helium-oxygen atmospheric
pressure plasma jet: propagation dynamics and interaction with dieRlesioa Sources

Sci. Technol. 2105007

Lazarou C, Belmonte T, Chiper A S and Georghiou G E 2016 Numerical modelling of
the effect of dry air traces in a helium parallel plate dielectric barrier discRéagma
Sources Sci. Technol. 255023

Lazarou C, Koukounis D, Chiper A S, Costin C, Topala | and Georghiou G E 2015
Numerical modeling of the effect of the level of nitrogen impurities in a helium parallel
plate dielectric barrier discharge Plasma Sources Sci. Te@#@s5012

Dissertation conference papers

Lazarou C, Anastassiou C, Topala I, Chiper AS, Mihaila I, PaadAdand Georghiou G

E 2019 The effect of oxygen admixtures on the electric field induced by an atmospheric
pressure helium plasma jéf ternational Workshop on Plasma for Cancer Treatment
Anastassiou C, Lazarou CMihai C,Topala I, Chiper A S, Mihaila I, PohaaV and
Georghiou G E 2019 Helium Atmospheric Plasma Jet Treating Breast Cance8'Cells
International Workshop on Plasma for Cancer Treatment

Lazarou C, Anastassiou C, Topala I, Chiper AS, Mihaila |, Pahdoaand Georghiou G

E 2019 On the plasma bullet shape of He and bleApillary plasma jet devices and
interaction with dielectric surface DPG conference in Minchen

Lazarou C, Anastassiou C, Topala I, Chiper AS, Mihaila I, Paadadand Georghiou G

E 2018 Numerical modelling of the effect of water admixtures in a helium/air parallel
plate dielectric barrier dischar@d™ Europhysics Conference on Atomic and Molecular

Physics of lonized Gases

Vii



[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

Anastassiou C, Lazarou CTopala I, Mihaila I, Chiper AS, Pohoata V and Georghiou G

E 2018 Capillary He and He:Oplasma jet simulation and experimental data 7
International Conference on Plasma Medicine

Anastassiou Clazarou C, Mihai C T, Topala | and Georghiou G E 2018 Helium
atmospheric pressure plasma jet aiding chemotherapy for the treatment of breast cancer
7" International Conference on Plasma Medicine

Lazarou C, Anastassiou C, Klute F D, Franzke J and Georghiou G E 2017 The influence
of air impurities on the evolution of plasma species in a capillary helium plas8&{jet
International Conference on Phenomena in lonized Gases

Lazarou C, Chiper A S, Anastassiou C, Pohoata V, Mihaila I, Topala | and Georghiou G
E 2017 Numerical and experimental investigation of the effecb@id Q admixtures

in a helium dielectric barrier discharg@" international conference on plasma physics
and applications

Anastassiou (,azarou C, Chiper A S, Pohoata V, Mihaila I, Topala | and Georghiou G

E 2017 Understanding the bullet evolution and its interaction with dielectrics in a
capillary helium plasma jefl7" international conference on plasma physics and
applications

Anastassiou C, CharalambouslMzarou C and Georghiou G E 2017 Numerical study

of electroporation of cells by helium atmospheric pressure plasnidejgtroporation-
Based Technologies and Treatments

Lazarou C, Anastassiou C, Topala I, Chiper A’ S, Mihaila I, Pohoata V and Georghiou G
E 2017 The effect of oxygen impurities of helium atmospheric pressure plasma jet on the
redox chemistry of cell" Young Professionals Workshop on Plasma Medicine

Lazarou C and Georghiou G E 2016 Investigation of the influence of electron impact
cross section from different databases on the simulation results of helium barrier
discharge with dry air impuritiea3" Europhysics Conference on Atomic and Molecular
Physics of lonized Gases

Lazarou C, Anastassiou C and Georghiou G E 2016 Numerical investigation of the
electric field produced by the interaction of helium plasma jet with normal and cancer

cells 8" International Conference on Plasma Medicine

viii



[14]

[15]

Lazarou C, Jijie R, Pohoata V, Mihaila I, Topala | and Georghiou G E 2014 Numerical
investigation of the influence of nitrogen impurity levels on the dielectric barrier
discharge in heliun22" Europhysics Conference on Atomic and Molecular Physics of
lonized Gases

Demeter AlLazarou C, Jijie R, Nastuta A V, Pohoata V, Mihaila I, Georghiou E G and
Topala | 2013 Experimental investigation and modeling of atmospheric pressure helium
plasma jet for direct treatment of living tissuked" international conference on plasma

physics and applications



Table of Contents

O 1 £ (o o [F o3 1 (o] o OO PP PPPPTPPPTPRRR 1
1.1 INEFOTUCTION .ottt ettt st e s e ettt b e s bt bese e s e n e ene s e 1
1.2 Motivation, objectives and general methodology...........ccceerirerenencicinieenreeeeee 4
1.3 General aSSUMIPLIONS. .....ccuiiririirteteieiet ettt sttt sttt s b e b e s ea e ene s 9
S 0 1= | YRS 10
1.5 Outhing Of the PrOPOSAL......c.ecciiiieeiei ettt e sre e e beese e e 11
2. SIMUIALION MOEI ...t e e e e e e e e e e 12
2.1 INTFOTUCTION ..ttt eb et bbbt n e na et en e 12
2.2 MOAEI SEIECHION.......eueeiieiiiciie ettt ettt 12
2.3 Plasma fluid MOAEl (PFM).....cuiiiiieieeeie ettt sttt esa et raeaesreenaenee s 16
2.4 Boundary conditions of the plasma fluid model............ccccoooveiiiriiii i, 20
2.5 Gas dynamic MOdel (GDIM).......coeoiririeie ettt ettt ae s ee e e e e aeeneessesneeseseeensensens 21
2.6 Boundary conditions of the gas dynamic Mmodel...........ccccooveiiierieniiniereeeeee e 23
2.7  SIMUIALION PrOCEAUIE......cvi ettt sttt st te e e e e e et e ereessesseess e tesraensesteessensens 24
3. Simulation model of a helium-nitrogen MIXIUre ............ooooiiiiiiiiie e 26
3.1 INIFOTUCTION ettt sttt et b e bt b e se st se e se e 26
3.2 Experimental setup and computational domain............cccecevererenenenieienenereseseseeeeeeeee 27
3.3 Input parameters for the MOAEL..........coouiiieiiii e e 28
3.4 RESUILS ANd QISCUSSION.......c.erueuirieiiieirteietet ettt ettt sa e 31
341 MOdel ValidALION.......cceiuiieiiieiiicirictce ettt 31
341 Effect of Nitrogen impurity [EVEIS.........cco i 34
3.5 CONCIUSIONS ...ttt e e sa ettt et b e bt s e e s e 44
4. Simulation model of a helium-nitrogen-oxXygen MiXtUre............cccvveeeeeeeieeeeeeeennnnnnnnns 45
4.1 INEFOAUCTION ..ottt ettt b et s et sa ettt en e 45
A o 1= ] 41T g1t LY=o ST 45
4.3 Input parameters for the MOEL.............oo e e 46
4.4 ReSUIS aNd QISCUSSION.......ccuiiiieieiieiirieete sttt sttt ettt se e b e ne s e e eae s 50
4.4 1 MOdel ValIdALION. .......coiiirieiiciec e 51



4.4.2 Effect of dry air concentration in helium DBD...........ccccoooirieiininiireeee e 52

4.43 150 ppm level of @ir IMPUIIEY......ccooiiirireecee e 53

4.4.4 Effect of air concentration on the most important reactions for ion productian....... 63

445 Influence of air concentration on the discharge ignition and symmetry.................... 67
4.5 CONCIUSIONS. ...ttt sttt sttt b bbb s b e s b et et e st e st e bt sbeebesbesbeseneeneeneeneas 72

5. Simulation model of a helium-nitrogen-oxygen-water MiXture...........cccveeeeeeeeeeeeenn. 73
Co I A [ o1 oo 13 {1 o] [OOSR OOV 73
5.2 EXPEriMENTAl SELUP......ccoveiiieiieiiiteeteste ettt sttt te et re et e s te e e e besreessesseess e tessaessesreessensens 73
5.3 Input parameters for the MOAEL..........ceoviieeiiiiceee e e 76
5.4 ReSUItS and diSCUSSION.........cociiiiieieiee ettt te et ae et e se e e eseseeeneennens 79

5.4.1  Comparison of the simulation model with the experimental results.......................... 79

5.4.2 Effect of water admixtures on the discharge characteristics of a He/dry air (500 ppm)
DBD ettt ettt et et et et et et et et et e Rt et e Rt et e st e se e ete st eaeteteseaenas 81

543 Effect of water admixtures on the ion composition of a He/dry air (500 ppm)..DBD84

5.5 CONCIUSIONS ...ttt b ettt b st b et nne e se e 90
6. Capillary He and He/O2 plasma jet: simulations and experimental validation........ 91
6.1 INIFOTUCTION ..cuiniiiiieiet ettt b e e et a bt b b e s e s e e se e 91
6.2 EXPEriMENTLAl SEIUP......coieieeeeeeeteeee ettt sttt e ae e e e seeneeseseeeneennens 92
8.3 MOAEL.....eieeeeee ettt 94
6.4 Input parameters for the MOAEL..........cooviiieiiii e e 95
6.5 RESUILS AN TISCUSSION.......c.eviiiiriiiiieiitciere ettt 97

6.5.1  Comparison of the simulation model with the experiment for a He and He+0O2 (1000 ppm)
01 F= 1S 1 1= W= TSP 99

.6 CONCIUSIONS ....eieiieeiee ettt ettt et e s e ettt e s e ettt e s e ettt e sesaateseasraeeseasatesssraeessaraeessasraeesssnrens 105

7. Numerical simulation of a capillary helium and helium-oxygen atmospheric

pressure plasma jet: propagation dynamics and interaction with dielectric .......... 106
7.1 INEFOTUCTION .ttt bbbttt sttt b e en s 106
7.2 EXPEriMENTAl SEIUPD....c.eiiiriiriiteieieieteie sttt s 106
7.3 EXPEriMental FESUILS........coi ettt sttt ettt e b ene e 108
7.4 Analysis of the SIMUlAtioN rESUILS..........cci e 109
7.4.1 Evolution of the pure helium plasma Jel.........coeriieriieee e 110
7.4.2 Evolution of the He+@(1000 ppm) plasma JelL......ccccevireecerieiece e 117



7.4.3 Effects of different level of oxygen admixtures on the plasma evolution and interaction with

the ICIECIIIC SUMACE ......iiiieieie ettt bbbt 124
A T O] [od 1123 o o ST 126

8. CoNClUSIONS AN FULUIE WOIK ... ...t e e e e e e e e e e e eeeeenenneneas 128
8.1 CONCIUSIONS ... .ottt ettt b e bbbt et et ae bt be st e st et et e e e e eneens 128
8.2 FULUIE WOTK ..ottt b e bbbt ettt et be sttt e s e et eseens 131

9. Appendix A: Rate coefficients for helium and nitrogen reactions and mesh

INAEPENAENCY ANAIYSIS. ....cceeeeiiiieee e e e e e e e et e e e e e et e e e e e e eeaaaaaees 132

10. Appendix B: Rate coefficients for helium, nitrogen and oxygen reactions. ............ 134

11. Appendix C: Rate coefficients for helium, nitrogen, oxygen and water reactions. 139

12. Appendix D: Rate coefficients for helium, nitrogen and oxygen reactions. ............ 147

13. Appendix E: Supplementary simulation results for the plasma jet...........ccccceeenn... 150

I (] (= T [0S PP 154

xii



List of Figures

Figure 1: Four States Of Mater. .......ccoo e e e e e e e e aaaaeaees 2

Figure 2. DBD-based plasma devices: (a) coplanar parallel plate configuration with plasma
generated between the two dielectrics; (b) pin to plane configuration with plasma generated
between the pin and the dielectric; (c) plasma jet with two metal ring electrodes outside the tube,
the plasma is generated inside dielectric tube; (d) plasma jet with one metal electrode outside and
a concentric needle electrode inside, the plasma is generated inside the dielectric tube. The blue
colour shows the surface being treated, the black colour indicates the electrodes and the grey colour
INAICALES the AICIECIIIC. ....uue e et e e e e e et e e e e e e ab e e aaaanns 4

Figure 3: Schematic diagram presenting the process of the model development........................... 7

Figure 4. Schematic diagram presenting the fundamental equations governing the plasma

DENAVIOUT ...ttt e e e e e e e e e e e e e e e e e e e as 13
Figure 5: Schematic diagram presenting the procedure for the plasma model selection.............. 15
Figure 6: Schematic diagram summarizing the simulation model procedure............cccccvvvvvvvnnnns 25
Figure 7: SIMUlation dOM@IN. .......ooiiiiiiiiiiiie et e e e e e e e e e e e e e eeeeeeeeeeessennnnes 28

Figure 8: Comparison of the different EEDFs as a function of electron energy, with temperature =
350 K, electron density = ¥0m= and mole fraction of Hg = 107, .......covevveiieicieceeee e, 31

Figure 9: Simulation and experimental current and applied voltage as a function of time. The
amplitude, frequency and rise time of the applied voltage are 3 kV, 2 kHz arsdr@8pectively.

Figure 10: Simulated current as a function of time for three different ionization degrée$040
and 10, with temperature = 350 K, electron density 28182 and mole fraction of He¢t = 107.

Figure 11: Comparison between the experimental and simulation applied voltage and current (a)
as obtained in [63] and (b) obtained by our simulation model for 100 ppithd amplitude and
frequency of the applied voltage are 3 kV and 25 kHz respectively. .......cccccoveiiiiiiiiiiiiiiie v, 34

Figure 12: Temporal variation of the simulated spatial averaged plasma properties for.a He-N
mixture (1 ppm of M) over a voltage cycle. The amplitude, frequency and rise time of the applied
voltage are 3 kV, 2 kHz and 33 leSPECHIVEIY........uuuuiiiiiiie e 36



Figure 13: Simulation of the average reaction rédega) the production and (b) the destruction
of Hex" as a function of time for 1 ppm nitrogen impUriti€S. ......c.coeeiiiveeeiiiee e 40

Figure 14: Simulation of the average reaction rates for (a) the production and (b) the destruction
of N2* as a function of time for 1 ppm nitrogen impUrties. .........cccccoceiviieie i, 40

Figure 15: Simulated (a) average concentration of charged species at breakdown, (b) discharge
current and (c) breakdown voltage as a function of the level of nitrogen impurities. The amplitude,
frequency and rise time of the applied voltage are 3 kV, 2 kHz and B%pectively............... 41

Figure 16: Comparison of the different EEDFs as a function of electron energy, at a mean electron
energy of 4 eV. The legend represents the air content in the mixture. ..............oovviiiiiciiiiiineeeenn. 49

Figure 17: Comparison between (a) the experimental results reported in [21] for atmospheric
pressure DBD working in He (purity 99.999 vol%) and (b) our simulation results for DBD in He
with 80 ppm air impurities. The black line represents the discharge current, the dashed red line the
applied voltage, the dotted black line the gap voltage and the dashed dotted blue line the memory
170} 1= Vo TP 52

Figure 18: Simulation results of (a) the applied voltage, gap voltage and discharge current, and (b-
d) the spatially-temporally resolved density distribution of electropsa@d absolute magnitude

of the electric field respectively (150 ppm), over a voltage cycle. The amplitude and frequency of
the applied voltage are 1 kV and 10 KHZ reSPecCtiVEIY.........cccoeveiiiiiiiie i 55

Figure 19: Simulation results of (a) the applied voltage, gap voltage, discharge current and average
electron temperature, and (b) the average concentration of positive ion species for a He-air mixture
(150 ppm) over a voltage cycle. The amplitude and frequency of the applied voltage are 1 kV and

10 KHZ FESPECHIVEIY.....ccieieeeeieiitit ettt e e e e e e e e e e e e e e e et e eeeeetbaabbannn e e as 57
Figure 20: Simulation of the average rates for (a) production and (b) destructioih a$ @
function of time for 150 PPM ArY @I, .eeeeenieiiiieie e e e e e e e e e e e e eeeeeeerenaene 58
Figure 21: Schematic diagram of the most important reaction pathways for ion production....... 59

Figure 22: Simulation result of (a) the applied voltage and discharge current, and (b) the average
concentration of negative charge species for a He-air mixture (150 ppm) over a voltage cycle. The
amplitude and frequency of the applied voltage are 1 kV and 10 kHz respectively. ................... 61

Figure 23: Simulation of the average rates for (a) production and (b) destruction of electrons as a
function of time for 150 PPM ArY @I, .eeeeeeiiiiie e e e e e e e e e e e e e e eeeeeereanene 63

Xiv



Figure 24: Simulated (a) breakdown voltage and (pehk of the average reaction rates as a
function of the concentration of air. The amplitude and frequency of the applied voltage are 1 kV
ANA 10 KHZ r€SPECHVEIY. ... e e ettt r e e e e e e e e aaeaaaeaeeeeenes 64

Figure 25: Simulation results of (a) the applied voltage, gap voltage and discharge current, (b) the
average concentration of positive ion species, and (c) the average concentration of negative ion
species for a He-air mixture (500 ppm) over a voltage cycle. The amplitude and frequency of the
applied voltage are 1 kV and 10 KHZ reSpectiVely. .......ccooooiiiiiiiiiiiiiece e 68

Figure 26: Simulation results of (a) the applied voltage, gap voltage and discharge current, (b) the
average concentration of electrons, and (c) the surface charge density for a He-air mixture (1100
ppm) over a voltage cycle. The amplitude and frequency of the applied voltage are 1 kV and 10
(S A (=] o =01 A=Y 71

Figure 27: Experimental CONfIQUIAtION. ...........ouiiiiiiiiiiiiie e 75

Figure 28: Stainless steel cylindrical chamber where the parallel plate BDB was inserted for
(0] 01T 7= 11 [0 o 1SR 75

Figure 29: Comparison between simulation and experimental discharge characteristics (current
=T T0 IRV ]| 7= o =) TS 80

Figure 30: Simulation results of (a) the applied voltage and discharge current, and (b) the spatio-
temporal evolution of the total ionization rate in logarithmic scale over a voltage cycle. ........... 81

Figure 31: Simulation results of the discharge characteristics (applied voltage, gap voltage and
discharge current) for (a) 50 ppm and (b) 500 ppm of water admixtures in a He/dry air (500 ppm)
] 5 PP 82

Figure 32: Simulation results of the breakdown voltage, second peak of the gap voltage and
amplitude of the discharge current at different levels of water in a He/dry air (500 ppm) DBD. The

amplitude and frequency of the sinusoidal applied voltage are 2.5 kV peak to peak and 10 kHz
(1SS 0= o1 117 USSR 84

Figure 33: Simulation results of the surface charge density on the dielectrics at different levels of
water admixtures (50, 500 and 1000 ppm) over a voltage cycle. The symbols B1 and B2 in the
graph refer to the surface (contacted with the plasma) of dielectric layers which cover the ground
contact and the contact of the applied voltage respectively. ..., 84

Figure 34: Average concentrations of the positive ions during the breakdown, for different levels
of water admixtures in the helium/dry air (500 ppm) discharge. The amplitude and frequency of
the sinusoidal applied voltage are 2.5 kV peak to peak and 10 kHz respectively. .........cccccc....... 86

XV



Figure 35: Schematic diagram of the most importaattion pathways for positive ion production.

Figure 36: Average concentrations of the electrons and the negative ions during the breakdown,
for different levels of water admixtures in the helium/dry air (500 ppm) discharge. The amplitude
and frequency of the sinusoidal applied voltage are 2.5 kV peak to peak and 10 kHz respectively.

Figure 37: Simulation results of the average reaction rates of electron production during the
breakdown, for different levels of water admixtures in the helium/dry air (500 ppm) discharge.
The amplitude and frequency of the sinusoidal applied voltage are 2.5 kV peak to peak and 10 kHz
(1SS 0= o1 1LY/ YU 88

Figure 38: Simulation results of the average reaction rates of electron destruction during the
breakdown, for different levels of water admixtures in the helium/dry air (500 ppm) discharge.

The amplitude and frequency of the sinusoidal applied voltage are 2.5 kV peak to peak and 10 kHz
(1215 01T o 11V 89

Figure 39: Experimental arrangemeNt. .........cooeiiiiiiiiiiiiiiiae e et a e e e e e e 93

Figure 40: Experimental configuration of the helium plasma jet interacting with a dielectric surface
placed NOrMal tO the JET @XIS. ...iiiiiiiieeeeeiiiiiie it e e e e e e e e et e e e e e s s e e e e eeeeaeaaaeeeeeeeennnnnnnes 94

Figure 41: Axi-symmetric simulation domain for the gas and the plasma fluid model. .............. 95

Figure 42: Optical emission spectra for (a) pure helium plasma jet and (b), HEG@ ppm)
[1F= S 1 = =] T 99

Figure 43: Helium—air mixing for the pure helium plasma jet. ............ouviviiiiiiiiiii, 100

Figure 44: Measured relative intensity distributions of He line at 706.5 nm (experiment, top),
compared with calculated reaction rate for the transition oB438() — He2p3P (simulation,

bottom) for He plasma jet. The edges of the capillary tube are marked out by a white thick line.
The tube exit (z=0 mm), the dielectric surface (z=2 mm) and the axis of symmetry (r=0 mm) are
marked out by a white and red dashed line respectively, and t=0 ns corresponds to the maximum
of the emission intensity being at the tUbe eXit. ... 101

Figure 45: Measured relative intensity distributions of He line at 706.5 nm (experiment, right),
compared with calculated reaction rate for the transition B438() —» He2p3P (simulation, left)
for He plasma jet at the z=1 MM Plane. ..........ooiiiiiiii i e e e e e 101

XVi



Figure 46: Position of the measured maximum intgr@iv06.5 nm and simulated peak of reaction
rate for the transition of HB§3S) to He@p3P) for pure helium jet. Time O ns corresponds to the
radiation intensity that coincides with the tube exit (Zz=0 MM).........coooiiiiiiiiiiiii 102

Figure 47: Measured relative intensity distributions of He line at 706.5 nm (experiment, top),
compared with calculated reaction rate for the transition oB438() — He2p3P (simulation,

bottom) for He+Q (1000 ppm) plasma jet. The edges of the capillary tube are marked out by a
white thick line. The tube exit (z=0 mm), the dielectric surface (z=2 mm) and the axis of symmetry
(r=0 mm) are marked out by a white and red dashed line respectively, and t=0 ns corresponds to
the maximum of the emission intensity being at the tube exit............coooviiiiiiiiiiii 103

Figure 48: Measured relative intensity distributions of He line at 706.5 nm (experiment, right),
compared with calculated reaction rate for the transition d438() —» He2p3P (simulation, left)
for He+Q (1000 ppm) plasma jet at the z=1 mm plane. ...t 104

Figure 49: Position of the measured maximum intensity at 706.5 nm and simulated peak of reaction
rate for the transition of H8¢3S) to He@p3P) for He+Q (1000 ppm) jet. Time O ns corresponds
to the radiation intensity that coincides with the tube exit (z=0 mMm)...........coovvriiiiiiiiiiene e, 104

Figure 50. Experimental arrangemeENt............uuuuiiiiiiee e e e e eeeeeeeeeeeeeeseeaaea s s s e s e e e e e eeeaaeeeeeeeeennnnnes 107

Figure 51: Spatio-temporal evolution of the plasma bullet for (a) He and (b) H&®Q0 ppm)
plasma jet. Time 0 ns corresponds to the plasma bullet just about the exit of the tube. The three
dashed lines indicate the axial distance from the tube nozzle for z=0, 1 and 2 mm................... 109

Figure 52: Helium-air mixture for the case of pure helium plasma jet obtained from the gas
dynamic model. The white line sShows the air at 190. ..........eeiiiiiiiiiiiie 110

Figure 53: Positions and corresponding times of the streamer head (total ionization rate)
propagation for the He plasma jet. The time 0 ns corresponds to the streamer head coinciding with
the tUDE eXIt (ZZ0 MIM). it e e e e e e e e e e e e e e e e eeeeeeeaesssannnnn e e eeeens 111

Figure 54: Simulation results of the spatio-temporal evolution of the total ionization rate (time
snapshots as in Figure 53), for the He plasma jet. The total ionization rate has units é6.mol/m
..................................................................................................................................................... 112

Figure 55: Simulation results of electron production rate in logarithmic scale for the He plasma jet
= L L0 TSI Lo Y2 o S 113

Figure 56: Simulation results of the secondary emission flux of electrons (SEFE) attributed to the
different ions for the times (a) 121 ns and (b) 190 ns, for the He plasma jet. .........cccceevvviiinnneee 115

XVii



Figure 57: Simulation results of the (a) surfacergbadlensity, (b) electric field in z direction
(axial) and (c) electric field in radial direction during the propagation of the streamer, for the He
1 F= TS = T = 116

Figure 58: Simulation results of the spatio-temporal evolution of the total ionization rate along the
dielectric surface (time snapshots as in Figure 53), for the He plasma jet. The total ionization rate
NAS UNILS OF MOI/ITS. ...ttt ettt e e st et eeteeteeneesteeeeeenees 117

Figure 59: Positions and corresponding times of the streamer head (total ionization rate)
propagation for the He+1000 ppm) plasma jet. The time 0 ns corresponds to the streamer head
coinciding with the tube exit (Z=0 MM). ... e 118

Figure 60: Simulation results of the spatio-temporal evolution of the total ionization rate (same
time snapshots as in Figure 59), for He{@0000 ppm) plasma jet. The total ionization rate has
UNIES OF MOI/MES. ..ottt ettt e et e et eete et e eteeeae e e eaeeeteeneeanens 119

Figure 61: Simulation results of electron production rate in logarithmic scale for.H&®a0
ppmM) plasma jet at tiMe — 181 NS. ...coiiiiiiiiiiiiieiee et e e e e e e e e e e eeeees 120

Figure 62: Simulation results of secondary emission flux of electrons (SEFE) attributed to the
different ions for the times (a) 163 ns and (b) 261 ns, for H€X@O0 ppm) plasma jet......... 121

Figure 63: Simulation results of the (a) surface charge density, (b) electric field in z direction and
(c) electric field in r direction during the propagation of the streamer for HEEDOppmM) plasma
=] PRSP 123

Figure 64: Simulation results of time snapshots of the total ionization rate of.HE3@ ppm)
plasma jet, during the propagation of the streamer along the dielectric surface. The total ionization
rate NAS UNILS OF MOIPB. .....eeiiiieceie ettt ettt s et e e st e e ete e sae e e te e steesreeeeee e 124

Figure 65: Simulation results of the axial position of the streamer head as a function of time.. 125

Figure 66: Induced electric field on the dielectric surface at different level of oxygen admixtures.

Figure Al: Simulation results of the discharge auirneeak for different mesh densities. Mo
represents the mesh density of 1000 elements in the plasma region. ........ccccceevvvviviiiiiiiiieeeeeenn. 133

Figure E1: Simulation results of the electron production rate for the He plasma jet at z=0.1 mm
and time -152 ns (i.e. streamer head location at z=-0.75 mm, same time snapshot as Figure 51a).
..................................................................................................................................................... 150

XViii



Figure E2: Simulation results of the spatio-temperadlution of the total ionization rate for He
plasma jet without considering the Penning reactions in the kinetic scheme. ............................ 150

Figure E3: Simulation results of the electron production rate for the He plasma jet (a) at z=1 mm
and time 0 ns (i.e. streamer head location at z=0 mm, same time snapshot as Figure 51c), (b) at
z=1.85 and time 121 ns (i.e. streamer head location at z=1 mm, same time snapshot as Figure 51e).
The dotted grey lines are a visual aid to highlight the peak shift between the two curves......... 151

Figure E4: Simulation results of the spatio-temporal evolution of the total ionization rate for He
plasma jet Where the SEEC IS SEL 10 ZEIO....uuuuuuueiiiiei it e e e e e e e e e e e e e e e eeeeeeeaeeene 151

Figure E5: Simulation results of the electron production rate for the HE-000ppm) plasma jet
at z=0.1 mm and time -181 ns (i.e. plasma bullet location z= -0.75 mm, same time snapshot as
10 T L (=T - ) TSRS 152

Figure E6: Simulation results of the electron production rate for the H@-000 ppm) plasma jet

(a) at z=1 mm and time 0 ns (i.e. the plasma bullet location just about the exit of the tube, same
time snapshot as Figure 57c), (b) at z=1.85 and time 163 ns (i.e. plasma bullet location z= 1 mm,
same time SNAPSNOL @S FIQUIE 57@). ...uuuuuiiiiiiiiiieaee e ettt s e e e e e e e e e e e e e aeeeeeeeseene 152

Figure E7: Simulation results of the spatio-temporal evolution of the total ionization rate for
He+(Q (1000 ppm) plasma jet without considering the Penning reactions in the kinetic scheme.
..................................................................................................................................................... 153

Figure E8: Simulation results of the spatio-temporal evolution of the total ionization rate for
He+Q (1000 ppm) plasma jet where the Seec iS Set 10 ZEerO......coevevviiiiiiii i, 153

XiX



List of Tables

Table 1: Operational PAraMELEIS. ... ... e e e e e e e e e e e e e aeeas 28
Table 2: SUIMACE rBACHIONS. ........eeiiiiii e e e e e e e as 30

Table 3: Boundary conditions considered for the simulation model. The letters A-H correspond

1O the ONES IN FIQUIE B, ..evveiiiiieiiiie ettt s e e e e e e e e e e e et e e et e eeesaaae e e e e e e e e e eaaaaaeeeeees 31
Table 4: Different cases considered in the SIMUlatioNsS. ............ccoeeoiiiiii e 35
Table 5: Operational parameters of experimental setup from [21].....ccccoovviiiiiiiiiiiiiiiiieeeee 46
Table 6: Input parameters for the Boltzmann solver [48,105]. .........ccuuuuriiiuiiiiiiiiiiee e, 49
Table 7: Surface reactions, reaction probabilities, seec and mese. ............ccovvvvvvvvvviiviiiciiieee e 50
Table 8: Different cases considered in the SImulations. ..o 53
Table 9: Operational parameters of the experimental SEtUP. ..........uuvueiiiiiiiiii e 75
Table 10: Species included in the model ChemMIStry............ueiiiiiii e 77

Table 11: Air impurities considered for the comparison of the simulation model with the
experiment results Of SECHION 5.2, .....cccioi oo eaeeeeas 78

Table 12: Surface reactions, reaction probabilities, seec and Mese. ...........ooevvvvvvvviviiiiiiiiieeeeeeeenn. 78

Table 13: Boundary conditions considered for the plasma fluid model. The letters A—O
correspond to the ones fouNd IN FIGQUIE 4L........ccooiii i e e e e e e e e e e e e eeeaaaeennnnes 97

Table 14: Boundary conditions considered for the gas fluid model. The letters A—O correspond

t0 the 0NES TOUNA IN FIQUIE AL, ... e e e e e e e et e e e e e e et b e as 97
Table 15: Probable reactions for the production of3si&f ), N2 + B2Xu + andO35P.......... 99

Table Al: Rate coefficient for helium and nitrog@aGtioNs. ............cooevvvvviiiiiiiiiiii e, 132
Table B1: Rate coefficients for helium, nitrogen axggen reactions.........cccceeeveeeeeeeeeeeeeenennn. 134
Table C1: Rate coefficients for helium, nitrogen, oxygen and water reactions.......................... 139
Table D1: Rate coefficients for helium, nitrogen and oxygen reactions. .............cccccevevvvvevvvnnnnns 147

XX



Nomenclature

Abbreviations
DBD

LTAPP
APPJ
ICCD
APGD
APTD
EEDF
CAPP
IEF
GDM
PFM
SEEC
MESE

Dielectric barrier discharge

Low temperature atmospheric pressure plasma
Atmospheric pressure plasma jet
Intensified charged coupled device
Atmospheric pressure glow discharge
Atmospheric pressure Townsend discharge
Electron energy distribution function

Cold atmospheric pressure plasma
Induced electric field

Gas dynamic model

Plasma fluid model

Secondary electron emission coefficient

Mean energy secondary electrons

XXi



Chapter 1

Introduction

1.1 Introduction

Low temperature atmospheric pressure plasma (LTAPP) has gained tremendous attention in recent
years due to its low production cost and wide range of applications ranging from surface
modification [1,2], plasma medicine [3,4], sterilization [5,6] etc. Its main benefit lies in the fact
that it operates at atmospheric pressure without the need for costly, complicated and limiting
vacuum equipment. The absence of a vacuum system coupled with the low plasma temperature

(close to room temperature) enhances its applicability.

In order to understand LTAPP we must first describe plasma in general. Plasma is the fourth state
of matter, the others being solid, liquid and gas (see Figure 1). Plasma is an ionized gas made up
of a large number of electrons and positive/negative atoms and molecules, in addition to neutral
atoms and molecules, which are also present in a normal (non-ionized) gas. The energy required
to ionize atoms and molecules can come from electrical, thermal or optical sources. In most
applications, externally applied electric fields are used to heat electrons, ions and neutral charge
species in the gaseous state producing ionization, excitation and other chemical reactions. In
particular, the gas mixture (depending on the application requirements), passes through a region
of high electric field (e.g. between an anode and a cathode). The free electrons (which exist due to
cosmic radiation: air, cosmic, terrestrial background) are accelerated by the electric field and then
release further electrons due to the ionization of neutral atoms/molecules. The remaining ionized
atoms/molecules are positively charged species. However, some of the electrons may not have
sufficient energy for ionization, causing excitation. This species “soup” is what is generally

referred to as plasma.



Increasing energy

Solid Liquid Gas Plasma

Figure 1: Four states of matter.

In most applications, a high electric field is required for the production of the desired density of
species in the mixture. This causes the plasma to reach the arc regime which is a high temperature
state and is known as thermal plasma, where the temperatures of the eleet@ng,(ibns (Tons)

and gas (Ja9 are about the same i.€cielirons~ Tions ~ Tgas > 1000°C. However, the high
temperatures are not desirable for temperature sensitive applications. An effective solution to
avoid high plasma temperaturess achieved by covering tledectrodes with dielectric layers

This configuration inhibits the transition to arcing, keeping the plasma at room temperature.
Particularly, during breakdown, the charges accumulate on the dielectric layers creating an electric
field in the opposite direction to that of the external electric field. As a result, the total voltage in
the plasma region decreases significantly, and heating of the plasma species is avoided. This type
of discharge is calledielectric barrier discharge (DBD). In this plasma, dectrons> Tions ~ Tgas

~ 30 - 50°C hence the term low temperature plasma.

The DBD plasma sources fit into two major categorirect andindirect plasma sources. In

most cases, direct plasma sources consist of two electrodes, where one or both of the electrodes
are covered with a dielectric layer, and gas flows in the region between the electrodes (see Figure
2a and Figure 2b). For direct plasma sources, the surface to be processed is placed in the plasma
generating region (i.e. between the electrodes, wherein the plasma is formed). On the other hand,
the indirect plasma sources usually consist of a dielectric tube, a high voltage electrode placed
either around the tube or inside the tube (see Figure 2c and Figure 2d), and gas flows into the tube.
In this case, plasma is first produced and then delivered like a jet to the surface being processed.
This type of plasma sources are known as atmospheric pressure plasma jet (ABBidng the

last decades a great deal of attention has been given to both plasma sources, direct and indirect
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showing very promising results in biomedical apglmas, such as sterilization [6], bacterial
inactivation [7], dentistry [8], wound healing [4], treatment of cancer cells [9], genetics and DNA
[10]. The ability of DBD plasma sources to have such a great range of applications arises from the
wide range of reactive species, ions, high electric fields and UV photons they can generate.

In the European Union more than two million people die from cancer every year. These results
demonstrate the need for finding new treatments against the cancer. APPJ has been found to be
very effective in treating cancer cells without damaging normal cells. This selectivity, gives to the
APPJ an important advantage over the conventional methods against cancer. In the literature there
are several studies showing this selectivity of APPJ [9,11,12]. Particularly, Mirpour et al [12]
investigated the effect of helium APPJ on human breast cancer and normal cells. It was found that,
APPJ reduces significantly the viability of cancer cells while leaving the normal cells with no
significant damage. When the helium APPJ operated witid@ixtures, the cancer cells viability
reduced more. In this study, the viability of cancer cells was compared to that provided by a
common chemotherapy drug (Doxorubicin). It was found that the APPJ operated withgde/O
reduces more the viability of cancer cells in comparison to that of the chemotherapy drug. In
addition to this, the normal cells viability was compared in this case (APPJ with HasOrs
chemotherapy drug), where with the APPJ treatment, the damage of normal cells was lower by 20
%. The small effect of APPJ on normal cells was also seen by the minor influence on their
morphology.

The beneficial effect of APPJ on the treatment of cancer cells is not limited only to the selectivity
(i.e. induces apoptosis in cancer cells, while leaving healthy cells without any significant damage).
Some other important observations made the last few years for the interaction of plasma - cancer
cells are: the viability of cancer cells continues be decreased after the end of treatment with plasma
[13] and after the end of the treatment the immune system may be activated against the type of
cancerous cells that have treated [14]. These results are very promising for the treatment of cancer
with plasma, as it eliminates the probability of metastasis which is considered vital for the patient

life.

An important prerequisite for developing and optimizing these applications is to understand the
physics behind the operation of these plasma sources. In this work, we investigate the physics

behind such plasma discharges for both direct and indirect sources.
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Figure 2: DBD-based plasma devices: (a) coplanar parallel plate configuration with plasma generated between the two
dielectrics; (b) pin to plane configuration with plasma generated between the pin and the dielectric; (c) plasma jet with
two metal ring electrodes outside the tube, the plasma is generated inside dielectric tube; (d) plasma jet with one metal
electrode outside and a concentric needle electrode inside, the plasma is generated inside the dielectric tube. The blue
colour shows the surface being treated, the black colour indicates the electrodes and the grey colour indicates the
dielectric.

1.2 Motivation, objectives and general methodology

There are several commercially available direct and indirect DBD plasma sources (working at
atmospheric pressure), and their designs differ depending on the application needs. Such plasma
sources usually operate with inert gases such as argon, neon or helium. These gases are preferred
because they create the conditions for lower power requirements and they produce a wide range
of reactive species. At atmospheric pressure (where the discharges are operated), it is not realistic
to have only pure gases (argon, neon or helium in the plasma region) and in most cases air
impurities are present, usually in the form of molecular nitrogen, oxygen and water. Furthermore,

in several applications, extra admixtures of nitrogen or oxygen species are added to the inert gases,

in order to enhance the production of reactive spetlasse impuritiessignificantly affect the



plasma composition and consequerttiy discharge evolution It is therefore imperative to
understand how these impurities affect the mechanisms behind the evolution of DBDs, in order to
be able to optimize their application. Numerical modelling provides a very useful way of studying
the processes behind such discharges and can thus help in optimizing them depending on the

particular application.

However, due to the very complex chemistry behind this type of discharges (dozens of species
and hundreds to thousands of reaction channels), nenalgimensional global models are used
for these simulations. These models are computationally efficient, but have limitations,dts they
not consider the spatial evolutiond{ffusion and convective transport) of the different species in
the mixture. The effect of water admixtures on helium discharges through global models has been
investigated by several researchers [15-20]. Particularly, Liu et al. [18] investigated the plasma
chemistry of a He/kD mixture. The main species and dominant reaction pathways over a wide
range of water admixtures (0-3000 ppm) were highlighted. The simulation results showed that
water charged species dominate over helium charged species for levels of water admixtures above
30 ppm. It was shown that the electronegativity of the discharge increases as the level of water
increases in the helium mixture. In addition, Liu et al. [19] investigated the effecc@f H
admixtures on the chemistry of a HeH@asma. It was observed that even at low concentrations
of water in the mixture, hydrated ions are abundant. In that study, the ratio between water and
oxygen was kept constant at 0.5%. It was found that the ra®dQA of around one provides the
highest amount of reactive species in the mixture. The effect of humid air on the plasma
composition of a He+£X0.5%) plasma was investigated by Murakami et al. [15-17]. It was found
that as the level of humid air increases in the mixture, the electronegativity of the plasma
composition increases while the concentration of reactive oxygen species decreases. Recently,
through a global model, Schroter et al. [20] showed the importance of the surface reaction
probabilities (for the species H, O and OH) and the reactor geometry on the composition of the
reactive species in the mixture for a He€Hplasma. It was observed that the surface reaction
probabilities especially for low mass species (such as H) influence significantly the concentration
levels of the reactive species in the mixture. It was also found that as the size of the reactor cross
section increases, the densities of H, O and OH increase with H experiencing the most dramatic
increase due to its high diffusion and therefore lower surface losses. As shown by global models,
even at low levels of water admixtures in the helium plasma, the hydrated ions become dominant.
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However, hydration changes the mass of ions ancegoesitly their transport coefficientslobal

models cannot capture this effect on the plasma dynamics.

The main objective of this work is thedevelopment of a validatedwith experimental results

model that considers thgpatial evolution of the different species forteelium DBD plasma in

the presence of nitrogen, oxygen and water speciéfowever, due to the complexity of creating

such a model, a step by step process is followed starting from a simple model and verifying it with
experimental results, and then improving it by adding more detail (addition of impurities). This
procedure provides confidence about the validity of the developed modemédthedology

followed for the model development is summarized in Figure 3. The first step focuses on the
description of the helium DBD in the presence of nitrogen admixtures (see step 1 in Figure 3). The
nitrogen species is the first admixture because it constitutes the highest concentration in air
(approximately 79%). In the second step (Figure 3), the oxygen species are added, as they
constitute almost the rest of the amount of air (approximately 21% of air). The third step (see
Figure 3) considers the addition of water species in the model chemistry (0.01 - 0.02 % of air). At
each step the simulation model is validated with experimental resultsand specifically
electrical measurements. For the three stages of the model development, the configuration of the
parallel plate DBD (operated in the homogenous mode) is used, because these experiments are
more accurate, as they are executed in a controlled chamber. It is noted that the simulation models
have been developed by the University of Cyprus, while the experiments have been performed by
the Alexandru loan Cuza University of lasi, with the exception of chapter 4, where the

experimental results have been taken from the literature [21].
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Figure 3: Schematic diagram presenting the process of the model development.

The second objectiveof this work is touse the validated modektreated for the description of
helium DBD in the presence of nitrogen and oxygen species fanvihstigation of a plasma
device(final step in Figure 3). Here, the atmospheric pressure plasma jet (APPJ) device is chosen
as it shows very promising results in applications ranging from plasma medicine [22], to
sterilization [6], to material surface modification [2], etc. To further ensure the model captures
correctly the physics behind such dischargelitional validation is performed with the APPJ
device. The validation is based on the comparison of the experimental spatio-temporal resolved
emission (taken by an ICCD camera) with the appropriate reaction rates calculated by the

simulation model.

In the literature, there are remarkable simulation studies investigating the evolution of helium
plasma jet devices providing insight into the fundamental processes during the discharge [23—-36].
The numerical simulation studies indicate that the plasma bullet has the characteristics of an
ionizing wave (streamer) [23-25,27,29]. The ring structure of the plasma bullet has been
successfully captured in many numerical simulation studies [26,27,29,30,36]. Brenden et al. [27]
showed the importance of helium-air channel for the successful propagation of the ionizing wave.
Naidis [28] showed that increasing the applied voltage and the helium flow rate increases the
propagation speed of the ionizing wave as well as the propagation length. On the other hand,
increasing the tube radius for the same flow rate results in the decrease of the propagation length.
Boeuf et al. [29] showed that by increasing the voltage pulse amplitude or rise time or preionization
density the plasma bullet speed increases. In the same study, decreasing the tube radius shows an
increase of the electron density on the plasma bullet head. The effect of air admixtures on the
7



evolution of a helium plasma jet has been investdgjaly Naidis [31]. It was observed that the ring
structure of a helium plasma jet disappeared when air admixtures were introduced into the helium
gas due to the smoothing of the radial uniformity of plasma parameters inside the streamer channel.
The effect of nitrogen impurities on the dynamic evolution of a helium plasma gun setup was
investigated by Bourdon et al. [32]. It was shown that two and three body penning reactions are
crucial for the discharge dynamics. It was also found that higher amplitudes of the applied voltage
cause an increase of the ionization front velocity, confirming the results from Naidis et al. [32] and
Boeuf et al. [29]. However, the ionization front velocity at different level of nitrogen admixtures

in the helium gas was shown to be dependent on a complex coupling between the kinetics of the
discharge, the photoionization and the 2D structure of the discharge in the tube. Norberg et al. [33]
investigated the production of reactive oxygen and nitrogen species (RONS) for.gpldsita

jet. It was shown that high flow rates and low repetition frequency results in the production of
RONS that flow outside the tube. Furthermore, a higher applied voltage results in a higher
production rate of RONS. Logothetis et al. [34] investigated the interaction of helium plasma jet
with air. A flow alteration was observed when plasma was activated due to an induced electro
hydrodynamic force acting on the fluid. Recently Lietz et al. [35] discussed processes in the He/air

gas phase that heat up the gas and may cause the disturbance of the helium-air channel.

However, for practical applications, the importance of plasma jet lies on the interaction with
surfaces (such as plastics, metals, biological tissue, liquids). Due to that, in the last few years
emphasis is placed on numerical simulation studies of the plasma surface interaction [37-41].
Norberg et al. [37] investigated the interaction of a HegMasma jet with different surfaces
(dielectrics with relative permittivity in the range of 2-80 and metal). It was observed that as the
relative permittivity increases, the speed of the ionizing wave increases as well as the density of
plasma species. The metal surface presents similar features as the high permittivity surfaces (a
conductive channel between the surface and the tube) but with negligible propagation of the
ionizing wave along the metal. On the other hand, dielectrics with lower permittivity show a higher
penetration of the electric field into the dielectric and a greater propagation of the ionizing wave
along them. Similar observation has been made by Wang et al. [39], for a helium plasma jet
impinging into dielectrics with different relative permittivities. Yan and Economou [40]
investigated a helium plasma jet in ambient oxygen impinging on metal and dielectric surface. A
conductive channel was observed to be developed between the plasma jet device and the metal
8



surface without surface ionizing waves (SIW), wiidethe case of a dielectric surface SIW was

developed similar to the one reported by Norberg et al. [37] and Wang et al. [39].

In this thesis, for th&rst timeto our knowledgethe effect of oxygen admixtures onthe evolution

and interaction of a capillary helium plasma jet device with a dielectric surface is investigated
numerically and observed experimentally. Several components such as secondary emission flux of
electrons (SEFE), Penning reactions, and oxygen admixtures are all considered and integrated into
the numerical model. The use of capillary tubes for plasma generation [42,43], as is done in this
thesis, is gaining attention for biomedical applications. Capillaries are small and flexible and
generate low volume plasma streams that can be delivered to previously inaccessible anatomical
structures. Furthermore, it has been observed that a small amount of oxygen admixtures into the
helium increases the effectiveness of APPJ against cancer cells [44,12]. Since the plasma bullet
mainly determines the interaction of the plasma jet with the surface, it is important to understand

how the bullet and its interaction is affected by the introductiorp@ftO the helium gas.

1.3 General assumptions

For the validation of the simulation models developed in steps one to three, the experimental results
of a parallel plate DBD operated in the homogenous mode are used. In order to simplify the

simulations, the following two assumptions are considered:

* The plasma quantities vary only in the direction vertical to the surface of the electrodes.
This is possible due to the homogeneous characteristics of the parallel plate DBD and its
symmetric shape.

» The disturbance of the electric field at the edges of the parallel electrodes is not considered.
This is possible due to the much smaller distance between the electrodes in comparison to
their surface dimensions.

* The residence time of helium atoms inside the electrode gap is much higher than the inter-
pulse period. Thus, any gas flow of the helium can be ignored in the one-dimensional model

case.



Because of these assumptions, the simulations cparbimed in one, two or three dimensions
without affecting significantly the simulation results. In this work, the simulations have been

performed in one and two dimensions for computational efficiency.

1.4 Novelty

Atmospheric pressure and low temperature helium DBD devices have been extensively used in the
last decades in many applications, due to low production cost and ease of use. In such discharges,
the presence of air impurities is unavoidable and should be taken into account as they affect the
discharge characteristics and evolution. Furthermore, in many biomedical applications nitrogen,
oxygen and water species play an important role for the effectiveness and use of plasma devices.
In the literature, there is a very limited number of studies regarding the effect of these impurities
on the evolution of helium DBD. This work aims to close this knowledge gap by using novel
methodologies, developments and investigations. Specifically, the novelty of this work is:

» Thedevelopmentandvalidation of astate of the arthumericalmodel for the description
of a helium DBD in the presence of nitrogen, oxygen and water species.

* Theinvestigation and deepnderstanding of the effects of nitrogen, oxygen and water
impurities on the plasma evolution of a helium DBD.

* Thedevelopmentof astate of the art numericalmodel for the investigation of APPJ

devices and their interaction with dielectric materials.

This work has yielded important and novel results and insights into DBD devices. Specifically,
novel insight is given in Chapter 3 where it is shown that as the nitrogen impurities increase (0.1-
500 ppm) in a helium DBD, the breakdown voltage, the dominant ion species and the discharge
current are all affected and are interconnected. It can be shown for example, how the dominant ion
species are affected by varying the level of nitrogen impurities in the mixture. Three different
dominant ions were found, which are strongly dependent on the level of nitrogen impurities. These
are: He* (0.1-35 ppm), M (35-150 ppm) and N (150-500 ppm). Furthermore, important
insight can also be seen in Chapter 4 where oxygen impurities are added along with the nitrogen
ones and this allowed for the investigation of dry air impurities into the DBD plasma. It is shown
that a small amount of dry air impurities can help plasma ignition, \igleer level of dry air

in the helium mixture causes fiisstabilities and eventually extinctiomf the discharge unless a
10



higher gap voltage is applied. In this work, for firet time a detailed explanation was given
behind this phenomenon, which was also observed experimentally. Furthermore, new insights into
fundamental processes of helium DBD operated in air surroundings are gained which are highly
relevant for applications, e.g. in plasma medicine. In chapter 5, important insight into the effect of
water admixtures on the evolution of a He/air DBD is provided. This study showed that a low level
of water in the mixture helps the ignition of the discharge, while higher levels (>600 ppm), causes
an increase in the ignition voltage. Additionally, despite the low levels of water in the mixture, it
was found that the predominant ions in the mixture a@&' for 20 - 100 ppm of water admixtures

and H10s" for 100 - 2000 ppm of admixtures. chapters 6 and 7, new insights are gained into

the fundamental processes of helium APPJ devices, the effect of the presence of oxygen
admixtures and interaction with dielectric surfaces. For example the model gives an explanation
as to why the helium plasma jet ha®aus/ring like shapeand it also explains why the addition

of oxygen admixtures causes the plasma bullet to changspteeee like shape. Furthermore, the
model shows how a low level of oxygen impurities increases the induced electric field (IEF) on

the dielectric surface, which is very important for biomedical applications of helium plasma jets.

1.5 Outline of the proposal

The proposal is divided and organized into eight chapters. Specifically, chapter 1 is the
introduction and includes the motivation, general methodology, assumptions, novelty and research
objectives of the work. Chapter 2 provides the criteria for the selection procedure of the simulation
model for plasma description along with a detailed description of the equations and boundary
conditions of the selected plasma model. Chapter 3 investigates the evolution of helium DBD in a
wide range of nitrogen impurities. In chapter 4, the oxygen impurities are added, in order to
investigate the evolution of helium DBD in the presence of dry air impurities. In Chapter 5, the
water admixtures were introduced in the model, and their effect on the evolution of a He/air DBD
is investigated. The evolution of a capillary helium plasma jet with and without the presence of
oxygen admixtures and its interaction with a dielectric surface is investigated in chapters 6 and 7.
Chapter 8 contains the conclusions with the summary of the thesis achievements so far and future

planned work for this thesis.
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Chapter 2

Simulation model

2.1 Introduction

In this chapter, the procedure followed for the selection of the appropriate model for the plasma
description is presented. In literature, there are several models for the description of plasma.
However, for low temperature plasma at atmospheric pressure with hundreds of reactions, the

plasma fluid model provides accurate results at reasonable simulation time.

2.2 Model selection

Plasma is the state of matter with such high concentration of charged particles, that its dynamic
behaviour is dominated by the electromagnetic forces. Therefore, one would expect that its
description would be an easy task, since the fundamental charged-particle motion is well known
(Newton's Law, classical electromagnetic theory and the Lorentz force equation). Through this
approach, the motion of charged particles can be calculated in a self-consistent way, by following
the next four steps summarized in detail in Figure 4. In the first step, the position and velocity of
all particles is calculated from the solution of Newton’s law and the Lorentz force. Based on the
position and velocity of each particle, in the second step, the charge and current density are
calculated by averaging over a macroscopically small volume. In the third step, the electric and
magnetic fields are calculated from the solution of Maxwell's equations based on the charge and
current density in the domain. In the last step, the Lorentz force is calculated from the electric and
magnetic fields. This methodology, constitutes a self-consistent way for the description of the
plasma. Although this approach in theory is able to describe plasma phenomena, in practice it is
not very practical due to the very large (¥)@umber of particles that would need to be tracked.
Furthermore, the velocity and position of each particle cannot be measured experimentally, and
thus cannot be compared with simulation results. Typically, the experimental measurements are

for a group of particles in a small volume (such as particle density, bulk plasma velocity etc.). With

12



the model described above it will be very difficalhd complicated to derive the previous
measurable quantities. Another important drawback of this model is that it disregards atomic
processes such as ionization, excitation, attachment etc. The above lead to the conclusion that there
is a need for the description of the behaviour of large quantities of particles. This can be achieved
by describing plasma through a statistical approach and then averaging over a large number of
particles. As plasma has many common properties with gases, the kinetic theory of gases
(statistical approach for gas description) can be used for the description of plasma phenomena.
Such an approach, uses a velocity-space distribution function (f(r,v,t)) for the description of

particle positions and velocities.

@
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Figure 4: Schematic diagram presenting the fundamental equations governing the plasma behaviour.

The f(r,v,t)dr d®v gives the total number of particles inside a six-dimensional phase space volume
d® d®v at the position and velocity (r, v) at time t. By knowing the distribution fundipnt),
one can calculate the density of particles at position r and tinge, t)), through the following

integral:
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n(r,t) = ff(r, v,t) dv (2)

The distribution function can be used to calculate any macroscopic quantity (i.e. temperature, flux,

current, etc.), by averaging that quantity (g(r,v,t)) over the velocities (dv):

1
n(r,t)

Jan(r, 1) = f 9(r,v,0) f(,v,8) dv @

The quantity of interest is averaged over the velocity space giving the result as a function of space
and time, which allows comparison with experimental results. The time variation of the
distribution function is given by Boltzmann’s equation:

af of

§+U-Vrf+a-vvf=(a)co” 3)

wherev is the velocity,V, is the differential operator in space,s the acceleratiory,, is the

differential operator in velocity an(]‘Z—’:) represents the particle flow due to collisions. It is
coll

important to note that anda are independent. By solving Boltzmann’s equatiareéch species
in the mixture, the distribution function and therefore any other macroscopic quantity can be
calculated. This model is well known in the literature as kinetic approach. However, the solution
of Boltzmann's equation is computationally costly and cannot deal with arbitrary plasma
chemistry. Nevertheless, in most applications there is no need to have the distribution function.
So, instead of solving Boltzmann’s equation for each species which is complicated and time
consuming, one can solve the moments of Boltzmann’s equation, which are the equations for the
macroscopic quantities of interest (e.g. number density, mean velocity, mean energy etc.). Through
this procedure, knowledge of the distribution function is not required. The procedure for deriving
the moments of Boltzmann’s equation, is by multiplying it with powers of the velocity and then
integrating on the velocity space. An important question is how many moments are needed, in
order to have a satisfactory and accurate description of the plasma. In the continuum regime, the
mass, momentum, and energy balance equations are assumed to be sufficient for the description
of plasma. These correspond to the first three moments (velocity to the power of 0, 1 and 2). The
mass, momentum, and energy balance equations form the foundation of the plasma fluid model.
14



The analytical derivation of these equations is wlebcribed in several studies in the literature
[45-47]. These equations have been adopted in our model for the description of electrons and
electron energy. However, for the description of the rest of the species in the mixture (heavy
species) the multicomponent diffusion equation (that uses the mixture-averaged diffusion
coefficient) is used. This equation provides more accurate results as the diffusive driving force of
each species depends on the mixture composition, temperature, and pressure. It is noted that an
energy balance equation is not taken into account for the heavy species because the ion energy
does not affect the ionization rates significantly.

Another approach for the plasma description is the hybrid method that treats some of the
components of the plasma through the fluid model and others through the kinetic model. Usually,
the electrons are treated kinetically by solving the Fokker-Planck equation (which is a simplified
version of Boltzmann’s equation) or using the Monte Carlo method, while the heavy species are
described by the fluid model. This method is more accurate than the plasma fluid model, but
requires more computational time. For discharges with low Knudsen numbers, at low temperature
and atmospheric pressure, as is the case in this thesis, the hybrid and plasma fluid models give
similar results. Therefore, in order to save computational time without affecting the overall results,
the plasma fluid model is used. The equations used for our plasma fluid model are described in the

next section.

Statistical . . Moments of
approach Kinetic theory of Boltzmann

gases — Boltzmann’s
equation

Plasma Plasma fluid

Single particle
model

motion

description

Figure 5: Schematic diagram presenting the procedure for the plasma model selection.

In summary, the procedure for the model selection is presented in Figure 5. Originally, the single
particle model that treats each particle separately was considered as a possible model for the
description of the plasma. However, the high number of particles at atmospheric presSure (10
makes the application of this model impractical. Then, a statistical model was considered as a
possible approach for the description of the plasma. Such a model describes the particles through
a distribution function in the six-dimensional phase space (kinetic theory of gases). However, the
distribution function is obtained from the solution of Boltzmann's equation, which for arbitrary

chemistries is computationally very expensive. In order to simplify the solution, we use the first
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three moments of Boltzmann's equation which cormredfo the mass, momentum, and energy
balance equations for the description of the plasma. This model is known as the plasma fluid

model.

2.3 Plasma fluid model (PFM)

For the simulation of the helium DBD the fluid approach was used. The electrons are described by
the first three moments of Boltzmann’s equation, which after simplification reduce to the

continuity equations for the description of the electron density and electron energy density [48].
The remaining species in the mixture were considered as heavy and described by a

multicomponent diffusion equation which used the mixture-averaged diffusion coefficient [49,50].

The equation which describes the electron density is

on,
ot

+V-I,=S,— (u-Vn, (4)

wheren, is the electron densitﬁ, is the electron flux terns,, is the source or sink for the electron
density andu is the mass average velocity of the mixture. The term is derived from the

momentum transfer equation and is expressed based on the drift diffusion approximation [48]

—

Fe = —UeENne — Do Vn, (5)

wherepu, and D, are the mobility and diffusion coefficient for the electrons respectivelfaed

the electric field. The source term for electrons is given by
M
Se = Z Cj,eRj (6)

J=1

wherec; . is the stoichiometric number for electrons in the reagtidh the reaction rate and
is the number of electron reactions. The equation for the description of the electron energy density

is the following:
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on,
ot

+V-I[.=S,— (u-Vn, (7

wheren, is the electron energy densify,is the flux term for the electron energy density 8nd
represents the energy loss or gain due to elastic and inelastic collisions and the energy gained from
the electric field.

The flux and the source term are defined as [48]

f';: = _ﬂsEns — D:Vn, (8)
P

Sg = —EFe ' E) - Z C]"eRjEj (9)
j=1

where u. and D, are the mobility and diffusion coefficient for the electron energy density
respectively, P is the number of elastic and inelastic collisions;aadhe energy lost or gained

in the collision and is taken equal to the reaction thresholdQRwavy species in the mixture,

the Q— 1 species are described by a multi-component diffusion equation [49,50]

4]

wherep is the density of the mixturey; is the mass fraction of the specieg is the diffusive
flux vector ands; is the source term. The density of the background gas is given from the equation

(conservation of mass)

wzl—Za)i (11)

The diffusive flux vector is defined as follows

. Vo, M, B}
Ji = pw; <Di,m — + Dim ST Zi:ui,mE) (12)

i n
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whereD; ,,, is the mixture-averaged diffusion coefficiei,, is the mean molar masg, is the
charge number of speciesand y; ,,, is the mixture-averaged mobility. The mixture-averaged
diffusion is calculated through the binary diffusion [49,50]. In the case where the binary diffusion
cannot be predicted from the kinetic theory [51,52], it is calculated from the experimental value of
the mobility using the local field approximation [53]. For the neutral species the last term on the
right hand side of equation (12) is zero. The mixture-averaged mobility is calculated from
Einstein’s relation

qu,m
kT

Him = (13)

whereq is the electron chargek, is the Boltzmann constant afids the gas temperature. Finally,
the electric field is calculated from Poisson’s equation

=V (&) = py (14)

whereeg, is the dielectric constant of the materialis the potential and, is the local charge in

the gap.

Due to the high degree of nonlinearity inherent in the drift diffusion equation, the electron number
density can span 10 orders of magnitude over a very small distance. In this region (the plasma
sheath), the difference in the mobility and diffusivity between the ions and electrons creates a
separation of space charge. This in turn produces a large electric field which can lead to a
substantial increase in the mean electron energy. For that reason, a log formulation is used for the
description of electron density and electron energy density. This constitutes the best handling from

the numerical point of view. The electron and electron energy equations are now written as follows.

n,oN, N
eat £+ V- [-ng(ueE) — neD,VN,| = S, + R, — no(u- V)N, (15)
n.o0E o N
gat 2+ V- [-ng(uE) —nDVE| +E T, =S, + R, — n.(u-V)E, (16)
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whereN, = In(n,) is the log formulation of electron densifj, = In(n,) is the log formulation

of electron energy density an&, . is a stabilization term for the electron and electron energy
density respectively. In particular, to avoid zero values in the log formulation, a stabilization term
has been added in the above equations. This term acts as a source term preventing the density of
the electrons and electron energy from approaching zero. When the particle density increases, this

term becomes exponentially smaller and eventually becomes negligible for high particle densities.

R, = Nyexp(—{Ilnn,) (17)

R, = Nyexp(—{lnn,) (18)

whereN, is the Avogadro constant ands{a tuning parameter (0 1).

The description of the heavy species in the plasma mixture is handled in a similar manner. In
particular, due to the large variation in mass fraction of the heavy plasma species, a logarithmic

scalling is used. The multicomponent diffusion equation is now written as follows.

a -

-

Ji = pwi(DymVW; + Dy 1V InM — zyptje i E) (20)

where W; = In(w;) is the log formulation of mass fraction of specieand R; is an extra

stabilization term defined as follows:

R; = exp(—{ ln(ni)) (22)

wheren; is the density of speciésin the simulation model, the parameiés set to 0.25 (for both

electron and heavy species) as it provides the best stability for the algorithm.
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2.4 Boundary conditions of the plasma fluid model

The boundary conditions considered for the flux of electrons and electron energy at the solid

surface are given by the following equations:

Q
— = 1 = - - o
n-l, = <§ Ve,thNe — anep E - n) - Z YieNan * Ji (22)
k=1
5 Q
- fe = (g Ve, thMe — ane:usﬁ ’ ﬁ) - Z ngkNAﬁ' 'jk (23)
k=1

whererti is the normal pointing towards the solid surfaggy, is the thermal velocityy, andu,
are the electron and electron energy mobility respectiyglis the secondary electron emission
coefficient (seec) of speciés N, is the Avogadro constar, is the flux of the heavy specigs

&, Is the mean initial energy of secondary electrons (mese) emitted from the solid surfacge and a

a switching function that depends on the produc? aihBn defined as follows:

1(sgn(q)E-n1>0
o \ {o EsinEZ;E < og (e4)
whereq is the charge of the considered species. Thedwostin the parenthesis, on the right
hand side of equation 22 represent the loss of electrons on the solid surface, due to the random
motion of electrons and the flux of electrons due to the electric field. On the other hand, the last
term on the right hand side of equation 22 represents the gain of electrons due to secondary electron

emission. Similar explanation applies to equation 23 concerning the electron energy.

The normal component of the heavy species flux at the solid surface is given by:

- Jie = MgRsyrs i + aMy oyt mzi (7 E) (25)

whereM,, is the molar weight of speci&sR,,,f x is the surface reaction rate, represents the
mass fraction of specids u ,,, is the mixture-averaged mobility aag is the charge number of

speciek. The first term on the right hand side of equatioﬁl?s@rf,k) is linked to the way species
20



are created or lost on the solid surfaces, whilesdeond term represents the loss of ions due to
the movement driven by the electric field. For the neutral species, the second term on the right

hand side of equation 25 is zero. The surface reaction rate is given by:

N
Vi 1 ’SRT
Rsurf,k = Cg Z vl',k (1 _ ;1/2) Z T[M: (26)

=1

whereN is the number of surface reactiong,, is the stoichiometric number of speckesn the

i*" surface reactiony; is the probability of the reaction to occur (sticking coefficieRt)s the
universal constanfy, is the gas temperature aM is the mean mass of the mixture. The reaction
rate (equation 26) is attributed to the random motion of species with Maxwellian velocity
distribution function times the probability of a collision happening (sticking coefficient). The term
1/(1 —y;/2) represents the Motz—Wise correction, which is aemor term for reactions with
high probability, when the velocity distribution of the species is non-Maxwellian. The field

generated by the charge accumulated on the dielectrics is calculated from the following equation:

whereD; andD, are the electric displacement field above and below the boundapy #the
surface charge density which can be obtained from the following ordinary differential equation on
the boundary:

dps
at

:ﬁ'je+ﬁ']i (28)

wherefi andfe are the ion and electron current densities on the wall respectively.

2.5 Gas dynamic model (GDM)

The gas dynamic model is used only in chapters 6 and 7 in order to describe the flow of the
helium jet into the ambient air. This model has not been used for the parallel plate DBD
simulations, because these experiments have been performed in controlled chambers and the
residence time of helium gas in the chamber was much higher than the interpulse period. For that

reason, the flow of the helium gas between the dielectrics can be ignored for these cases. The
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model considers only two species, helium and aie. Adglium-air mixing is obtained from solving

the steady-state multi-component mass transport equation, without considering the chemical
reaction term. This equation is appropriate when the species concentrations in the mixture are of
the same order of magnitude and none of the species acts as a solvent. On the other hand, the mass
average velocity of the mixture is obtained from solving the steady-state equations of the
conservation of total mass and momentum. As an approximation for the present analysis, the
heating of the gas is not considered (from the solution of the energy conservation equation), since

it has been observed that it does not affect significantly the structure of the flow [54].

The multi-component mass transport equation is given below:

V- (pD¥Va; + pw: DY (YM/M)) + p(u-V)w; =0, i=1,..,Q — 1 (29)

wherep is the mixture gas densitp,” the mixture average diffusivity of specigsv; the mass
fraction of specie$, M the molar mass of the mixture thee mass average velocity of the mixture

and Q is the number of species in the mixture. For a myirgystem, as in this case, the
multicomponent mass transport equation reduces to one equation. Equation (29) is solved only for

the helium species and the air mass fraction is calculated from the equation:

Wair =1 — wpye (30)

Due to the low gas speeds with a Mach number < 0.2 the gases can be considered
incompressible and the density of the mixture can be computed from the species composition and
gas temperature [54]. The mass average velocity field of the mixture is calculated from the

eqguations of the conservation of the total mass and momentum:

V-(pu) =0 (31)

p(u-Vu=V-pl+uVu+ V") -2/3u(V-w))+F (32)

wherep is the pressuré,the unit matrixu the dynamic viscosity of the mixture afids the body
force field. The dynamic viscosity is calculated from Wilke’s formula [55]. The body force field

is considered as the buoyancy force exerted in helium gas due to the mixing of the gases:
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F =90 —par) (33)
whereg is the gravity constant.

2.6 Boundary conditions of the gas dynamic model

The multi-component mass transport equation deals only with helium species. The flux of
helium speciegN;) from the solid surfaces is considered to be zero:

(34)
N; = pD}'Vao; + pw; D} (VM /M) + p(u - V)w;

wheren is the normal vector pointing towards the solid surface. The helium mass fraction is set to
1 at the entrance point of the tube nozzle, while the helium mass fraction is set to zero at boundaries
located away from the tube. Regarding equations 31 and 32 describing the mass average velocity

field, the following boundary condition is used for points away from the tube:
(=pl + u(Vu + (Vu)T) = 2/3 (V- w)D)7i = —pofi (35)

wherep, = 1 atm. This condition takes into account the normal stiag not the tangential one
(it assumes the boundary is so far that there is no tangential flow). At the entrance point of the tube
nozzle, the uniform axial velocity§) is calculated from the helium flow rate in the tu®a the

tube surface, the velocity is set to zero (no-slip condition) [56].

The equations presented in section 2.3 to 2.6 are solved on an Intel Xenon E5-2630 V2 2.6 kHz
(with 12 core) server using the chemical reaction engineering module (for GDM) and the plasma
module (for PFM) of the COMSOL multiphysics simulation packi®jg. The equations for the

GDM and the PFM are discretized by the Galerkin finite element method using linear element
shape functions, and the resulting system is solved using the direct solver PARDISO. For the time

integration (PFM) the backward Euler method is used.
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2.7 Simulation procedure

The main aim of this section is to provide a complete picture of the model, with the ultimate goal
of making the reading of the next chapters more understandable. With this in mind, we summarize
all the information’s of the model in the schematic diagram presented in Figure 6. As it can be
seen from the schematic diagram, in the first step, the kinetic scheme is defined. This includes all
the reactions between the species. The rate coefficients of these reactions are taken from the
literature mainly from experimental studies, while the rate coefficients of the electron impact
reactions are calculated from the solution of the Boltzmann equation with the two term
approximation using the program Bols[¢8]. The solution also gives the transport properties of
electron and electron energy. Next, the simulation domain is designed based on the experimental
configuration and discharge characteristics. It is noted that the experimental setup is described in
detail at each chapter and based on that the simulation domain is designed. Then, since the
simulation domain is defined, the boundary conditions are set. Subsequently, the input parameters
(i.e. reaction channels, species transport properties, applied voltage, gas temperature) of the heavy
species, electron and electron energy and the initial conditions (i.e. initial electron and heavy
species densities and initial electron energy density) are set. All the above information is presented
in detail at each chapter and specifically in the sections, experimental setup and input parameters
for the model. Then the simulation model is run as it is shown in the schematic diagram, by
coupling the continuity equations of the heavy species, electron and electron energy densities with

the Poisson equation for the electric field and their boundary conditions.

24



Plasma fluid model

[ Kinetic scheme (reaction channels) ]

J

Boltzmann equation solver (Bolsig +)
. Electron and electron energy transport properties
. Electron impact reaction rates

g

[ Design of the simulation domain ]

g

Input parameters

Kinetic scheme (reaction channels)
Species transport properties (diffusion and mobility)

Applied voltage
Gas Temperature
Set of the boundary conditions

g

Initial conditions

. Electron density
. Electron energy density
. Heavy species densities

[

Boundary conditions Species concentrations
* Electron (Eq. 22) +  Electron (Eq. 4) . Boundary condition
&= : Electric fields (Eq. 14 =
* Electron energy (Eq. 23) +  Electrons energy (Eq. 7) ectric fields (Eq. 14) *  Electric field (Eq. 27)
* Heavy species (Eq. 25) *  Heavy species (Eq.10)

Figure 6: Schematic diagram summarizing the simulation model procedure.
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Chapter 3

Simulation model of a helium-nitrogen mixture

3.1 Introduction

The main aim of this chapter is to present the model developed for the description of a helium
DBD in the presence of nitrogen species. The plasma species in the model are governed by the
plasma equations presented in chapter 2 (without considering the flow of the gas), with the
appropriate chemistry for the helium-nitrogen species and boundary conditions. As a first step, the
model was validated with experimental results, and was subsequently used to study the effect of
different level of nitrogen impurities on the evolution of the discharge.amount of impurities

studied ranges between 0.1 — 500 ppm. It is noted that, in the entire range of impurities, the DBD
exhibits a homogenous mode, also known as diffuse mode. The latter usually appears in two forms:
atmospheric pressure glow discharge (APGD) and atmospheric pressure Townsend discharge
(APTD) [58]. The APGD mainly consists of the cathode fall, Faraday dark space and positive
column [59,60]. The concentration of electrons and ions is almost the same and the maximum
value occurs near the cathode (1¥n3). This value is large enough to disturb the electric field.

On the other hand the Townsend discharge mode does not exhibit a clear discharge structure. In
such a discharge the concentration of ions (¢ @) is about 2-3 orders of magnitude higher

than the concentration of electrons. This charge is not enough to disturb the electric field.
Additionally, in the Townsend mode the discharge current is in the range of 0.1-10 fra&/cm
opposed to 10-100 mA/cnfor the glow mode. The physics behind such discharges is very
important in order to improve the practical applications of atmospheric pressure plasma devices.
As a result, understanding the effect of nitrogen impurities on the discharge characteristics is very

important for the utilization of atmospheric pressure plasma devices.
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3.2 Experimental setup and computational domain

In order to validate the numerical model, experimental data were compared with simulation results.
A DBD reactor was investigated, running under the following conditions: 30 mm diameter copper
electrodes deposited on 1 mm glass discs, separated by a 5 mm gap. Helium (6.0 spectral purity)
was continuously circulating inside the reactor, with 3 slpm flow rate. One electrode was powered
using high voltage pulses, at 2 kHz frequency, delivered by an amplification chain (Tabor
WW5064 function generator and Trek PD07016 amplifier) and the opposite electrode was

grounded.

An oscilloscope (Tektronix TDS5034B), voltage and current probes (Tektronix 6015A and
Pearson 6585 respectively) were used to continuously monitor the applied voltage and the
discharge current. The voltage probe signal is monitoring the high voltage pulses applied on the
power electrode, while the current monitor is placed on the ground line and gives information on
the electrical current through the gap. Experimental results obtained using these probes have been
presented in previous work [61-63]. The amplitude and rise time of the applied voltage pulses
considered here are 3 kV and 38respectively. The pressure and the gas temperature are 1 atm
and 350 K respectively. The gas temperature was estimated using the rotational distribution in the
emission spectrum of the first negative system of {B%X.",vs=0) - (X?X¢",vx=0)), by
Boltzmann plot method, under the assumption that the translational and rotational degrees of
freedom have equal temperatures [64,65] because of rotational relaxation under atmospheric
pressure conditions. Therefore, a constant gas temperature for all calculations seems to be a good
approximation since the rotational temperature variation is below 10% with the addition of
nitrogen impurities to helium [65] and for the range of impurity levels considered here. For

calculation simplicity a constant gas temperature was considered in our simulations.

The computational domain fits all geometrical details of the plasma reactor. In additon, the

operational parameters are presented in Table 1.

27



Applied Voltage

A
H

| mm

Dielectric. &, = 4.2

S mm

15 mm

7

G

Dielectric, &, = 4.2

Figure 7: Simulation domain.

Table 1: Operational parameters.

B

D

Gas pressure (atm)
Gas temperature (K)

Vp-p (kV)

Wave form
Frequency (kHz)
Rise time (1s)

Voltage Pulse widthus)

1
350
3

Square monopolar

2
33
250

3.3 Input parameters for the model

For an accurate description of the experimental discharge, 46 reactions and 10 species were used.

The kinetic scheme used is taken from [66]. However, it is considered necessary to include a few

but mandatory three body reactions, involved in Penning and charge transfer processes together

with associated two body reactions [67]. The importance of these reactions on the discharge

propagation is clearly shown in [68]. The species included in the model are electrorsdHe

He" ions, He ground-state atoms,klexcimers, He* and He** metastable atoms,"NN>" and

N4* ions, N ground state molecules and N atoms. The reaction rate coefficients are given in Table

Al (in Appendix A). The rate coefficients for the first ten reactions are functions of the mean

28



electron energy. The rate and the transport coeffisi (mobility and diffusion) of the electrons

and electron energy are calculated from the electron energy distribution function (EEDF) [48].

The EEDF describes the population of electrons at different energy states. In the existing literature
there are four main EEDFs. The first one is obtained by solving Boltzmann’s equation with the
two term approximation [48] and the remaining three are predefined functions (Maxwellian,
Druyvesteyn, Generalized). Figure 8 depicts the four main EEDFs versus electron energy for a
constant mean electron energy of 4 eV. In particular, for the EEDF that is obtained from
Boltzmann’s equation, three different ionization degrees are consifigdetf 10~* and 1077)

to establish its effect on the EEDF. The ionization degree is very important as it affects the shape
of the EEDF and it determines if the gas is highly or weakly ionized. A valu@ dfrepresents

a highly ionized gas, aridd 7 represents a weakly ionized gas. It is also worth noting that in order

to obtain the EEDF from Boltzmann’s equation, additional input parameters such as the electron
temperature, electron density and mole fraction are required. The other parameters for the
experimental setup are as follows: temperature = 350 K, electron deriditf s ~3 and mole
fraction of He* = 1077. The chosen EEDF is considered correct if the simulation and

experimental currents do not differ by more than 5%.

In our simulation, the EEDF obtained by solving Boltzmann’s equation with ionization degree
10~7 gave the best results in reproducing the experimental discharge current and hence this has
been used in the model to study the effect of nitrogen impurities. From Figure 8, it is noted that
the EEDFs taken from the solution of Boltzmann’s equation by using ionization degrees
107%2,10"*and 10”7 approach the EEDFs obtained by the Maxwellian, Generalized and

Druyvesteyn predefined functions respectively.

The diffusion coefficient for the species HenfleHe**, N and N is calculated from the kinetic
theory [51,52]. The diffusion coefficient of bleis taken from [69] and the mobilities of He

Hex', N, N2" and Ni* are taken from experimental values [70,71].

The surface reactions considered on the dielectric surface are given in Table 2. After collision with
the dielectrics the helium and nitrogen species are converted to the ground state species. The
secondary electron emission was not taken into account in this study as their effect is limited
[69,72]. Specifically, in the case of glow mode the discharge is sustained by the electrons trapped
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in the positive column region. In this region, tlecentration of electrons remains high (due to

the low electric field) [59] and these act as seeds for the next breakdown. Moreover, the plasma
chemistry considered in this model includes a number of reactions related to excited and
metastable helium. Consequently, the ionization procedure is enhanced by these metastable species
through Penning ionization. Furthermore, the effect of plasma chemistry and the transport and rate
coefficients have a great effect on the discharge development and characteristics. As the purpose
of this work is to study the effect of reaction channels on the evolution of the discharge, more
emphasis is given on the plasma chemistry and the transport and rate coefficients, and therefore
the effect of secondary electron emission was not considered. The boundary conditions are
presented in Table 3. The mesh consists of 1050 elements, of which 1000 are in the plasma region.
It is noted that the simulation results (the discharge current) have been compared with those
obtained with a finer mesh and a maximum difference of 0.5 % was obtairféduia Al, the

mesh independency analysis of the model is presented. As it can be seen, by increasing the mesh
density, the peak of the discharge current convergences to a specific value. In particular, above
1000 elements in the discharge region, the current peak remains almost constant. On the other
hand, increasing the number of elements in the plasma region, increases considerably the
simulation time. For that reason 1000 elements is considered to be a good choice as it provides

accurate results in a reasonable simulation time.

Table 2: Surface reactions.

consumed created

Hew* >  He
He** > He
He' > He
He* > 2He
Hex* > 2He

N 2> 05N

N* 2> 05N
No* > N>
Ng* > 2N2
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Table 3: Boundary conditions considered for the simulation model. The letters A-H correspond to the ones in Figure 6.

Boundary n, ng n; ny 0
AB 0 0 0 0 Applied
Voltage
BC, DE, FG, —
HA 0 0 0 0 dp/or =0
CH, DG Equation 22  Equation 23  Equation 25  Equation 25  Equation 27
EF 0 0 0 0 Ground
0.1 =~ Maxwellian
E —o— Druyvesteyn
L —— Generalized
- ~— Boltzmann with ionization degree = 1E-2
1E-6 - —<— Boltzmann with ionization degree = 1E-4
B RS % —+— Boltzmann with ionization degree = 1E-7
et | R
ml> : Py
® - -
o] L
L B \ S
[T} L \\ N
1E-21 | \
1E-26 -
1E'31_'I'i'I'I'I'I\"I'I'I'

100

o
-
o

Electron energy (eV)

Figure 8: Comparison of the different EEDFs as a function of electron energy, with temperature = 350 K, electron density

= 10" mr3 and mole fraction of Hen* = 107,

3.4 Results and discussion

Initially, the model was validated with experimental results in order to ensure that it captures

correctly the physics of the discharges and then the effect of the level of impurities was

investigated.

3.4.1 Model Validation

From Figure 9,
good agreement with the simulation results for 1 ppm nitrogen impurities. The discharge current

for the same simulation model, but using different EEDF for the calculation of the model input

it can be observed that the experimental results as described in section 3.2 are in
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parameters is presented in Figure 10. The threerdiif cases considered are obtained by solving
Boltzmann’s equation with the two-term approximation for three different ionization degrees: 10
2. 10%and 10'. It can be observed that the discharge current is lower and wider for higher values
of the ionization degree. This is attributed to the lower gap voltage needed to trigger breakdown

for higher values of the ionization degree.

In order to further ascertain the validity of the model, supplementary verification with
experimental and numerical results obtained from the literature was carried out. The experimental
configuration and results can be found in [66]. In this case, the same model as presented above
was used and the level of nitrogen impurities was set to 100 ppm. The experimental and simulation
applied voltage and current measured in [66] is presented in Figure 11a and the results taken from
our simulation are presented in Figure 11b, demonstrating good agreement. This provides
confidence about the ability of the model to capture the physics behind this kind of discharge and
as a result, it was subsequently used to study the effect of nitrogen impurities on the discharge

evolution.

Applied Voltage (kV)
Current (10 x mA)

1 —— Simulation Applied Voltage

Simulation Current

-14 O Experimental Applied Voltage 1
Experimental Current

T ! T , T ! T T T T

T ey F—ey
2.40 245 2.50 2.55 2,60 2.65 2,70 275 2.80 2.85

Time (ms)
Figure 9: Simulation and experimental current and applied voltage as a function of time. The amplitude, frequency and
rise time of the applied voltage are 3 kV, 2 kHz and 3js respectively.
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temperature = 350 K, electron density = 1§ m® and mole fraction of Hex* = 107.
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Figure 11: Comparison betweel the experimental and simulation applied voltage and current (a) as obtained [63] and
(b) obtained by our simulation model for 100 ppm M. The amplitude and frequency of the applied voltage are 3 kV and -
kHz respectively.

3.4.1 Effect of Nitrogen impurity levels

The level of nitrogen impurities under investigation was in the range 0.1 — 500 ppm. This range
was divided into five sub ranges by using three important criteria: the dominant charged species
at breakdown, the trend of breakdown voltage and discharge current (Table 4). With the term trend,
we mean how the discharge current or the breakdown voltage change (increase, decrease or remain

constant) as a function of the level of nitrogen impurities.
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In order to gain a better understanding of the @eee that occur in the discharge gap, initially a
detailed analysis will be presented. The following quantities are considered: applied voltage, gap
voltage, discharge current, electron temperature, total average charge concentration, total average
ion concentration, average electron concentration and average concentration of all charged species.
Additionally, it is helpful to present the most important average reaction rates for the production
and destruction of the most important charged species in the mixture as a function of time in order

to shed more light into the processes that affect the evolution of the discharge.

Table 4: Different cases considered in the simulations.
Level of Dominant

Case nitrogen ions Discharge Gap Voltage
. . . current
impurity (ppm) species
1 01-3 He" Reduced Reduced
2 3-35 He" Reduced Increased
3 35-100 N Increased Reduced
4 100 — 150 N Reduced Reduced
5 150 — 500 N Reduced Reduced
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Figure 12: Temporal variation of the simulated spatial averaged plasma properties for a HesNnixture (1 ppm of Np)
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The case of 1 ppm is studied below. As can be seenFigure 12a, the discharge current exhibits

the same behaviour during the first (rising part of the applied voltage) and second breakdown
(falling part) but with opposite sign. The discharge also exhibits the characteristics of a glow
discharge, evidenced by the very similar charge densities between electrons and positive ions on
the first and second breakdown (Figure 12b) and due to the high discharge current (Figure 12a).
As can be seen from Figure 12a breakdown occurs when the discharge current reaches its
maximum value. Next, the behaviour of the most important ion species in the mixture is analyzed
and useful information about the physics behind the evolution of the discharge and the way the

nitrogen impurities affect the discharge characteristics is obtained.

From Figure 12b it can be observed that the concentration of electrons is generally much lower
compared to the concentration of ions. The only instance where the concentration of electrons and
ions is similar is during breakdown. While the applied voltage increases, the concentration of
electrons increases as well (see first maximum of the electron concentration in Figure 12b). This
happens because the electrons gain energy and they can cause ionization and excitation. Later the
concentration of electrons reduces because of their movement towards the boundaries due to the
presence of the electric field. Similar behaviour is exhibited by the ions but to a much lesser extent.
The decrease in the concentration of electrons is much quicker than the ions since the electrons are
much lighter. The concentration of electrons, ions and total charge increases sharply by the further
increase of the applied voltage until breakdown. The term ‘total charge’ refers to the sum of the
average concentration of ions minus the average concentration of electrons. From Figure 12c, it is
observed that the sharp increase in the concentration of ions during breakdown is mainly caused
by He*, which subsequently reduces and stabilizes to approximatgly 10* atoms/m3 and

consists mainly of charged>N To explain this point further the most important average reaction
rates which are responsible for the production and destruction.dfalde function of time are
presented in Figure 13a and Figure 13b. Similarly, Figure 14a and Figure 14b present the most
important reaction rates for the production and destruction of chargedi¢ species Hé and

N2" are studied more closely since they are the most important charged species in the mixture at
breakdown and after breakdown respectively. From Figure 13a it is evident that the sharp increase
of He" at breakdown is caused by reaction 18 (He**+He=stHide) [73]. However, the average

rate of this reaction reduces sharply after breakdown. This can be explained by studying the

electron temperature that represents the energy of electrons. From Figure 12a, it can be seen that
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the electron temperature presents two peaks whichrdeefore and after the breakdown and
stabilizes at 1.5 eV. The significant increase of the electron temperature at the first peak is due to
the increase of the applied voltage. The second peak results from the electron concentration
decreasing faster than the ions because electrons are being lost on the boundaries. The remaining
ions cause the increase of the gap voltage and consequently the electron temperature. With this
high temperature before the breakdown, the electrons are able to cause ionization and excitation
of the helium and nitrogen ground state species. This increases the concentration of sp&cies He
He** and He and consequently the concentration of'Hlerough reaction 18 (Figure 13a). The
thresholds for ionization and excitation of the helium reactions are higher than those of nitrogen
as shown in Table Al, however due to the low level of impurities the dominant species at
breakdown are the helium species. Finally the electron temperature after the breakdown decreases
since the created charge carriers accumulate on the dielectrics (ions on the side of cathode and
electrons on the side of anode) inducing an opposite electric field to the one created as a result of
the applied voltage, thus canceling each other out and reducing the gap voltage and electron
temperature. The low electron temperature means that the electrons are not able to cause ionization
and excitation and as a consequence the concentration,tif te* and He reduces, causing a
decrease in the concentration obHé&rom Figure 13a it is observed that the main reaction which
contributes to the production of e after the breakdown is reaction 26
(Hex*+Hezx*=>He,"+2He+e) since the concentration of;Heemains high and constant between

two successive breakdown events [72,73]. However, at higher level of impurities this is not valid.
Finally, He® are mainly converted to 2N and N through the linked reactions 32
(He2™+No=>Ny"+2He), 45 (He'+Nx+He=>N"+3He) and 33 (HE+N>=>N*'+N+2He)
respectively (Figure 13b). As already mentioned, the total ion concentration remains constant at
about~ 2 x 10'* atoms/m?3 due to N*. The concentration of N increases during breakdown

mainly due to reactions 28 (HerN=>e+No"+He), 32, 44 (Hg*+N2+He=>2He+N"+e) and 45

and remains constant because of reaction 29*fNe=>e+N"+2He), following the breakdown

(Figure 14a). The rate for reactions 32, 28, 44 and 45 reduces after breakdown since the species
He" and He* reduce as explained above, while the rate for reaction 29 remains constant since
He>* has constant concentration between two successive breakdown events [72,73]. From Figure

14b it can be seen thatyNis mainly converted to N through the linked reaction 41

38



(N2"+He+No=>N4s"+He), but the major part of NNis converted back to 4 through reaction 43
(N4 +He=>N"+He+Np) (Figure 14a).

At this point, it should be emphasized that the positive charge that accumulates at the cathode
dielectric is mainly formed by Heésince this forms the bulk of the ionizing wave. Additionally,

the concentration of N is increased when the gap voltage is significantly decreased due to
shielding from the surface charge accumulation. This is an additional reason why the concentration

of No* remains constant after the breakdown.

If only pure helium (first 27 reactions in Table Al) was considered, the total ions would follow
the concentration of Hé (Figure 12c). With the introduction of nitrogen impurities (46 reactions

in Table A1) the concentration of ions remains at higher levels dug té&la result, H€ which

is responsible for the breakdown has to contribute less on the total charge concentration in order
to reach the appropriate value to trigger the breakdown. As shown above, the concentratibn of He
is highly dependent on the electron temperature. Since lower concentratiofi &f hkeeded, the
required electron temperature for breakdown is lower too. This means that breakdown can occur
at lower gap voltage. The above analysis highlights the reason for the decrease of the breakdown
voltage by the introduction of the nitrogen impurities.

The same process is repeated for the falling part of the applied voltage. During this time, the
surface charge accumulation is no longer shielded by the external electric field, thus the gap

voltage is increased in the opposite direction until the next breakdown.
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Figure 13: Simulation of the average reaction rates for (a) the production and (b) the destruction of kHeas a function
of time for 1 ppm nitrogen impurities.
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Figure 14: Simulation of the average reaction rates for (a) the production and (b) the destruction okNas a function of
time for 1 ppm nitrogen impurities.

The above detailed analysis highlights the processes occurring in the discharge gap, over a voltage
cycle for the case of 1 ppm. With this in mind it is easy to understand the analysis that follows,
which considers the influence of nitrogen impurities on: the dominant ions at breakdown, the
discharge current and the breakdown voltage. In the entire range of impurities, the discharge
current was symmetric (same magnitude during the rising and falling part of the applied voltage)
and the discharge exhibits the characteristics of a glow mode. For this reason, the above detailed
analysis (for the case of 1 ppm) will not be repeated for other levels of nitrogen impurities, as the

processes occurring in the discharge gap are similar. Next, the different cases are further analysed.
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0.1 to 3 ppmThe charge species KHas the dominant ion at breakdown in this range of nitrogen
impurities, as can be seen in Figure 15a. The concentration of this species is much higher at
breakdown compared to other charged species, confirming that it is the species responsible for the
breakdown. From Figure 15b and Figure 15c, it is observed that, as the impurity level increases,
the discharge current and breakdown voltage decrease. The reduction of these two important
guantities is attributed to the reduction of the concentration ef, léich is the responsible
species for the breakdown. In order to trigger the breakdown, the total charge has to reach a specific
value. As the impurity level increases, the concentration of total ions ends up at a higher value
before the next breakdown. As a result, smaller contribution is needed from the speGias He
order to reach the appropriate value and trigger the breakdown as explained earlier (see Figure
12c). The charged species'Ns responsible for the high concentration of total ions before the next
breakdown. Consequently, lower concentration of*He breakdown means lower electron
temperature and breakdown voltage. Additionally, the lower the concentration ;0faHe
breakdown, the smaller the ion current density that will reach the cathode dielectric after the

breakdown and as a result, the discharge current will be lower.

3 to 35 ppmin this range of nitrogen impurities, the charged species fidmains the dominant

ion at breakdown (see Figure 15a). However, the breakdown does not depend entirely on this
species, but also on"Nind N*. As the impurity level increases from 3 to 35 ppm, the discharge
current decreases whereas the breakdown voltage increases. The increase of the breakdown voltage
is attributed to the slower ionization rate of the total ions. The increasebefidfits reactions 32,

33 and 45 that convert kfg(during breakdown) to Nand N*. Due to this, the total charge needs

more time to reach the appropriate value and trigger the breakdown. This means that the applied
voltage will reach a higher value, and simultaneously the breakdown voltage will increase since
they are proportional. On the other hand, the discharge current continues to decrease as a function
of the level of nitrogen impurities due to the decrease of. H@e reduction rate of the discharge
current is lower at the end of this region, since the charged specasINN" start to contribute

to the breakdown (Figure 15a).

35 to 100 ppmfor the level of nitrogen impurities in the range of 35 — 100 ppm the charged
species W starts to become the dominant ion at breakdown (see Figure 15a). Important
contribution to the breakdown is also provided by the charged spetids the amount of the
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impurities increases (from 35 to 100 ppm) the disghacurrent increases slightly while the
breakdown voltage decreases (Figure 15b and Figure 15c). The increase benéfits the
production of N and N* through reactions 33 (for''Nand 28, 32, 44, 45 (forA. The species

which contribute to these reactions are He,"Hday*, and No. The concentration of He is constant
since this is the bulk gas. So for higher concentration.pfdWer concentration is needed from

the species Hé and He, in order for the charged speciesahd N* to reach appropriate values

to cause breakdown. Lower concentration of'Hend He* means lower electron temperature

and lower gap voltage. The above analysis highlights the reason of the reduction of the breakdown
voltage as a function of the level of nitrogen impurities. Despite the decrease of the breakdown
voltage, the concentration of"Nand N* increases and this causes the small increase of the

discharge current.

100 to 150 ppmThe charged speciessNcontinues to be the dominant ion at breakdown up to

150 ppm.As the impurity level increases, the breakdown voltage and the discharge current
decrease. In this range, the contribution @f & breakdown increases while the contribution of

N2" and N decreases. Due to the lower drift velocity af Nompared to the charged speciés N

and N, the flux of the ion current density towards the dielectric wall decreases. This explains the
decrease of the discharge current. The decrease of the breakdown voltage is attributed to the lower
contribution needed from the species;Hand He* during breakdown, due to the high

concentration of i

150 to 500 ppmThe dominant ion species at breakdown is the charge spégiasthis region,

as reaction 41 is affected more by the increase of the nitrogen impurities [74]. The species that
contribute to reaction 41 are He; &hd N*. The concentration of He remains constant since this

is the background gas whileoNdepends on the level of nitrogen impurities. For higher
concentration of B lower concentration of N is needed in order for4lto reach the desirable

value, which will cause breakdown. The concentration Hfddring breakdown depends on the
concentration of Hg* and He" (reactions 28, 32, 44 and 45). For lower concentratiorpQfthe
concentration of Hg and He" has to be lower. This happens at lower value of electron
temperature and consequently lower gap voltage. The above analysis highlights the reason for the
decrease of the breakdown voltage by the increase of the nitrogen impurities in this range. The
discharge current continues to decrease as a function of the level of the impurities, despite the fact
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that the concentration of4Nis increased. This is attributed to the lower drift velocity of. ¢

can also be seen that the higher the concentration, dh&lhigher the percentage of forming

the ionizing wave. Due to the low, drift velocity of\the flux of the ion current density towards

the dielectric wall decreases. This explains the decrease of the discharge current and the reason of

the wider current peak.

3.5 Conclusions

In this chapter, a plasma fluid model was used for the description of a helium barrier discharge in
the presence of nitrogen impurities. The model was validated with experimental results and then
was used to investigate the effect of nitrogen impurities on the evolution of the discharge. The
level of nitrogen impurities in the model ranged from 0.1 — 500 ppm. The entire range was divided
into five sub domains based on the following characteristics: (a) the dominant ion at breakdown,
(b) the trend of the discharge current and (c) the trend of the breakdown voltage. Each domain was
analysed separately, in order to understand how the level of nitrogen impurities affects the
dominant ion and the discharge characteristics (discharge current and breakdown voltage). It was
observed that the dominant ion at breakdown is significantly affected by the concentration of N
Specifically, at low level of impurities (0.1 to 35 ppm), the dominant ion at breakdown is the
charged species ke As the impurity levels increase in the range of 35 — 150 ppm, the helium
species Hg*, He" and He" are quickly converted tod\(during breakdown) which becomes the
dominant ion. For higher levels of impurities (between 150 — 500 ppm), the charged spéisies N

the dominant ion. Furthermore, it has been found that, as the impurity level increases the
breakdown voltage decreases. This was attributed to the lower contribution needed during
breakdown from the helium species that are strongly dependent on the electron temperature and
the gap voltage. However, an increase of the breakdown voltage in the range of 3 — 35 ppm was
observed, due to the decrease of the ionization rate of the total ions. Finally, the discharge current
is mostly reduced for the level of nitrogen impurities considered, with the exception of the range
35-100 ppm. At low levels of impurities, this was attributed to the decrease of the concentration
of the dominant ion (H€), while at higher levels it was attributed to the low drift velocity of the

charged speciesiN
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Chapter 4

Simulation model of a helium-nitrogen-oxygen
mixture

4.1 Introduction

The purpose of this chapter is to present the numerical model developed for the study of helium
DBD in the presence of dry air (79% hAind 21% @) impurities. The plasma species in the model

are governed by the equations and boundary conditions presented in chapter 2, with the appropriate
chemistry for the helium-nitrogen-oxygen species. Initially, the model is validated with
experimental results to ensure its correctness and then was used to numerically investigate the
influence of air traces in the evolution of the helium DBD. The level of dry air impurity was in the
range from 0 to 1500 ppm, which corresponds to the most commonly encountered range in
atmospheric pressure discharge experiments. In the literature, there are several studies
investigating numerically the effect of impurities in helium discharges, HEB2\/4—-80], He+Q

[81-83] and He+air [23,28,66,84,85]. However, there is no published work regarding the effect of
dry air impurities on the discharge evolution in a wide range of compositioasder to be able

to characterize and optimize applications that are based on helium DBDs, it is very important to

understand the effect of the air traces on the discharge evolution.

4.2 Experimental setup

The experimental setup that was used for the validation mainly consists of two parallel electrodes
covered by dielectric layers of the same thickness. On one of the electrodes, a high voltage is
applied, while the other is grounded. The gap between the dielectric layers is filled with helium
gas (purity of 99.999 vol %) at atmospheric pressure, after the discharge cell was pumped down
to 10 Pa. The experimental setup and operational parameters, reported in [21], are summarized in

Table 5. It is noted that the discharge exhibits the characteristics of the homogenous mode.
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Table 5: Operational parameters of experimental setup fronfi21].

Relative permittivity ) 9.4
Gap between dielectrics (mm) 5
Dielectric thickness (mm) 0.7
Electrode area (cfh 4
Gas pressure (atm) 1
Gas temperature (K) 300
Voltage.-p (kV) 2
Voltage waveform sinusoidal
Frequency (kHz) 10
Helium gas purity (%) 99.999

4.3 Input parameters for the model

For the description of the experiment presented in section 4.2, 27 species and 153 reaction channels
were considered. The species included in the model are electréremdiele” ions, He ground-

state atoms, H& excimers, Ha excitation to metastable atoms Hgpand He(%), No" and N*

ions, Nb ground state molecules and N atoMig(A), N,(B), N,(a) andN,(C) nitrogen excited
species, O, @and Q ground state atoms, molecules and polyatomic moledjés) vibrational

excited statev = 1 — 4), O, Oy, Oz, ;" and Q" ions, GS and GD excited atoms, faiAg)

and Q(b'zy") excited molecules. Based on the idea of [86], the spéLiés) represents the
excitation of Neat N, (A3ZF (v =0—4)), Ny(A3Sf (v=5-9)) andN,(A%Z} (v>9)), the
speciesN, (B) represents the excitation of &N, (B>I1,), N,(W3A,) and N, (B3%y), the species

N,(a) represents the excitation of, Bt N,(a'L;),N,(a'lly) and N,(W*A,) and the species

N, (C) represents the excitation of &N, (C*I1,), N, (E*Z}) and N, (a'£}). The NOx molecules

were not considered in the kinetic scheme because they increase the computational time without
affecting significantly the simulation results. The kinetic scheme (reaction channels) used is
mainly taken from [15,66,67,80,81,86,87].

The electron transport parameters and the rate coefficients of reactions 1-4, 28-41 and 63-74 (see
Table B1 in Appendix B), which are used as input parameters in the fluid model, are calculated by

averaging specific quantities and the electron impact cross sections over the electron energy
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distribution function (EEDF) [48,88]. This indicatéise importance of the chosen EEDF and
electron impact cross sections on the simulation results. The electron impact cross sections are

available on the open access LXCat website [89].

In the literature, there are two approaches to solve Boltzmann’s equation: either kinetic [48] or
statistical [90,91]. However, for the case of helium, both methods give similar results [92]. This is
not true for other gases. In this work, the two term-approximation (kinetic) as described by [48] is

used to solve Boltzmann’s equation.

Moreover, input parameters such as electron concentration, gas temperature, ionization degree,
mole fractions of some species and the electron impact cross sections are required to solve
Boltzmann’s equation. The gas temperature is set the same as the temperature of the experiment,
while the electron density is estimated from the experimental discharge current. Since the
discharge in the experiment exhibits the characteristics of the homogeneous mode, the gas is
assumed to be weakly ionized [58,93]. The mole fraction of species
He,,, 0,0,(v),0,(a) and 0,(b) is estimated from [81], based on the level of oxygepurities

that is used in the simulation model. For this study, the concentration of air was set at 80 ppm

because this value gave the best agreement with the experimental results.

From the above analysis, the input parameters for the Boltzmann solver are defined as follows: gas
temperaturd, = 300 K, electron density 10?° m™~3, ionization degree- 10~7, mole fraction of

He,, =2-107%, 0=10"7,0,(b) = 1078, 0,(a) =5-10"8, 0,(v) =6-10"° and mole

fraction of air= 0.8 x 107* (79% N and 21% @). The chosen electron impact cross sections will

be analysed in the following paragraph. It is also worth noting that the electron impact cross
sections affect both the calculation of the EEDF and the rate coefficients. The EEDF calculated at
80 ppm level of air was used for all air concentrations, since it does not change significantly in the

range of air concentrations considered in this study (see Figure 16).

Concerning the electron impact cross sections, these should be complete and consistent [92,94,95].
The term ‘complete’ means that the chosen database should be able to describe the main electron
momentum-loss, energy-loss and number-changing processes (ionization, attachment, and
recombination). On the other hand, ‘consistent’ refers to the ability of the database to predict

correctly the electron swarm parameters when this database is used as input to the Boltzmann
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solver [48]. More details about the different datssafor electron impact cross section and the
chosen criteria are described in the literature [92,94,95]. In this study, the Morgan database is used
for the description of the electron scattering cross section with the He gas, while folatic: ®

gases, the IST-Lisbon database was used [96,97]. These databases are complete and predict the
swarm parameters with good accuracy [92,98]. For the electron impact excita@laatahs to

0(*S) and the attachment of2@uAg), Ox(b'Zg") [96] and Q(v) [99], the Morgan and TRINITI
databases are used. All the parameters used for the calculation of the EEDF are summarized in
Table 6.

The diffusion coefficients for the species HemHHE, N2, N, (A), N, (B), N, (a), N, (C), O, G, Os,

O'S, 0D, Ox(auAg) and Q(b'zy") are calculated from the kinetic theory [51,52]. For the excited
species, the diffusion coefficient is considered the same as for their corresponding neutral species.
The diffusion coefficient of H¢ is taken from [100] and the mobilities of HeHe", N2*, Na*,

02*, Osf, O, Oy and Q are taken from experimental values [70,71,101].

The surface reactions, reaction probabilities, seec and mese considered on the dielectric surface
are given in Table 7. The surface reactions and reaction probabilities are taken from [18,81,102].
On the other hand, the electrons emitted from the dielectric surface are attributed to the intrinsic
electrons and the trapped electrons in the shallow traps of dielectric surfaces. The latter mechanism
has the most important contribution, since these electrons require less energy to be released [58].
However, the secondary electron emission coefficient is not trivial because the surface charges on
the dielectrics are not known and in most cases this is considered as an "adjustable parameter"
[103,104]. For that reason, the seec is varied until simulation and experimental results match. It is
important to note that the energy required to release electrons from the dielectric surfaces is taken
mainly from the ions and excited species that remain in the discharge gap from the previous
breakdown [58].

For the case of atmospheric pressure glow discharge (APGD), this energy is mainly provided by
the "memory" ions that remain in the positive column region [59] from the previous breakdown.
On the other hand, for atmospheric pressure, Townsend discharge (APTD), this energy is provided
by the "memory" excited species, which are created close to the anode from the previous
breakdown. More details on this point can be found in [58]. As in the experiment [21], the

discharge has the characteristics of the APGD and it was assumed that only "memory" ions are
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responsible for extracting electrons from the digies. In our simulation, the seec which gave the

best results in reproducing the experimental results is summarized in Table 7.

The mean initial energy of the released electrons depends on the ion energy (ionization energy). It
is noted that the helium ions have higher energy compared to the nitrogen and oxygen ions (see
Appendix B, Table B1). For the helium ions, a mean initial energy of 5 eV for the secondary
electrons was used which was the same as in [53], while for nitrogen and oxygen a mean initial

energy of 3 eV was used since these ions have lower intrinsic energy.

For all the species in the mixture, a uniform initial densit§®@f 1/m3 was set (except for the
He which is the background gas, and the densities @nd Q which are defined based on the
level of air content in the mixture). Different initial densities have also been used in the range of

1011 — 10 1/m3 yielding similar simulation results.
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Figure 16: Comparison of the different EEDFs as a function of electron energy, at a mean electron energy of 4 B
legend representghe air content in the mixture.

Table 6: Input parameters for the Boltzmann solver[48,105]

Gas temperature 300 K
Electron density 102°m=3
lonization degree 1077
Hem mole fraction 2-107°
O mole fraction 1-1077
O2(b) mole fraction 1-1078
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O2(a) mole fraction 5-10°8

O2(v) mole fraction 6-107°
N2 mole fraction 6.32 x 1075 (79% of 80 ppm of Air)
O2 mole fraction 1.68 X 1075 (21% of 80 ppm of Air)

Table 7: Surface reactions, reaction probabilitiesseec and mese.

: Reaction

No Surface Reactich probabilit}f‘) seec mese
1 Hey, + Surface —» He 1 0 0
2 Hej + Surface - 2He 1 0 0
3 He" + Surface — He 1 2-1072 5
4  Hej + Surface — 2He 1 2:-1072 5
5 N+ Surface —» 0.5N, 0.01 0 0
6 N,(A) + Surface - N, 0.5 0 0
7 N,(B) + Surface =» N, 0.5 0 0
8 N,(a) + Surface - N, 0.5 0 0
9 N,(C) + Surface - N, 0.5 0 0
10 N + Surface - N, 1 1-1073 3
11 Nj + Surface — 2N, 1 1-1073 3
12 O + Surface — 0.50, 0.02 0 0
13 0(*D) + Surface » O 1 0 0
14 0(1S) + Surface » O 1 0 0
15 0,(v) + Surface - 0, 0.2 0 0
16 0,(a) + Surface - 0, 0.0004 0 0
17 0,(b) + Surface - 0, 0.02 0 0
18 0; + Surface — 04 1 0 0
19 O~ + Surface — 0.50, 1 0 0
20 03 + Surface » 0, 1 0 0
21 03 + Surface = 04 1 0 0
22 0% + Surface — 0, 1 2-107> 3
23 0Of + Surface - 20, 1 2-100> 3

@ref [18,81,102]
4.4 Results and discussion

An important part of this study is the development of an appropriate model for the description of
helium discharges in the presence of dry air impurities. In order to ensure its correctness, the model
was validated with experimental results [21]. Then, the level of air impurities was varied and its
effect on plasma dynamics and chemistry was studied. Given that the breakdown has the
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characteristics of the homogeneous mode, the useoofe dimensional model to interpret the

experimental results is justified.

4.4.1 Model validation

The validation of the model is based on the electrical measurements from the experiment described
in [21]. The quantities, which were compared with the simulation results, are the discharge current,
the breakdown voltage, the memory voltage and the amplitude of the applied voltage when
breakdown occurs. Figure 17 shows the comparison between the experimental results reported in
[21], for atmospheric pressure DBD working in He (purity 99.999 vol %) after 99.99% of the air
from the discharge chamber was previously removed, and our simulation results for DBD in He
with 80 ppm air impurities. Here the air concentration was set at 80 ppm because this gave the best
reproduction of the experimental results. From Figure 17, a very good agreement is observed. In
particular, the simulation discharge current and breakdown voltage have an error of less than 2.5
and 10 % respectively compared to the experimental results. These errors are within acceptable
limits. Furthermore, breakdown occurred at about 0.7 kV, both for the simulation and experiment.
The simulation results presented correspond to theoftage cycle after steady-state has been
reached. Specifically, steady state is typically reached 2—-3 ac cycles after the first breakdown.
The above validation of the simulation results provides us confidence about the ability of the model
to capture the physics behind this kind of discharges and as a result, it was subsequently used to
study the effect of dry air traces on the discharge evolution.
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Figure 17: Comparison between (a) the experimentalesults reported in[21] for atmospheric pressure DBD working in
He (purity 99.999 vol%) and (b) our simulation results for DBD in He with 80 ppm air impurities. The black line
represents the discharge current, the dashed red line the applied voltage, the dotted black line the gap voltage and the
dashed dotted blue line the memory voltage.

4.4.2 Effect of dry air concentration in helium DBD

The dry air contents in the helium DBD were investigated in the range from 0 to 1500 ppm. For a
better interpretation of the results, this range was divided into four sub-ranges based on the
following criteria: the discharge ignition, the discharge mode and the symmetry of the discharge

current. With the term symmetric current, we mean that the current exhibits the same behaviour
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during both parts of the voltage cycle, but withiiedent sign. The four different cases are

presented in Table 8.

Before proceeding with the analysis of Table 8, it was considered necessary to describe in detail
the main processes that occur in the discharge gap over a voltage cycle. This will help us thereafter
in the interpretation of the results presented in Table 8. In order to simplify the analysis, the case
of 150 ppm air was chosen, as it exhibits symmetric characteristics.

Table 8: Different cases considered in the simulations.

Case . LeV(_aI of air Discharge ignition Discharge mode Discharge
impurity (ppm) current
1 0-55 No
2 55 -225 Yes Glow Symmetric
3 225 -1000 Yes Glow Non-symmetric
4 1000 - 1500 No

4.4.3 150 ppm level of air impurity

As can be seen from Table 8, for the 150 ppm concentration of dry air, the discharge exhibits the
characteristics of the glow mode and the discharge current is symmetric. The dominant positive
and negative species are'@nd electrons respectively, as will be demonstrated below. In glow-
like discharges, the concentration of dominant ions reaches its maximum value near the cathode
(~1017 1/m3), thus disturbing the electric field [58]. The spatmporal concentration of the

O.>" and electrons, and the absolute magnitude of the electric field are presented in Figure 18,
together with the applied voltage, gap voltage and discharge current. It is noted that the vertical
axis in Figure 18b-d represents the spatial position across the parallel plate barrier discharge. In
the simulation, the voltage is applied at the 6.4 mm point, while the point at 0 mm is grounded.
Consequently, for positive polarity of the applied voltage, the 6.4 mm point represents the anode

while the 0 mm point the cathode. The polarity of the applied voltage is illustrated on the graph.

From Figure 18a, it is observed that two individual breakdown events occur during the voltage
cycle, with a single current peak per half period. The first breakdown occurs during the falling part
of the applied voltage, while the second breakdown occurs during the rising part of the applied
voltage. These breakdown events are a result of the voltage increase in the gap. As displayed in

Figure 18a, the gap voltage follows a pattern similar to the applied voltage and reaches its
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maximum value at the time of breakdown. After theatxdown, the gap voltage is reduced and
approaches zero because of the surface charge accumulation on the dielectrics, which shields the
electric field of the applied voltage. For this reason, a single current peak is observed at each
breakdown event. The symmetric characteristics of the discharge are evident from the same
behaviour and absolute magnitude of the discharge current during both breakdown events. The
opposite sign of the discharge current arises from the inversion of the voltage polarity. On the other
hand, evidence of the glow-like discharge, is the maximum values attained by the electrons and
the Q" (dominant ions in the mixture) near the cathode during the breakdown events (see Figure
18b and Figure 18c). This high concentration of ions disturbs the electric field near the cathode

(Figure 18d), which is also a characteristic of the glow mode [58,106].
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Figure 18: Simulation results of (a) the applied voltage, gap voltage and discharge current, and (b-d) the spatially-

temporally resolved density distribution of electrons, @" and absolute magnitude of the electric field respectively (150
ppm), over a voltage cycle. The amplitude and frequency of the applied voltage are 1 kV and 10 kHz respectively.
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In order to further understand the physics behiediiecharge event, the evolution of positive and
negative ions in the mixture during a voltage cycle is further analysed. Initially the positive ions
are investigated. The average concentration of positive ions during a voltage cycle is captured in
Figure 19, together with the applied voltage, gap voltage, electron temperature and discharge
current. As shown in Figure 19, the concentration of ions is increased during the increase in the
electron temperature. After the breakdown events, the ion concentrations are mostly reduced
because of the reduction of the electron temperature. It is noted that the electron temperature
follows a pattern similar to the absolute value of the gap voltage [79].

Figure 19b clearly indicates that the most important positive ion in the mixtusé i§hs proves

that even a weak concentration of impurity has a great influence on plasma composition, despite
the much higher concentration of helium in the mixture. In comparisop‘tdh@ density of @

is lower and remains almost constant between the two consecutive breakdowns. On the other hand,
the nitrogen ions (N and N*) are not as important asQdespite the higher concentration of
nitrogen molecules in the air. Regarding the helium ions @ie He'), these have negligible

densities compared to the nitrogen and oxygen ions during the breakdown events.

In order to shed more light into the processes that affect the evolution of ions, the most important
processes of dominant positive iorp{{Oproduction and destruction in the mixture are presented

in Figure 20. The criterion used for choosing the production and destruction processes was to have
a maximum value higher tha®- 107> and 4 - 10~° [mol/m3s] respectively. Reactions with

lower maximum values compared to the mentioned ones appear not to affect the simulation results

and hence their choice as thresholds.
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Figure 19: Simulation results of (a) the applied voltage, gap voltage, discharge current and average electron temperature,
and (b) the average concentration of positive ion species for a He-air mixture (150 ppm) over a voltage cycle. The
amplitude and frequency of the applied voltage are 1 kV and 10 kHz respectively.

From Figure 20a, it can be seen that the Penning ionizatioR-(le>0,"+He+e, R107) of Q

by Hen is the most important reaction foe@production. The remaining important reactions for

O." production are more than one order of magnitude lower. These processes are the Penning
ionization of Q by He* (Hex*+0,=>0,"+2He+¢e, R108), the direct ionization of ground state O
molecules (e+@>2e+Q*, R74) and the charge transfer reactions ;(H8,=>2He+Q",

N2 +O=>N2+O." and N +0O,=>2N,+0O," R110, R134 and R135 respectively) associated with the
helium and nitrogen ions. This also explains the lower concentration of helium and nitrogen ions
(He2", N2" and N™) during the breakdown events (see Figure 19b), as they are converted to oxygen

ions.
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Our calculations show that the destruction of i® almost completely determined by the losses at

the boundaries (B1 and B2, see Figure 20b). B1 and B2 refer to the dielectric layers which cover
the ground contact and the contact of the applied voltage respectively. On the contrary, the loss of
O2" due to volume processes is more than one order of magnitude lower. From these processes,
the three-body charge transfer reactiop @->+He=>Q;"+He, R106) is the most important. Other

loss processes are determined by the recombinatiop’ afith electrons (¢0,'=>20, R75) and

with Oy (O2*+02+He=>2Q+He, R113).

{(a) ]——R74
0.1 4----R107
] - R108

Average production rate (mol/m°s)

Average destruction rate (mol/m’s)

100

Time (10”s)
Figure 20: Simulation of the average rates for (a) production and (b) destruction of Das a function of time for 150 ppm
dry air.
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Figure 21: Schematic diagram of the most important reaction pathways for ion production.

The most important reaction pathways for ion production are presented in Figure 21 to elucidate
the underlying mechanisms responsible for the above results. As illustrated in the schematic
diagram, the increase of ion densities is almost completely determined by the increasard He

He*. The concentration of the former species is increased during the increase of the electron
temperature (see Figure 19a). After the breakdown, the productionnoandeHé is reduced

because of the low electron temperature.

From Figure 21, it can be seen that the helium metastable atom)satdanainly de-excited by
producing He*, N>" and Q" through reactions 15, 55, 62 and 107. After that} isedecomposed
during the production of N and Q" through the Penning reactions 56 and 108 respectively. On
the other hand, the Faons are immediately converted to #4eand N* through the charge

conversion reaction 14 and the charge transfer reaction 57 respectively. This explains the reason
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of the low concentration of Haluring the breakdown. Moreover, the low concentration ef He
at breakdown events is attributed to its fast conversion'tam Q* through reactions 58, 61 and
110.

The above processes increase the concentration"adrd Q" in the mixture. As shown in the
schematic diagram, the>Nis mainly converted to N and Q" through the charge conversion
reaction 59 and the charge transfer reaction 134. Subsequently; ikedhverted to B and OF

through the linked reactions 133 and 135 respectively. It is also noted fthanél Q" are
produced from direct ionization of the ground state nitrogen and oxygen molecules (reactions 41
and 74). However, the former reactions are not the main sourcé ahtl Q" production, for the

range of air concentration considered in this study. Finally, tiésCcreated from the charge

transfer of @', reaction 106.

The above discussion highlights the processes behind ion production during the increase of the
gap voltage and clearly shows that finally the oxygen ions survive. Althoughoths finally
converted to @ in the range of air concentrations considered in this study, the rate of this
conversion is small and thus'@emains the dominant ion in the mixture. This was also observed

from the global model [81].

At this point, it is also worth analyzing the negative charge species in the mixture. The
concentration of the negative charge species over a voltage cycle is presented in Figure 22 together
with the applied voltage and discharge current. Figure 22b shows that the electrons are the
dominant negative species in the mixture. In contrast, the negative oxygen ions have negligible
concentration during the voltage cycle. These have densities more than two orders of magnitude
lower than the electron density. In order to further analyse the negative charge species, the most
important processes for the production and destruction of the dominant negative charge species in
the mixture (electrons) are presented in Figure 23. The criterion for the chosen production and
destruction processes was to have a maximum value highet th8n> and 4 - 10~° [mol/m3s]

respectively for the reasons explained earlier.
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Figure 22: Simulation result of (a) the applied voltage and discharge current, and (b) the average concentration of
negative charge species for a He-air mixture (150 ppm) over a voltage cycle. The amplitude and frequency of the applied
voltage are 1 kV and 10 kHz respectively

Figure 23a shows that the Penning ionization of nitrogen and oxygen molecules by helium

metastable atoms (R55, R62 and R107) constitute the most important reactions for electron

production during breakdown. Additional important reactions are the direct ionization of helium

atoms (erHe=>2e+He", R3), and the Penning ionization of nitrogen and oxygen molecules by

helium dimmers (R56 and R108). It is important to note that the production of electrons during the

afterglow stage is completely determined by the Penning ionizationr ahil Q by He*. A

smaller contribution towards electron production is provided by the direct ionization of ground
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state nitrogen and oxygen molecules, reaction 417dnckespectively. The above results are in

agreement with the schematic diagram presented in Figure 21.

As in the case of © (the dominant positive ions), the loss at the boundaries is the dominant
mechanism for the destruction of electrons (see Figure 23b). In comparison to surface processes,
electron destruction due to volume processes is not as important. Nonetheless, these reactions are
the recombination of electrons withNNs*, O;" and Q" (R43, R46, R75 and R95) and the two

and three-body electron attachment with oxygen molecules (R64 and R105). Up to this point, the
most important processes that occur in the discharge gap have been analysed. Furthermore, the
reaction pathways presented in the schematic diagram of Figure 21 hold for the range of air
concentration considered in this study. However, there is no insight regarding the effect of air on

the magnitude of the rate of these reactions.

In order to complete the picture of the analysis and proceed towards the analysis of Table 8, it is
necessary to provide an insight into the effect of the air content on the most important reactions of
ion production in the mixture (reactions of the schematic diagram of Figure 21). With this in mind,
the magnitude of the peak of these reaction rates is captured in Figure 24 as a function of the
concentration of air, together with the breakdown voltage. The results of the reactions are split into
three groups based on the following criteria: production of ions through the reaction pathways
associated with (a) helium ions, (b) helium metastable atoms and dimmers and (c) nitrogen and
oxygen species. This analysis is presented only in the symmetric case where the magnitude of the

reaction rates is the same during both breakdown events.
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Figure 23: Simulation of the average rates for (a) production and (b) destruction of electrons as a function of time for 150
ppm dry air.

4.4.4 Effect of air concentration on the most important reactions for ion production

From the schematic diagram (see Figure 21) it has been proved that ion production is mainly
governed by the increase in kand Hé in the mixture. For a constant concentration of air, the
discharge is ignited when the fland Hé reach appropriate values for the production of adequate
ions that are able to trigger breakdown. However, the increase in air concentration benefits the
reactions associated with the ground state nitrogen and oxygen molecules (see reactions of the
schematic diagram in Figure 21). As a result, a lower concentration.airidieHe is required for

ion production. The concentration of the former species is highly dependent on the electron
temperature and consequently on the gap voltage [79]. The lower the concentration of these

species, the lower the breakdown voltage.
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Figure 24: Simulated (a) breakdown voltage and (b-d) peak of the average reaction rates as a function of the concentration
of air. The amplitude and frequency of the applied voltage are 1 kV and 10 kHz respectively.
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The decrease in the breakdown voltage and the production rates ahHédé (R2 and R3) as

the concentration of air increases in the mixture are clearly depicted in Figure 24a-Figure 24c. In
the range between 55 and 70 ppm, however, an increase in the reaction rates is observed. This is
attributed to the increase in the production rate of electrons, due to the increase in air concentration
in the mixture. As a result, despite lower breakdown voltage and thus lower coefficient rate of
reactions 2 and 3, the higher concentration of electrons increases the rate of these reactions.
Beyond 80 ppm of air, the rate of electron production is reduced for the reasons that will be
explained below.

Initially, the production of ions through the reaction pathways associated with the helium
metastable atoms is analysed. The,Heainly produces H& N> and Q" through reaction
pathways R15, R55, R62 and R107 (see Figure 21). Furthermore, thelddemposes and
produces N" and Q" through the linked reactions 56 and 108 respectively. As shown in Figure
24a, the production of Nand Q' through reaction pathways linked toqJind He* (R55, R56,

R62, R107 and R108) mostly decreases, with the exception at low air concentration (up to 70-80
ppm). As expected, these reaction rates follow a pattern similar to the production rate lof He

the range from 80 to 225 ppm, the reactions R55, R62 and R107 experience a slower decrease
because of the higher amount of&hd Q in the mixture, and consequently the higher amount of

Hen lost through these reactions. Moreover, the production of electrons is mainly governed by the
reactions 55, 62 and 107 during the breakdown and the reactions 56 and 108 during the afterglow.
These reactions decrease as the air concentration increases in the mixture, thus reducing the

production rate of electrons.

The other important species responsible for the production of ions in the mixtufgseel€igure

21). The Hé is mainly converted into He and N* through reactions 14 and 57 respectively.
Subsequently, the Heis converted quickly into N and Q" through reactions 58, 61 and 110.
From Figure 24c, it can be observed that the production rates ah Q" through the reaction
pathways associated with the'Hnd He" (57, 58, 61 and 110) experience an increase up to 70
ppm and then they decrease for higher air concentration. This behaviour is similar to the production
rate of HE. Furthermore, the rate of reaction 57 decreases more slowly (between 70-225 ppm) due

to the increase inNn the mixture, and consequently the higher amount 6fd$¢in this reaction.
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The reaction pathways associated with helium spdtles, He", He* and He") increase the
concentration of Bf and Q" in the mixture. From Figure 24d, it can be seen that thésNnostly
converted into b (R59), while a smaller concentration of'Ns lost through the production of

0O." (R135). By increasing air concentration, the rate of the former reactions increases due to the
higher concentration of /0> in these reactions. Similar behaviour is demonstrated for the rate of
reactions 133 and 135 for the production ef Bnd Q* through N*. On the other hand, the
production rates of N and Q" through direct ionization show a peak at ~80 ppm, and then they
increase again for impurity levels higher than 125 ppm. The peak of these reaction rates is caused
by the increase in the electron concentration (for the reasons already mentioned). On the other
hand, the increase in the reaction rates for impurity levels higher than 125 ppm is caused by the

increase in BMand Q in the mixture (despite the lower breakdown voltage).

The production of @ is only determined by reaction 106. Consequently, the rate of this reaction,
as expected has a similar trend to the sum of the production rate’s(&7@, R107, R108, R110,

R134 and R135). As can be seen from Figure 24d, the rate of reaction 106 follows a pattern similar
to the rate of reaction 107 (most important reaction fgr @oduction) up to 125 ppm. For
impurity levels higher than 125 ppm, the production rate £feRperiences a small increase due

to the increase in the production rate ef (R134 and R135).

In summary, the production of positive ions through the reaction pathways associated with the
helium species is mostly reduced, while the production of positive ions through the nitrogen and
oxygen species mostly increases as air concentration increases in the mixture. On the other hand,
the production of electrons mostly decreases because these are governed by the reaction pathways
associated with helium species. Furthermore, the productionzdfadd He* (R15 and R14) is

more affected by the increase in the impurities, indicating that at higher air concentrations these

species will become unimportant.

Having in mind the above analysis and the most important processes that occur in the discharge
gap over a voltage cycle, it is easy to interpret the results of Table 8, which consider the influence

of air concentration on the discharge ignition and symmetry.
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4.4.5 Influence of air concentration on the discharge ignition and symmetry

0 to 55 ppmOur calculations show that in this range of air concentration, no breakdown occurs.
This is attributed to the low ion production during the increase/decrease in the applied voltage. In
order to ignite the breakdown in this range, the production rate of ions has to be increased. This

can be achieved by increasing the applied voltage.

55 to 225 ppm: Another way to increase the rate of ion production is by increasing the level of air
impurities in the mixture. As shown in the previous section, this benefits the reactions of ion
production associated witheldnd Q. As a result, at about 55 ppm of air, the ions reach appropriate
values to cause breakdown. The increase in air concentration between 55 and 225 ppm decreases
the breakdown voltage (see Figure 24a), and thus the discharge ignites in this range.

Furthermore, the discharge exhibits symmetric characteristics because of the adequate
concentration of electrons before each breakdown. From the previous section, it has been
demonstrated that the most important reactions for electron production are 3, 55, 56, 62, 107 and
108. The rate of these reactions is mostly reduced as air concentration increases (see Figure 24b-
Figure 24c) and for that reason, the concentration of electrons is reduced. Nonetheless, in this
range of impurities, the electron concentration after breakdown is not low enough to require a

higher gap voltage for the next breakdown.

225 to 1000 ppmBYy increasing further the air concentration, the breakdown voltage is reduced
and so are the production rates of electrons. This decreases the concentration of electrons and as a
result the next breakdown requires higher gap voltage to ignite. For that reason, the discharge does
not exhibit symmetric characteristics. To elucidate this phenomenon, the average concentration of
ions over a voltage cycle is presented in Figure 25, together with the applied voltage, gap voltage
and discharge current. For this analysis, the case of 500 ppm of air was chosen. The results of
Figure 25 are repeatable at each voltage cycle.
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Figure 25: Simulation results of (a) the applied voltage, gap voltage and discharge current, (b) the average concentration
of positive ion species, and (c) the average concentration of negative ion species for a He-air mixture (500 ppm) over a
voltage cycle. The amplitude and frequency of the applied voltage are 1 kV and 10 kHz respectively.
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From Figure 25a, it is obvious that the dischargesdwt exhibit symmetric characteristics, as the
magnitude of the discharge current is different during the falling and rising parts of the applied
voltage. Additionally, the dominant positive and negative species during the breakdown events are
02" and electrons respectively (see Figure 25b and Figure 25c). In order to explain the reason for

the discharge asymmetry, the concentration of electrons over a voltage cycle is further analysed.

As illustrated in Figure 25c, the concentration of electrons is different before the first (during the
falling part of the applied voltage) and the second breakdown (during the rising part of the applied
voltage). In particular, the concentration of electrons is much lower before the second breakdown.
This is attributed to the lower breakdown voltage of the first discharge (0.97 kV) compared to the
second breakdown (1.17 kV), which results in lower electron production. As demonstrated in the
previous section, the increase in air concentration in the mixture decreases the breakdown voltage
and thus the first breakdown occurs at a lower gap voltage. The lower the breakdown voltage, the
lower the production rates of Hand Hé and thus of electrons (R3, R55, R56, R107 and R108).
Consequently, the concentration of electrons before the second breakdown is lower. Furthermore,
the concentration of electrons after the first breakdown is further reduced during the change of
voltage polarity in the gap (loss of electrons at the boundaries). For the aforementioned reasons,
the concentration of electrons before the second breakdown is reduced significantly as can be seen
in Figure 25c. As a result, a higher gap voltage is required for the second breakdown to occur.
After the second discharge, the concentration of electrons is not reduced significantly because of
the higher breakdown voltage (see Figure 25c). This explains the asymmetry observed in the

discharge current in Figure 25a.

In summary, the increase of air concentration in the mixture decreases the breakdown voltage and
consequently the production rates of electrons. As a result, the concentration of electrons decreases
after the breakdown and thus, a higher gap voltage is required to cause the next breakdown. In this
range of air concentration, the applied voltage of 1 kV is able to ignite the discharge even during
the second breakdown event and so the discharge takes place during the falling and rising part of
the applied voltage. Similar discharge asymmetries, during the increase in ¢batént in He

DBD were also observed experimentally in [107].

1000 to 1500 ppmin this range of air impurities the discharge ignition stops after a few voltage

cycles. This is caused by the significant reduction of electrons after the breakdown and because
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the gap voltage does not reach a high enough vaiighws able to ignite the discharge. In order

to examine this phenomenon, the average concentration of electrons is captured over some voltage
cycles, together with the applied voltage, gap voltage, discharge current and surface charge density
(see Figure 26). The results in Figure 26 are obtained after the completion of thelthyd

cycle, and thereafter show the instance where the ignition of the discharge stops. For this analysis,
the case of 1100 ppm for air concentration is chosen. Moreover, the symbols B1 and B2 in the
graph refer to the surface (contacted with the plasma) of dielectric layers which cover the ground
contact and the contact of the applied voltage respectively.

As illustrated in Figure 26a, the ignition of the discharge stops after the third breakdown event.
This is due to the combined effect of low electron concentration after the third breakdown event
(see Figure 26b) and because the gap voltage during the fourth event does not reach a high enough
value which is able to ignite the discharge. In particular, during breakdown the charges accumulate
on the dielectric layers creating an electric field in the opposite direction to that of the applied
voltage. However, for an ac voltage source, these surface charges enhance the gap voltage during
the change of the voltage polarity. In this case, the surface charge density created during the third
breakdown event is lower in comparison to the previous discharges (see Figure 26c¢). As a result,
the surface charge density (from the third breakdown event) contributes less to the gap voltage
during the rising part of the applied voltage (during the fourth event). Due to that, a lower gap
voltage is reached, which is not able to ignite the discharge with this low initial electron density.
Moreover, as it can be seen from Figure 26b, the concentration of electrons after the first
breakdown event reaches slightly lower values compared to the third one. However, the discharge
is ignited in this case because the gap voltage reaches higher values due to the higher surface
charge density.

Finally, in order to cause breakdown in this range, the applied voltage has to be increased. The
need for the increase in the burning voltage due to the increase in the impurities content in the
mixture was also observed experimentally [107].
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Figure 26: Simulation results of (a) the applied voltage, gap voltage and discharge current, (b) the average concentration
of electrons, and (c) the surface charge density for a He-air mixture (1100 ppm) over a voltage cycle. The amplitude and
frequency of the applied voltage are 1 kV and 10 kHz respectively.
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4.5 Conclusions

In this chapter, a plasma fluid model was used for the physical description of a helium
barrier discharge with dry air impurities. This model takes into account 27 species and 153 reaction
channels. The model was validated with experimental results in order to ensure its correctness.
Subsequently, the concentration of dry air considered as impurities, was varied in the range from
0 to 1500 ppm in the numerical model, in order to investigate its effect on the discharge evolution,
discharge ignition and discharge symmetry. The results that dry air significantly affects the helium-
air plasma chemistry and consequently the discharge evolution. In particular, four different regions
were observed based on the discharge ignition and discharge symmetry. It was observed that at
low air concentration (0-55 ppm), the discharge was not ignited due to the low amount of ions
created during the increase/decrease of the applied voltage. As air concentration increases in the
mixture, the production of ions through the reaction pathways associated with the ground state
nitrogen and oxygen molecules benefit. For that reason, the breakdown voltage is reduced and thus
the discharge is ignited in the range from 55 to 225 ppm. Furthermore, in this range, the discharge
exhibits symmetric characteristics, due to the adequate concentration of electrons before each
breakdown. By increasing the air concentration further, in the range from 225 to 1000 ppm, the
discharge characteristics become asymmetric. This was caused by the decrease in the breakdown
voltage and thus the production rate of electrons. As a result, after the breakdown, the electron
concentration is reduced significantly and a higher gap voltage is required to ignite the next
discharge. Furthermore, between 225 and 1000 ppm, the applied voltage of 1 kV is able to trigger
the breakdown, which requires higher gap voltage. For air concentration higher than 1000 ppm,
the ignition of the discharge stops. This is due to the combined effect of the low concentration of
electrons after the breakdown and because the gap voltage does not reach a high enough value

which is able to ignite the discharge.
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Chapter 5

Simulation model of a helium-nitrogen-oxygen-water
mixture

5.1 Introduction

The purpose of this chapter is to present the numerical model developed for the description
of a helium DBD in the presence of air admixtures (nitrogen, oxygen and water species). The
plasma species in the model are governed by the equations and boundary conditions presented in
chapter 2. The model considers 56 species and 496 reaction channels and it is verified with
experimental results in order to ensure its correctness. Subsequently, the level of dry ais (79% N
and 21% Q) is kept constant at 500 ppm (a plausible value for atmospheric pressure discharges
without any vacuum equipment) and the effect of water admixtures (20 to 2000 ppm) on the

discharge evolution is investigated.

Helium dielectric barrier discharges (DBD) at atmospheric pressure have shown very
promising results in biomedical applications, such as wound healing [4], treatment of cancer [9],
bacterial inactivation etc. [5]. In such discharges the presence of water impurities is unavoidable
and has been shown to highly affect the plasma chemistry and dynamic evolution [77,108-120].
In practice, water impurities are due to the operation of the plasma in the ambient humid air and
also due to the plasma interaction with biotic surfaces in wet and moist environments. As the
discharge evolution is mainly determined by the ions, understanding the effect of the water

admixtures on the ion composition is a prerequisite for effective utilization of these devices.

5.2 Experimental setup

In order to ensure the correctness of the numerical model, experimental data are compared
with simulation results. The experimental setup is shown in Figure 27. It consists of two parallel
plate copper electrodes (10.4 cm x 5.0 cm) deposited on a dielectric layer of fussed quartz vitreosil
077 (UQG Optics LTDg=8) with thickness of 1.2 mm each. The distance between the dielectrics
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is kept constant at 5.0 mm. A high-voltage ampli{ierek, Inc., model PD07016) driven by an
arbitrary waveform generator (Tektronix, model AFG3022C) is used to operate the discharge. This
feeds the upper electrode, through a current limiting resistor (5 kOhms), with a sinusoidal voltage
of 2.5 kV amplitude peak to peak and frequency of 10 kHz. The other electrode is grounded. The
electrode-dielectrics assembly, forming the discharge gap, is placed in the center of a stainless
steel chamber, connected to the vacuum system and the helium flow meter output [121]. Before
conducting the experiments, the stainless steel chamber (see Figure 28) is heated and pumped
down to 1@ torr. The flow of helium (4.6 spectral purity, Linde) is controlled using mass flow
controller (MKS 1179A coupled) and is kept constant at 2.2 I/min (0.7 s residence time inside the
gap). The pressure is kept slightly higher than ambient, at 780 torr to reduce the possibility of air

intake into the chamber due to leakage.

The applied voltage, measured close to the HV electrode using a high-voltage probe
(Tektronix P6015A), and the current measured on the ground line by a current monitor (Pearson
6585), are displayed and stored using a digital oscilloscope (Tektronix TDS 5034B, 350 MHz
Bandwidth and 5 GS/s Sample Rate). The average of 50 consecutive acquisitions is considered
here. The gas temperature is estimated using the rotational distribution in the emission spectrum
of the first negative system obN((B%Xu*,vs=0) — (X2X¢",vx=0)), by the Boltzmann plot method,
under the assumption that the rotational temperature reflects that of the gas molecules inside the
plasma [64,65]. Using this method, the gas temperature is estimated to be around 300 K. The
experimental setup is shown in Figure 27 and operational parameters are summarized in Table 9.
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Figure 28: Stainless steel cylindrical chamber where the parallel plate BDB was inserted for operation.

Table 9: Operational parameters of the experimental setup.

Relative permittivity ) 8

Gap between dielectrics (mm) 5.0
Dielectric thickness (mm) 1.2
Electrode area (cth 52
Gas pressure (torr) 780
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Gas temperature (K) 300

Voltage-p (kV) 2.5
Voltage waveform sinusoidal
Frequency (kHz) 10
Helium gas purity (%) 99.996
Total gas flow rate (I/min) 2.2

5.3 Input parameters for the model

The plasma chemistry of the model considers 56 species and 496 reaction channels. The
species considered in the model and the reaction channels are presented in Table 10 and Table C1
(in Appendix C) respectively. The rate coefficients of the reactions 1-3, 25-38, 63-78, 159-169 and
the transport properties of the electrons and electron energy are calculated from the solution of
Boltzmann’s equation in the two term approximation [48]. This procedure is described in detail in
the previous chapter. The mobilities of the speciels He", N2*, Ns*, O;F, Osf, O, Oy, Os,

H20", H3O", HsO2", H703", HeO4", H110s", H1306", H1507%, H1708", H1900", H', OH', H3O2', HsO3"

, HY, Hy*, OH', H4O>*, HoO3", HeH' are taken from [115,122]. The diffusion coefficients for the
species He, £) O3, H20, Hy, HO,, H, H:O2 and BO, are calculated from the kinetic theory [51,52]
and the diffusion coefficient for the HeHe*, N, N2, N2(v), N2(A), N2(B), N2(a), Ne(C), O, OFS),
O(*D), Oz(V), Oz(a), &x(b), OH and OH(A) are taken from the literature [69,115].

The air impurities considered in the model (for comparison purposes with the experiment of
section 5.2) are presented in Table 11, unless otherwise stated. These are due to the air remaining
in the discharge chamber after its heating and pumping dowrPtddi®, and air impurities from
the helium bottle. The low level of relative humidity (10%) considered in the air remaining in the
discharge chamber, is due to the heating of the discharge chamber. The level@and HO
impurities from the helium bottle were lower than the maximum values given by the producer
because a brand-new full helium bottle was used and the heayi® &hd HO species have a
lower probability of being exported from the bottle compared to He. In summary, the heating and
pumping of the chamber, the continuous flow and the higher pressure of helium than atmosphere
in the chamber ensures a high helium purity in the discharge chamber. The numerical model
confirmed this, as a low level of air impurities (as seen in Table 11) was required for matching

with the experimental results.
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The surface reactions, reaction probabilities, séapnelectron emission coefficient (seec)
and mean energy of secondary electrons (mese) considered on the dielectric surfaces are given in
Table 12. The surface reactions and reaction probabilities are taken from [18,20,81,102,115]. The
SEEC is set to 0.015 because it gives the best agreement with the experimental results. It is noted
that such coefficients in simulation models are adjusted [104,123] to match the experimental

results.

For all the species in the mixture, a uniform initial density@f m3was set (except for
the He which is the background gas, and the densities, @.Mind HO which are defined based
on the level of air content in the mixture (see Table 11). It is noted that different initial densities

have also been used in the ranga®f — 10** m3yielding similar simulation results.

The equations of the plasma fluid model are solved using the plasma module of the
COMSOL multiphysics simulation package [57] on an Intel Xenon E5-2667 V4 3.2 kHz (with 16
core) server. These equations are discretized by the Galerkin finite element method using linear
element shape functions. The resulting system is solved using the direct solver PARDISO [124].
For the time integration, the backward Euler method is used. The model considers 554 elements
and 26556 degrees of freedom, with the smaller mesh sizeoh16cated in the region of the
plasma and the larger mesh size ofii®located in the dielectrics. Each simulation reggiimbout

two (2) days to be performed.

Table 10: Species included in the model chemistry.

Species
Electrons e
. lons He, He*
Helium Neutrals He, Hg He*
. lons N*, Ng*
Nitrogen Neutrals N, N, Na(v), Na(A), No(B), Nx(a), N(C)
Oxygen lons Q' O O, O, O
Neutrals O, @ Oz, O(S), OD), Ox(Vv), Ox(a), &(b)
H.O*, H,Os*, H:O", HsO5*, HsO2", H7Os*, HoO4",
Water lons H110:5+, H1306", H1s07", H170s", H190g", H3O2',
HsOs
Neutrals HO
Others lons H, Hy*, OH", HeH', H, OH, H,O,

Neutrals H, H, OH, OH(A), HQ, H.O;

He,, represents Hef3) and He(2);Hejrepresentsie,(a32); N,(v) represents the
vibrational excited states df,(v =1 —10); N,(A) representN, (AL} (v=0-4)),
N, (A3z} (v=5-9)) andN, (AL} (v > 9)); N,(B) representdN,(B3Il,), N,(W3A,)
andN,(B32;); Ny (a) representdN,(a’Sy), N, (a'lly) and N, (WA,); N,(C) represents
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N, (C3M,),N,(E32}) and Ny (a'Z); 0,(a) representsO,(a'dg); O,(b) represents
0,(b'EF); 0,(v) represents the vibrational excited state@ i = 1 — 4).

Table 11: Air impurities considered for the comparison of the simulation model with the experiment
results of section 5.2.

: Discharge Chamber  Helium Bottle Total
Species
(ppmy (ppmy (ppm)
N2 15.8 (79% of air) 10 25.8
O 4.2 (21% of air) 1 5.2
0 .
H,0 0.05 (10% relative 15 155

humidity)

@ Air impurities (20 ppm) remaining in the chamber after heating and pumping down to 10
Torr.

® Air impurities in the helium bottle. The suppliers quote maximum impurity levels in the
99.996% grade helium as being 20 ppm, @5 ppm and kLD 5 ppm.

Table 12: Surface reactions, reaction probabilities, seec and mese.

No Surface Reactich Reaction probability seec mese
1 He,, + Surface — He 1 1.5e-2 5
2 He3 + Surface — 2He 1 1.5e-2 5
3 He* + Surface — He 1 1.5e-2 5
4 He? + Surface - 2He 1 1.5e-2 5
5 N + Surface — 0.5N, 0.01 0 0
6 N, (A) + Surface - N, 0.5 1.5e-2 1
7 N,(B) + Surface - N, 0.5 1.5e-2 1
8 N,(a) + Surface —» N, 0.5 1.5e-2 1
9 N,(C) + Surface —» N, 0.5 1.5e-2 1
10 N3 + Surface - N, 1 1.5e-2 3
11 Nj + Surface — 2N, 1 1.5e-2 3
12 0 + Surface = 0.50, 0.02 0 0
13 0(*D) + Surface » O 1 0 0
14 0(*S) + Surface —» O 1 0 0
15 0, (v) + Surface - 0, 0.2 0 0
16 0,(a) + Surface — 0, 0.0004 0 0
17 0,(b) + Surface - 0, 0.02 0 0
18 03 + Surface = 04 1 0 0
19 0~ + Surface — 0.50, 1 0 0
20 O3 + Surface = 0, 1 0 0
21 03 + Surface — 04 1 0 0
22 0% + Surface - 0, 1 1.5e-2 3
23 0f + Surface — 20, 1 1.5e-2 3
24 H + Surface — 0.5H, 0.03 0 0
25  H* + Surface » H 1 1.5e-2 3
26 H™ + Surface - H 1 0 0
27  H} + Surface - H, 1 1.5e-2 3
28 OH(a) + Surface - OH 1 0 0
29 OH + Surface — 0.5H,0, 0.03 0 0
30  OH* + Surface » OH 1 1.5e-2 3
31 OH™ + Surface - OH 1 0 0
32  HeH* + Surface » He + H 1 1.5e-2 3
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2 ref [18,20,81,102,115]

5.4 Results and discussion

5.4.1 Comparison of the simulation model with the experimental results

In order to ensure the validity of the numerical model, the simulation results are compared
with experimental measurements. The comparison is based on the electrical characteristics as taken
from the experiment and the numerical model. Figure 29 presents the discharge current and the
applied voltage as measured from the experimental configuration presented in section 5.2 and the
simulation model with level of air impurities (31 ppm) as determined in Table 11. The
experimental results were obtained for DBD working in continuous He flow at 780 Torr. From
Figure 29, it can be observed that the measured voltage collapses during the rise of the discharge
current. Similar collapse is also observed in other experimental studies [125]. For the simulation,
the applied voltage presented in the figure is the input sinusoidal voltage on the upper electrode.

As it can be observed, there is good agreement between the experimental discharge current
and simulation results, with an error on the peak value less than 10%. Furthermore, in both cases
the discharge current occurs at the same time during the rising and falling part of the applied
voltage. The above analysis gives us confidence on the ability of the model to capture the physics

behind this kind of discharges and can be used to study the effect of water admixtures on the

evolution of He/air discharges.
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Figure 29: Comparison between simulation and experimental discharge characteristics (current and voltage).

In order to investigate the discharge development, the spatio-temporal evolution of the total
ionization rate in logarithmic scale is presented in Figure 30. In the simulation, the voltage is
applied at the 7.4 mm point, while the point at 0 mm is grounded. The polarity of the applied
voltage is illustrated in the graph. As it can be seen, during the rising part of the applied voltage,
the ionization wave begins from the anode and propagates towards the cathode, which is
characteristic of a glow discharge. The maximum of the ionization rate occurs at the peak of the
discharge current and close to the cathode. After the breakdown, charges accumulate on the
dielectric surface, creating an electric field in the opposite direction to that of the applied voltage.
The reduced voltage in the gap causes the ionization rate to reduce as well after breakdown. During
the falling part of the applied voltage, the voltage polarity in the gap changes (as can be seen from
Figure 30), and the ionization wave propagates in the opposite direction. The maximum of the
ionization rate occurs at the peak of the discharge current and close to the cathode, indicating that

the discharge exhibits glow characteristics.
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Figure 30: Simulation results of (a) the applied vahge and discharge current, and (b) the spatio-temporal evolution of the
total ionization rate in logarithmic scale over a voltage cycle.

5.4.2 Effect of water admixtures on the discharge characteristics of a He/dry air (500 ppm)
DBD
In this section, the level of water admixtures is varied in the range of 20-2000 ppm and its

effect on the discharge characteristics of a helium/dry air discharge is investigated. The level of
dry air in the helium DBD is considered to be 500 ppm (79%rd 21% @), as this is a plausible

value for atmospheric pressure discharges without any vacuum equipment [17]. In the range of
water admixtures considered in this study, the discharge exhibits symmetric characteristics. Figure
31 presents the discharge characteristics (applied voltage, gap voltage and discharge current) for

two different levels of water admixtures (50 and 500 ppm). As can be seen, in both cases the
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discharge characteristics are symmetric, with omeentipulse per half voltage cycle, at the same

absolute amplitude and shape. After the breakdown, the gap voltage reduces significantly due to
the charge accumulation on the dielectric surfaces shielding the electric field of the applied voltage
[126]. As the applied voltage increases and just prior to its maximum, there is a second peak of the

gap voltage. However, that gap voltage is not sufficient to ignite a second discharge.

Comparing the discharge characteristics for these two cases of water admixtures (50 and 500
ppm), two differences can be observed regarding the discharge current and the gap voltage. The
amplitude of the discharge current is higher for the case of 500 ppm water admixture, however, its
current pulse width is narrower. On the other hand, the breakdown voltage is lower for the case of

500 ppm, while, its secondary gap voltage peak is higher. Similar observations have be made in
literature [75].
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Figure 31: Simulation results of the discharge characteristics (applied voltage, gap voltage and discharge current) for (a)
50 ppm and (b) 500 ppm of water admixtures in a He/dry air (500 ppm) DBD.

In order to further investigate the effect of water admixtures on the discharge characterisitcs,
the breakdown voltage, the amplitude of the discharge current and the second peak of the gap
voltage at different levels of water admixtures are presented in Figure 32. As it can be seen, the
breakdown voltage reduces as the level of water increases in the mixture (up to ~ 600 ppm). This
is due to the enhancement of water-related reactions (such as the Penning ionization reaction,
charge transfer reaction, etc.). From the schematic diagram of Figure 35 it can be seen that the ion
production is initiated by the increase of;tnd Hé (this is consistent with our previous chapter
4). Although the energy threshold for the production of, Eied Hé is higher in comparison to
the direct ionization of By O, and HO, direct ionization is not important for low levels of
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impurities, as can be seen in Figure 37. For lowlkewf impurities, the ionization of these species

is mainly due to Penning ionization with &leThe discharge is ignited when the,Hand Hé

reach the necessary values for the production of adequate ions which are able to trigger breakdown.
By increasing the concentration of water in the mixture, the reactions associated with water, (i.e.
reactions ..., 221, 222, 223, ... 286, 287, 288, ...) also benefit, and as a result a lower concentration
of Hem and Hé is required for ion production. Since the concentration of &e HE depends

on the gap voltage, the reduction in,Hend Hé will result in a lower breakdown voltage. As the

water impurities increase (higher than 600 ppm) the attachment of electrons becomes important,

and the breakdown voltage starts increasing.

From Figure 32 it can be observed that the amplitude of the discharge current has a sharp
increase for up to 600 ppm of water and at higher levels it starts approaching a constant value. The
sharp increase of the discharge current peak is caused by the bengfit@idted reactions that
increases the ionization rate and consequently the amplitude of the discharge current. However,
above 600 ppm of water, the attachment of electrons becomes important. The two effects balance
each other out resulting in a somewhat constant current above 600 ppm.

The second peak of the gap voltage shows a similar behaviour to the discharge current
amplitude (see Figure 32). Specifically, it shows a sharp increase for up to 600 ppm water in the
mixture, while for higher levels it approaches a constant value. This behaviour can be explained
by the surface charge accumulation on the dielectrics during the breakdown. In particular, as the
level of water increases in the mixture (up to 600 ppm), the amplitude of the discharge current
increases but its pulse width becomes narrower (see Figure 31). Due to the narrower width, the
total charge accumulation on the dielectrics and the shielding of the applied voltage decreases (see
Figure 33, presenting the surface charge density on the dielectrics at different levels of water
admixtures over a voltage cycle). For that reason, the gap voltage increases significantly. However,
above 600 ppm of water, the discharge current pulse amplitude, width and charge accumulation
generally remain constant. This results in somewhat constant shielding and therefore, constant

second peak of the gap voltage.
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Figure 32: Simulation results of the breakdown voltage, second peak of the gap voltage and amplitude of the discharge
current at different levels of water in a He/dry air (500 ppm) DBD.The amplitude and frequency of the sinusoidal applied
voltage are 2.5 kV peak to peak and 10 kHz respectively.
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Figure 33: Simulation results of the surface chargdensity on the dielectrics at different levels of water admixtures (50,

500 and 1000 ppm) over a voltage cycle. The symbols B1 and B2 in the graph refer to the surface (contacted with the
plasma) of dielectric layers which cover the ground contact and the contact of the applied voltage respectively.

5.4.3 Effect of water admixtures on the ion composition of a He/dry air (500 ppm) DBD

In Figure 34, the average concentrations of the positive ions during the breakdown are
presented, for different levels of water admixtures (20 - 2000 ppm). As can be observed, the
dominant positive ion from 20 to 100 ppm of water gOH while from 100 - 2000 ppm it is
H110s". It is noted that at 2000 ppm of water, the concentrations @sHand H3z0s" coincide.
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At this level, the concentrations of1#Ds" and HsOs" have a negative and positive slope

respectively, indicating that:kDs" will become the dominant ion in the mixture after 2000 ppm.

To analyze the evolution of positive ions concentrations, the most important reaction pathways
for ion production are presented in the schematic diagram of Figure 35. The analysis of the
simulation results shows that Penning ionization processes (associated wjitaréiéhe most

important reactions for ion production.

At low levels of water in the mixture (up to 50 ppm) Hpecies are mainly lost in the Penning
ionization reactions 52, 59 and 115 (see Figure 37 that presents the most important reactions for
electron production) for the production of nitrogen and oxygen positive ions. However, the
nitrogen and oxygen ions are quickly converted 10Hand HOs" and for that reason are not the
dominant ions, even at these low levels of water in the mixture. As the level of water further
increases in the mixture, the amount ofH®Est in Penning ionization reactions with@species
increases (reactions 283, 285, 286, 287, 288 and 289, see Figure 37), and particularly through
reaction 286. For the above reasong)Hs the dominant ion in the range of 20 - 100 ppm. The
concentration of BHD* (OH", H" and HeH, the other ions produced through Penning ionization
reactions of Hg with water species), presents a maximum and then decreases as the level of water
admixtures increases. This occurs due to the hydration of these species or their conversion to higher
order cluster ions. In particular, above ~ 90 ppm of water in the mixturea@iHH are quickly
converted to RHO™. Similarly, HO"and HeH, after 60 and 300 ppm respectively are converted to
HsO". However, the concentration of®&" does not become the dominant one at any level of water
in the mixture, because it is immediately converteds0,H Similar behavior is also observed for
HsO." and HOs*. In particular, the bD2* is immediately converted to7Bs" which it then
immediately converted tod@s". As the level of water increases in the mixture (100-2000 ppm),
the most dominant ion becomes:8s" due to the fast hydration of the lightest water clusters.

Similar results were also observed in the global model [18,114].
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Figure 34: Average concentrations of the positive ions during the breakdown, for different levels of water admixtures in
the helium/dry air (500 ppm) discharge. The amplitude and frequency of the sinusoidal applied voltage are 2.5 kV peak to
peak and 10 kHz respectively.

3 2
He*
‘s\?
14
L | 5558 -
He, HeH
194
223
H;0*
225
3 224 5
H,0, H;0,
226
+
H703
228 227
237 236 233 232 229
H.s05" H.;05" H.50;" Hy306" H;,05* H,0,"
199 [ | TN o | TEMT [0 VYE 5, | THIVE [y Mevia

Figure 35: Schematic diagram of the most important reaction pathways for positive ion production.
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The effect of water admixtures on the concentration of the negative charge species is presented in
Figure 36. As it can be seen, electrons are the most important negative species in the mixture for
the range of water admixtures considered in this study. The concentration of negative ions is at
least one order of magnitude lower. Furthermore, it can be observed that the concentration of the
negative ions kD3, H20O2, OH, H3O2 and H exhibit an upward trend as the level of water
increases in the mixture, that shows an increase of the electronegative character of the plasma. On
the other hand, the oxygen negative ionsgi@ Q’) show a downward trend as the level of water
increases in the mixture, similar to the results presented in [17], while the concentration of O

remains generally constant for the different levels of water in the mixture.
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Figure 36: Average concentrations of the electrons and the negative ions during the breakdown, for different levels of
water admixtures in the helium/dry air (500 ppm) discharge. The amplitude and frequency of the sinusoidal applied
voltage are 2.5 kV peak to peak and 10 kHz respectively.

As electrons are the most abundant in the mixture, it is important to investigate the reaction
pathways behind their production and destruction. The average reaction rates for electron
production during the breakdown are presented in Figure 37. As it can be seen, at low levels of
water in the mixture (up to 50 ppm), the most important reactions for electron production are the
Penning ionization of Hewith N> and Q (reactions 52, 59 and 115), similar to prior work [126].
However, as the level of water increases in the mixture (>50 ppm), the loss a@f Renning
ionization reactions with #D species increases and hence reaction 286*(roduction)

becomes the dominant reaction for electron production. The other Penning ionization reactions of
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Hem with H20 (for the production of OH H" and HeH, reactions 287, 288 and 289) have a similar
trend to reaction 286 but to a lesser extent. The increase of loss spelges with water species
(through Penning reactions) reduces the amount lost with the rest ground state species in the
mixture (such as He,Nand Q). For that reason, the Penning ionization reactions 52, 59 and 115
(associated with Nand Q species) decrease as the level of water increases in the mixture. Similar
behavior occurs for reactions 53 and 117, aé ldemainly produced through Hepecies and He
species.

Regarding the direct ionization processes, it can be seen that the direct ionization of He, N
and Q (reactions 3, 38 and 78 respectively) present an almost constant value for the different
levels of water in the mixture. Furthermore, these reactions are less important in comparison to the
Penning ionization reactions (associated with, ldpecies). On the other hand, as expected, the
direct ionization of HO (reaction 167) increases as the level of water increases. Finally, it is noted
that only the detachment collisional reaction 188 approaches the contribution of reaction 286 (most
important Penning ionization reaction of electron production) at high levels of water in the mixture

(> 1500 ppm). Similar trend is also present for the detachment collisional reaction 189 but to a
lesser extent.
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Figure 37: Simulation results of the average reaction rates of electron production during the breakdown, for different
levels of water admixtures in the helium/dry air (500 ppm) discharge. The amplitude and frequency of the sinusoidal
applied voltage are 2.5 kV peak to peak and 10 kHz respectively.
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The average reaction rates for electron destruction during the breakdown are presented in Figure
38. The most important reaction for electron destruction up to 70 ppm of water admixtures, is the
dissociative recombination of electrons witsQ4" positive ions (reaction 182), while from 70 and

up to 1500 the dissociative recombination witlh®$" (reaction 183). As the level of water
increases more than 1500 ppm, it can be observed that the dissociative attachment of electrons
with H,O molecules (reaction 160, for the production of bécomes the dominant reaction for
electron destruction. It is noted thatibl quickly converted to OHthrough reaction 211) which

is then converted to4@- (through reaction 240) and which is finally converted §@4(through

the reaction 242). For that reason for high levels of water in the mixts@g, id the next most

important negative species in the mixture after electrons (see Figure 36).
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Figure 38: Simulation results of the average reaction rates of electron destruction during the breakdown, for different
levels of water admixtures in the helium/dry air (500 ppm) discharge. The amplitude and frequency of the sinusoidal
applied voltage are 2.5 kV peak to peak and 10 kHz respectively.
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5.5 Conclusions

In this study a one-dimensional plasma fluid model is used to investigate the effect of water
admixtures on the evolution of a helium/dry air (500 ppm, 79%md 21% Q) DBD. The level
of water in the mixture is varied in the range of 20-2000 ppm. The simulation results show that
water admixtures highly affect the discharge characteristics and the dominant ions in the mixture.
In particular, the increase of water in the mixture benefits Hifdlated reactions. This causes
the discharge current peak to increase, and the discharge to ignite at lower voltages (up to 600 ppm
of water). However, the further increase of water (above 600 ppm) enhances the attachment of
electrons with water molecules which causes the discharge to ignite at higher voltages. Despite the
higher breakdown voltage, the discharge current peak remains almost constant, due to the high
attachment of electrons with water molecules. Furthermore, the increase of water in the mixture
causes the discharge current pulse width to become narrower. This reduces the total charge
accumulation on the dielectrics and consequently the shielding of the applied voltage.

The simulation results show that the dominant ion for water admixtures in the range of 20 to
100 ppm is HO™. By further increasing the water in the mixture, the water ion clusters are quickly
converted to heavier water ion clusters. For that reason, from 100 ppm of water and up to 2000
ppm, the H10s" is the most abundant ion in the mixture. The processes behind ion production and
interaction are summarized in a schematic diagram. This diagram provides a simple yet complete
picture for ion evolution and the dependence on the level of admixtures in the He discharge.
Finally, from 20 to 2000 ppm of water admixtures, the most important negative charge species are
found to be electrons. It is also observed that as the level of water increases in the mixture the

electronegative character of the plasma increases.
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Chapter 6

Capillary He and He/O; plasma jet: simulations and
experimental validation

6.1 Introduction

The aim of this chapter is to use the validated model developed in the previous chapters to
simulate a helium plasma device. In particular, the validated model developed in chapter 4 which
considers helium, nitrogen and oxygen species, is used here to simulate a helium atmospheric
pressure plasma jet (APPJ) device. These devices have gained a lot of attention in recent years due
to the very promising results in applications ranging from plasma medicine [127-129], to
decontamination [130,131], material surface modification [1,132], etc. The versatility of APPJ
arises from its ability to produce almost simultaneously a wide range of reactive species, ions, high
electric fields and UV photons, targeting a specific object. Furthermore, oxygen admixtures are
shown to be very important for biomedical applications of helium plasma jets as these increase its
effectiveness against cancer treatment [44,12]. In order to increase the understanding behind the
operation of APPJ and to overcome some of the practical experimental limitations, numerical
modelling has been increasingly used to simulate APPJ devices. However, it is very important to

ensure that the simulation model capture correctly the experimental results.

The purpose of this chapter is the simulation of a capillary He and: lg&€ma jet device
and the comparison of the simulation results with the experimental measurements. The plasma jet
interacts with a dielectric surface placed normal to the jet axis to bring this model closer to
applications. The model is compared with experimental results based on the measured spatial
distribution of the 706.5 nm helium spectral line intensity with the reaction rate for the transition
He(3$S) — He(2pP). The comparison is realized both, for axial and radial measurements. This

procedure provides a more complete picture for the plasma bullet shape.
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6.2 Experimental setup

The experimental setup is presented in Figure 39 and Figure 40 (real picture). It mainly
consists of a soda lime glass tube of 20 cm length with a high voltage electrode tape wrapped
around it. The inner and outer diameter of the tube is 0.9 and 1.35 mm respectively. The tape
electrode is located approximately 1.5 mm from the tube exit. The plasma jet interacts with a
dielectric slab (made of fused quartz vitreosil 077) placed 2 mm from the tube exit. The working
length (where significant interaction is expected) from this type of plasma jet device is less than 1
cm (beyond that the plasma is very weak) [42,133—-140]. The dielectric was placed at 2 mm because
this still allows for measurements to be made with sufficient resolution and simulations to be
completed at a reasonable computational time. The flow of helium (4.6 spectral purity, Linde) and
oxygen (4.5 spectral purity, Linde) is independently controlled using mass flow controllers (MKS
1179A coupled with MKS type 247 four channel readout). The total gas flow rate is 1 sim. For the
experimental study, He and He+(Q@000 ppm) are considered. An intensified charge coupled
device (ICCD) camera consisting of a high resolution (1344 x 1024 pixels) CCD camera
(Hamamatsu, model C8484-05G) and an image intensifier unit (Hamamatsu, model C9546-03) is
used to capture the dynamic evolution of the plasma bullet. Using an appropriate bandpass filter
with central wavelength of 714 + 2 nm and 20 nm full width half-maximum bandwidth, the spatio-
temporal distribution of the radiation intensity for helium spectral lines at 706.5 nm and 728.1 nm

in the discharge gap is studied.

Square positive voltage pulses with amplitude of 4.0 kV, duratiqrs bse/fall time 7.3is

and frequency of 10 kHz are used to excite the discharge. A 2-channel function generator
(Tektronix AFG 3022C) is used to supply a voltage pulse to the HV amplifier (Trek PD07016)
and the gate command for the camera intensifier (Figure 39). Moreover, the TTL output of the
same function generator is used to trigger the 4-channels oscilloscope (Tektronix TDS5034B). The
HV pulses and total current are monitored close to the HV electrode, using a Tektronix P6015A
voltage probe and a Pearson 6585 current probe. The ICCD response monitor signal is also
recorded using the oscilloscope. The camera gate width was 20 ns, while the integration time was

set to 1 s, which corresponds to light collection frorhififlividual current pulses during the rise
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time of HV pulse. After storage, the plasma buleages were artificially colored (ImageJ v1.51)

in order to better observe the low intensity regions.

The emission spectra are recorded using a high-resolution spectrometer (Horiba Jobin Yvon,
model Triax 550) equipped with a CCD camera (Horiba Jobin—Yvon, model Symphony) as
detector.
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Figure 39: Experimental arrangement.
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Figure 40: Experimental configuration of the helium plasma jet interacting with a dielectric surface placed normal to the
jet axis.

6.3 Model

For the simulation of the helium plasma jet a two-dimensional axi-symmetric model is used.
The simulation procedure is divided into two parts. In the first part the mixing of the helium jet
and the ambient air, where the air is treated as a single species, is evaluated through the gas
dynamic model presented in chapter 2. Due to the much slower speed of the fluid (~ 50 m/s)
compared to that of the plasma bullet (£ afs), the gas dynamic model is solved in steady state.
The calculated profiles of the air mole fraction and the mass average velocity are then fed into the
second part of the simulation dealing with the time dependent plasma evolution (see chapter 2). It
is noted that the gas dynamic model is solved only one time (before the plasma fluid model) and
the air mole fraction is fed to the plasma fluid model as initial condition for 1H&3¥o of air)
and Q (21% of air) species. Furthermore, for the initial concentrations afnfd Q an extra 40
ppm of air is added in the helium channel (79% and 21% of 40 ppm respectively), due to the air
impurities in the helium bottle (99.996% purity). This procedure is followed by many published
studies [27,30,39,41] and it assumes that for the time scales of interest these species can be
considered to be in local equilibrium. The simulation domain, material properties and dimensions

are presented in Figure 41. The gas dynamic model is solved in the region ADML, while the
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plasma fluid model in the region HENO. At the floate of interest of /min, the Reynold’s
number,Re ~ 190 and therefore the flow is laminar. For laminar flow the necessary length for the
velocity profile to be fully developed in the tube is given(5 - Diameter - R, = 8.6 mm

[141]. Therefore, the additional length of 10 mm in the simulation domain for the gas dynamic
model is sufficient for the helium gas velocity profile to be fully developed. In order to save
simulation time and to focus on the plasma interaction with the dielectric surface, the plasma fluid

model is solved in a smaller domain.
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Figure 41: Axi-symmetric simulation domain for the gas and the plasma fluid model.

6.4 Input parameters for the model

For the simulation of the plasma fluid model, 108 reaction channels (see Table D1 in
Appendix D) and 16 species are considered. The species are electrons, He ground state-atoms, He
metastable species H&fS) and HeRs'S), HeBs3S) and HeRp3P), Hel', He" and He* positive
helium ions, N ground state molecules,Nand N* positive nitrogen ions, £Oground state
molecules, @ and Q" positive oxygen ions, DO, negative oxygen ions. The helium species
He(3s3S) and HeRp3P) are introduced in the model in order to allowradi comparison between
the simulation and experimental results. In particular, the reaction rate for the transition of
He(3s3S) - He(2p3P) as calculated from the simulation model will be pamed with the emitted

light of the 706.5 nm line measured from the experiment. The excitation reactions for the
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production of N at the vibrational statgs = 1 — 4) and at the states df, (AL} (v =0 — 4)),
No(A’Lh (v=5-9)), N(ASf (v>9)), Ny(B%My), N(W3A,), N,(B3%;), N,(alzy),
Ny(a'lly), Ny (WA,), N,(C31,), N, (E32F), N, (a'x)) are considered in the chemistry of the
model in order to calculate the electron energy lost through these reactions. However, in order to

save simulation time these species are not tracked separately in the model (they are all treated as

N2), similar to [39]. In the same way, the excitation efaDthe vibrational stat€s = 1 — 4) and
at the states 00, (a’Az) and0,(b'x}) are taken into account for the electron energy bossn

the simulation model they are all treated as O

In Appendix D (Table D1), the rate coefficient of reactions 1-3, 24-38 and 52-60 are
calculated from the solution of Boltzmann’s equation with the two term approximation [48]. The
procedure followed for these calculations is described in detail in our previous chapter. The above
calculations also provide the transport parameters of the electrons and electron energy. The
transport and rate coefficients are calculated only once and stored in tables as a function of the
mean electron energy and air mole fraction. For these calculations, the air mole fraction was varied
in the range of 1®to 1 (10 steps for every decade, i.€3,2- 107> ... 107%,2-107%,...1). The
interpolation between the different values of air mole fraction was linear. These coefficients are
then retrieved from the tables during the operation of the plasma fluid model. The transport
parameters for all the heavy species and their reaction with solid surfaces are the same as defined
in [126]. As the surface charge accumulation on the dielectrics is not known, the secondary
electron emission coefficient (seec) is considered as an adjustable parameter. For the positive ions
in the mixture, the seec is set to 0.1 since that value gives good agreement between the
experimental and numerical results. Furthermore, this value lies in the acceptable range as
estimated experimentally [142]. The energy of the secondary electrons is setto 5 eV for the helium
ions, and 3 eV for the nitrogen and oxygen ions. No secondary electrons are considered from other
species in the mixture. The boundary conditions for the plasma fluid model and gas dynamic model
are presented in detailed in Table 13 and Table 14 respectively. Photoionization is not considered
in this study, but instead a uniform background density of electrons and positive/negative ions is
used, similar to other published works [30,39-41]. The density of the different species in the
mixture is as follows: electrons are set t6*16°, heavy species (HeHe™, He', N2*, Ni*, O,

04, O, and Q) are set to one order of magnitude lower than electrons i¥. d
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(electroneutrality through the concentration of ehence satisfied), Hies set to a value that
satisfies electroneutrality in the mixture; &ihd Q are determined from the gas dynamic model
(79% and 21% of air respectively) and He the background gas is calculated from equation 11. For
the initial concentrations of Nand Q an extra 40 ppm of air is added in the helium channel (79%
and 21% of 40 ppm respectively), due to the air impurities in the helium bottle (99.996% purity).

Table 13: Boundary conditions considered for the plasma fluid model. The letters A—O correspond to the
ones found in Figure 41.

Boundary e Ng n;® D
Gl, 13, JK, LM Equation 22 Equation 23 Equation 25 Equation 27
KF Equation 22 Equation 23 Equation 25 Applied
voltage
HG, FE Al =0 -l =0 —A-j; =0 D=0
GF -A-D=0
EM 7T, =0 —i-I.=0 —7n-j;=0 Ground
MN, NO Ground

¥ Represents the heavy species in the mixture, such as the neutrals, excited and ion species

Table 14: Boundary conditions considered for the gauid model. The letters A—O correspond to the ones
found in Figure 41.

Boundary Wye u
AB 1 —Ugh
BG, GI, 1J, JK, KF, .
FC, LM Equation 34 0
CD, DE, EM 0 Equation 35

6.5 Results and discussion

Although the plasma jet appears to be continuous, in reality it consists of plasma bullets
travelling at supersonic speeds [143—-146]. In order to study the spatio-temporal evolution of the
plasma bullet during the plasma discharge, the ICCD camera is used to take pictures of the
discharge region at different moments. A filter is also used to select specific lines from the entire
spectrum (shown in Figure 42). From the emission spectra of He plasma jet (Figure 42a), the
dominant helium line is:706.5 nm (3s3S - 2p3P). The other helium lines, 587.6 nm
(3d3D - 2p3P), 667.8 nm(3d'D - 2p'P) and 728.1 nm(3s'S - 2p!P), have much lower
emission intensity. In addition to the helium lines; first negative system FN®2z{ - X21}),

N2 second positive system SBE*II, — B*Il,), OH band(A?z* — X?IT) and atomic oxygen

triplet line (3°P — 3°S,777 nm) are observed due to the mixing of the helium jetthe ambient
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air. The emission intensity of2Nfirst negative system at 391.4 nm is the most dominant in the

emission spectra of the He plasma jet.

When 1000 ppm oxygen is added to the helium jet, the emission intensity dird\l
negative system at 391.4 nm reduces, whereas the oxygen triplet line (777 nm) becomes the
dominant contributor to the emitted light (see Figure 42b). Furthermore, the 706.5 nm line also
slightly increases. In summary, for both plasma jets, He and HEX@O ppm), the most
important lines/bands are 706.5, 391.4 and 777 nm.

The most probable reaction pathways for the production o8438), NI (B%z}) and
0(3°P) which corresponds to the responsible species bethi@dnost important lines/bands
(706.5, 391.4 and 777 nm respectively) are summarized in Table 15. It is therefore obvious that
choosing the helium line at 706.5 nm is a good choice for comparison with the numerical results
because there is a single reaction, L1, for the production 85E8( A bandpass filter with central
wavelength of 714+2 nm and 20 nm full width half-maximum bandwidth is used to obtain spatially
and temporally resolved intensity distributions of discharge for helium spectral lines at 706.5 nm
and 728.1 nm. In the numerical model only the transition corresponding to He line at 706.5 nm
(see Table D1 in the Appendix D) is considered because the transmission factor of the bandpass
filter for 706.5 nm is 1.9 times higher than for 728.1 nm. Moreover, the emission intensity of the
He line at 706.5 nm is about 5-7 times higher than the emission intensity of the He line at 728.1
nm (as it can be observed in Figure 42). Therefore, the dynamics of the reaction rate for the
transition of He8s3S) —» He(2p3P) in the numerical simulation will provide a good regentation
of the distribution of the discharge radiation intensity for the helium spectral line at 706.5 nm and

will therefore be used for the comparison of the numerical model with the experimental results.
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Figure 42: Optical emission spectra for (a) pure helium plasma jet and (b) He+J1000 ppm) plasma jet.
Table 15: Probable reactions for the production of Hegs3S ), N3 (B2X;) and 0(35P).
Radiative
Species Reaction Probable reaction[147,148] Transiton[149] lifetime
(ns)[149,150]
He(3s3S) L1 e” + He - e~ + He(3s3S) 3s3S - 2p3P + hv (706.5 nm) 64.6
L2 He(2s3S) + N, - He + NF (B25}) + e~
L3 He,(23%) + N, » 2He + NI (B2Z}) + e~
NI (B2x) L4 He* + N, — He + N} (B23}) B2z} — X22f + hv (391.4 nm) 65.8
L5 He? + N, - 2He + N3 (B2%})
L6 e~ + N, » 2e” + NI (B2z})
L7 He(2s3S) + 0, - He + 0(3°P) + O
0(35P) L8 e +03 - 0(3°P)+0 35P - 35S + hv (777 nm) 27.1

L9 e"+0,>e” +0(3°P)+0

6.5.1 Comparison of the simulation model with the experiment for a He and He+0O2 (1000
ppm) plasma jet
The helium — air mixing for the pure helium plasma jet, is presented in Figure 43. Inside the
tube the gas is almost pure helium, with a very small amount (40 ppm) of air admixtures, due to
the bottle impurities and outside the tube and far away from the dielectric the gas is pure air. Most
of the mixing occurs between the tube and the dielectric surface with the level of air increasing in
the r direction (away from the axis of symmetry) and away from the dielectric (there is almost no

air on the dielectric surface, z = 2mm).
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Figure 43: Helium—air mixing for the pure helium plasma jet.

The comparison of the simulation with the experimental results is accomplished by
comparing the spatio-temporal resolved emission and specifically the 706.5 nm line, to the reaction
rate for the transition of the helium state fr8s¥S to 2p3P. Figure 44 shows at the top the high-
speed photographs of the He plasma plume in the open air, taken using a bandpass filter with
714+2 nm central wavelength for five different moments during the plasma jet evolution. The
reaction rate for the transition of BafS) - He(2p3P) is presented at the bottom of Figure 44.
Here, t=0 ns corresponds to the time the maximum emission intensity coincides with the tube exit
(z=0 mm). It is noted that, all the results presented here are obtained during the rise time of the
applied voltage. As can be seen in Figure 44, the main features between experimental and
numerical results are qualitatively similar. Specifically, both the simulated and the experimental
radiation distributions form two symmetric lobes (indicating torus like shape), propagating from
the tube towards the dielectric surface. The lobes radius remains almost constant up to 1 mm from
the tube exit, while for z > 1 mm the torus spreads. Close to the dielectric surface (~ 0.2 — 0.3 mm)

the torus compresses back towards the axis of symmetry.
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Figure 44: Measured relative intensity distributions of He line at 706.5 nm (experiment, top), compared with calculated
reaction rate for the transition of He(3s3S) — He(2p3P) (simulation, bottom) for He plasma jet. The edges of the
capillary tube are marked out by a white thick line. The tube exit (z=0 mm), the dielectric surface (z=2 mm) and the axis
of symmetry (r=0 mm) are marked out by a white and red dashed line respectively, and t=0 ns corresponds to the
maximum of the emission intensity being at the tube exit.

To gain further insight into the plasma bullet shape, the camera was positioned along the z-
axis looking through the dielectric (see Figure 39). The measured relative intensity distribution of
the He line at 706.5 nm and the reaction rate for the transition 8&#(—~ He(2p3P) are
compared in Figure 45 at the z=1 mm plane. As can be seen, the simulation and experimental
results are qualitatively similar. They show that the maximum intensity of the radiation distribution
of the 706.5 nm line is distributed around the axis of symmetry (r ~ 0.15 and 0.25 mm for the
simulation and the experiment respectively), indicating a torus like shape of the plasma bullet. On

the axis of symmetry, the radiation distribution is almost zero, as well as for r> 0.3 mm.

Plane z=1 mm

r (mm)

04 030201 0 0102 03 04
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Figure 45: Measured relative intensity distributions of He line at 706.5 nm (experiment, right), compared with calculated
reaction rate for the transition of He(3s3S) — He(2p3P) (simulation, left) for He plasma jet at the z=1 mm plane.

In order to have a more quantitative comparison, the position of the maximum radiation
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intensity at 706.5 nm is compared to the peak oféhetion rate for the transition of HafS) to
He(2p3P) for various axial positions as shown in Figure @@&m the slope of the linear fitting of

the experimental and simulation results, it is found that the experimental velocity of the excitation
front (created by the He excited species) is about 8.85 + 0.52 km/s while in the simulation this is
8.17 £ 0.22 km/s. The simulation and experimental results are in good agreement with a difference
of less than 8 % which is in the acceptable limits. The linear fit of the experimental and simulation
data show a determination coefficient R2 of 0.972 and 0.99 respectively. Therefore, the
propagation of the two symmetric lobes from the tube towards the dielectric surface is done at

similar velocities thus confirming the validity of the model.
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Figure 46: Position of the measured maximum intensity at 706.5 nm and simulated peak of reaction rate for the transition
of He(3s3S) to He(p3P) for pure helium jet. Time 0 ns corresponds to the radiation intensity that coincides with the tube
exit (z=0 mm).

The same process is repeated for the helium plasma jet with 1000 ppm oxygen added to it.
The measured relative intensity distributions of He line at 706.5 nm for five different moments
during the He+®@ plasma jet evolution and the reaction rate for the transition dfsFig) —
He(2p3P) are presented in Figure 47. As can be seen fromrdig7 the simulation and
experimental results are in good agreement. In comparison to the pure helium plasma jet case, with
1000 ppm oxygen admixture in the helium jet the emission intensity distribution of He line at 706.5
nm presents disk like shape (indicating a spherical like shape) centered on the axis of symmetry of
the tube during its propagation from the tube towards the dielectric surface (see Figure 47). This

is true up to ~ 1 mm from the tube exit. After 1 mm and as the plasma bullet approaches the
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dielectric surface, the distribution of the line7@6.5 nm forms two distinct lobes centred on the
axis of symmetry. Close to the dielectric surface (at a distance ~ 0.2-0.3 mm) it approaches again

the axis of symmetry.
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Figure 47: Measured relative intensity distributions of He line at 706.5 nm (experiment, top), compared with calculated
reaction rate for the transition of He(3s3S) — He(2p3P) (simulation, bottom) for He+O. (1000 ppm) plasma jet. The
edges of the capillary tube are marked out by a white thick line. The tube exit (z=0 mm), the dielectric surface (z=2 mm)
and the axis of symmetry (r=0 mm) are marked out by a white and red dashed line respectively, and t=0 ns corresponds to
the maximum of the emission intensity being at the tube exit.

The measured relative intensity distributions of He line at 706.5 nm and the reaction rate for
the transition of H&s3S) —» He(2p3P) are compared in Figure 48 at plane z =1 mm from the
tube exit. As it can be seen, both the simulation and experimental results, show a torus like shape
of the plasma bullet. The maximum intensity of the radiation distribution occurs at a distance r ~
0.18 mm and 0.8 mm (from the axis of symmetry) in the experiment and simulation respectively.
In comparison to the pure helium plasma jet, the radiation distribution in this case is distributed
closer to the axis of symmetry. Furthermore, the radiation distribution is not zero on the axis of
symmetry in this case. This is due to the initial (close to the tube nuzzle, see Figure 47) sphere like
shape of the plasma bullet which spreads into two lobes by the time it approaches (~ 1 mm) the

dielectric surface.
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Figure 48: Measured relative intensity distributionsof He line at 706.5 nm (experiment, right), compared with calculated
reaction rate for the transition of He(3s3S) — He(2p3P) (simulation, left) for He+O2 (1000 ppm) plasma jet at the z=1
mm plane.

The position of the maximum radiation intensity at 706.5 nm, experimentally obtained, is
compared to the peak of the reaction rate for transition s8] - He(2p3P) for various axial
positions as shown in Figure 49. The propagation velocity of the excitation front created by He
excited species, estimated from the slope of the linear fit of the experimental and simulation results
is found to be 6.41 + 0.34 km/s and 5.86 + 0.14 km/s respectively. This demonstrates good
agreement between the simulation and experimental results, with an error of less than 9 %. The
linear fit of the experimental and simulation results show a determination coefficient R2 of 0.966
and 0.993 respectively. Finally, in this case, the propagation velocity of the excitation front, created

by He excited species, is lower by about 27% in comparison to the pure helium plasma jet.
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Figure 49: Position of the measured maximum intensity at 706.5 nm and simulated peak of reaction rate for the transition
of He(3s3S) to He(2p3P) for He+02 (1000 ppm) jet. Time 0 ns corresponds to the radiation intensity that coincides with
the tube exit (z=0 mm).
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The above validation provide us confidence abouabilkty of the simulation model to capture
the evolution of helium plasma jet devices with and without the presence of oxygen admixtures.
This model can be subsequently used to shed light into other plasma jet devices, which are operated
under different conditions i.e. amplitude of the applied voltage, frequency, electrode configuration,
tube characteristics etc. Furthermore, it can be used to provide a good insight into plasma jet

applications, such as biomedical applications, surface modification etc.

6.6 Conclusions

In this chapter, a two dimensional axi-symmetric model was used, for the investigation of a
capillary helium plasma jet with and without the presence of oxygen admixtures. For the
assessment of the validity of the simulation model, the measured distributions of the 706.5 nm He
line intensity are compared with the reaction rate for the transition @fsFH(to He@p3P) as
calculated in the simulation model for both the pure helium and helium with 1000 ppm of oxygen
plasma. Good agreement between experimental and numerical observations is obtained, for both
axial and radial measurements. In particular, for the case of the pure helium plasma jet, the emitted
radiation (at 706.5 nm) intensity forms a torus (ring) like shape centred on the axis of symmetry
of the tube during its propagation from the tube towards the dielectric surface. On the other hand,
by introducing oxygen admixtures in the helium gas, the radiation emitted by helium excited
specieq3s3S) shrank towards the centre of the tube axis formisgherically symmetric shape.
However, in both cases, as the plasma bullet approaches the dielectric surface (~ 1 mm) it spreads
radially, while very close to the dielectric surface (~ 0.2-0.3 mm) it approaches again the axis of
symmetry. In addition, the velocity of the excitation front, created by the helium excited species,
decreased when oxygen admixtures were introduced in the helium jet from 8.85 = 0.52 km/s to
6.41 + 0.34 km/s in the experiment and 8.17 + 0.22 km/s to 5.86 £+ 0.14 km/s in the simulation.
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Chapter 7

Numerical simulation of a capillary helium and
helium-oxygen atmospheric pressure plasma jet:
propagation dynamics and interaction with dielectric

7.1 Introduction

In this chapter the validated model presented in chapter 6 is used to shed light into the
evolution of a helium plasma jet with and without the presence of oxygen admixtures, and its
interaction with a dielectric surface. In particular, this chapter is mainly focus on: the most
important reaction pathways behind the evolution of He and Ha&3ma jet, the effect of O
admixtures and the dielectric on the evolution and shape of plasma bullet, and the strength of the
induced electric field (IEF) on the dielectric surface for pure helium and with oxygen admixtures
plasma jet. Furthermore, the effects of Penning reactions and the secondary emission flux of
electrons (SEFE) attributed to each ion in the mixture are also investigated through the same

numerical model.

7.2 Experimental Setup

The experimental setup is shown in Figure 50. A high-voltage (HV) electrode made of a
copper band is wrapped on a 20 cm long capillary soda lime glass tube (VWR International) with
internal diameter (ID) of 0.9 mm and outer diameter (OD) of 1.35 mm. The HV electrode is 1 cm
in length and is placed ~ 1.5 mm away from the exit of the tube. A dielectric barrier made of fussed
quartz vitreosil 077 (UQG Optics LTD) of 1 mm thickness, is placed in front of the capillary tube,
close to the HV electrode. The gas-gap thickness is fixed at 2 mm, in this study. The working gas
(He or He+Q) is continuously injected through the capillary tube. The flow of helium (4.6 spectral

purity, Linde) and oxygen (4.5 spectral purity, Linde) is independently controlled using mass flow
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controllers (MKS 1179A coupled with MKS type 247 fazthannel readout). The total gas flow

rate is 1 sIm.

High-voltage monopolar pulses are delivered from a high-voltage pulse amplifier (Trek, Inc.,
model PD07016) driven by an arbitrary waveform generator (Tektronix, model AFG3022C).
Square positive voltage pulses with amplitude of 4.0 kV, duration p$ 5@se time of 7.3s and

frequency of 10 kHz are used to excite the discharge.

In order to capture the dynamic behaviour of the plasma jet, an Intensified Charged Coupled
Device (ICCD) consisting of a high resolution (1344 x 1024 pixels) CCD camera (Hamamatsu,
model C8484-05G) and an image intensifier unit (Hamamatsu, model C9546-03) with an overall
spectral response of 330-880 nm is used. The ICCD camera gate (~ 40 ns) was synchronized with
the discharge current pulse. Additionally, an adjustable delay was used to follow the temporal
evolution of the discharge current pulse. Each image was automatically stored using 1 s integration
time and smoothed using a moving average filter. The temporal resolution is given by the camera
gate (40 ns) and the time interval between two consecutive pictures taken along the current pulse
(20 ns around current maximum and 40 ns the rest), while the spatial resolution is given by the
CCD array and its objective magnification. Our experimental arrangement allows us to take

pictures of the discharge gap width (2 mm) with high spatial resolution of about 8 p
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Figure 50. Experimental arrangement.
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7.3 Experimental results

For the experimental study, He and He+Q000 ppm) plasma jets are considered.

The ICCD camera is used to capture the dynamic evolution of the plasma bullet presented in Figure
51. The results presented in Figure 51 correspond to the rise time of the positive applied voltage,
more exactly to the positive discharge current. The time of O ns corresponds to the time the
maximum emission intensity of the plasma bullet coincides with the tube exit (z=0 mm). From
Figure 51a, for the pure helium plasma jet, it can be seen that the plasma bullet forms two
symmetric lobes during its propagation. These lobes indicate a torus (ring) like shape for the
plasma bullet. Similar experimental observations were also made in [151,152]. For this case, the
radius of the torus remains almost constant up to 1 mm (half way between the tube exit and the
dielectric surface), while after 1 mm the radius starts increasing until the plasma bullet hits the
dielectric surface. On the other hand, when 1000 ppm of oxygen admixture is introduced in the
helium gas, the plasma bullet appears disk like and centred on the axis of symmetry during its
propagation from the tube towards the dielectric surface. This is true up to 1 mm from the tube
exit, and indicates a sphere like shape for the plasma bullet. The change of plasma bullet shape,
from torus like shape (He plasma jet) to sphere like shape (H&800 ppm)), was also observed

in [31,153-156], when admixtures were introduced in the helium gas. For distances longer than 1
mm and as the plasma bullet starts approaching the dielectric, the disk shape starts splitting and
moves away from the axis of symmetry forming a torus. The above observations can be
summarized as: (a) the addition of oxygen admixtures in the helium gas promotes the plasma bullet
propagation on the axis of symmetry of the tube; (b) the presence of the dielectric surface (the slab
placed in front of the tube exit) forces the plasma bullet to spread radially. Furthermore, the
addition of oxygen admixtures causes a reduction of the plasma bullet speed. For the interpretation
of these experimental observations, the simulation results will be analysed, for both pure helium
and with 500, 1000, 1500 and 2000 ppm of oxygen.
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Figure 51: Spatio-temporal evolution of the plasma bllet for (a) He and (b) He+Q (1000 ppm) plasma jet. Time 0 ns
corresponds to the plasma bullet just about the exit of the tube. The three dashed lines indicate the axial distance from the
tube nozzle for z=0, 1 and 2 mm.

7.4 Analysis of the simulation results

In this section, the two-dimensional axi-symmetric model presented in chapter 6 is used to
shed light into the evolution of the He and Hef@pillary helium plasma jet. It is noted that all
the results presented in this section correspond to the rise time of the applied voltage. From the
simulation results, it is observed that the evolution of the plasma jet has the characteristics of a
streamer [29,152,157]. Consequently, in order to investigate its propagation, it is important to
study the ionization rate on the streamer head. This will provide good insight into the evolution of
the total light observed experimentally with the ICCD camera (presented in Figure 51) as it is
expected to follow the propagation of the streamer. Furthermore, the interaction of the streamer
with the dielectric surface and how it is affected by the introduction of oxygen admixtures is
investigated in this section. In order to have comparisons with the experimental conditions the case
of pure helium and with 1000 ppm admixtures of oxygen will be analysed in detail before the
effects of different levels of oxygen (500-2000 ppm) are investigated. The simulation analysis will

focus on the following:

* The reasons for the formation of torus shaped plasma bullet structure for the case of pure
helium.
* The reasons for the change of plasma bullet structure to sphere shape once oxygen is added.
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» The effect of the dielectric on the evolution of the plasma bullet.
» The effect of oxygen admixtures on the plasma bullet speed.
* The intensity of the induced electric field (IEF) on the dielectric surface for pure helium and

with oxygen admixtures.

7.4.1 Evolution of the pure helium plasma jet

The helium-air mixture for the experimental setup presented in section 7.2 is obtained from
the gas dynamic model and is shown in Figure 52. This shows that inside the tube prior to the exit,
it is pure helium as expected. After it exits, it starts mixing with air, but it can be clearly seen that
it forms a channel of almost pure helium that extends to the dielectric surface. The width of that
channel is approximately the width of the tube. The mixing with air becomes more prevalent (the
mole fraction of pure helium drops) away from the axis of symmetry (r = 0 mm) and as the gas
propagation distance increases. This result is then fed into the plasma fluid model and the process
is repeated for the case of adding 1000 ppm of oxygen to the helium gas (this is not shown here

because it is indistinguishable from Figure 52).
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Figure 52: Helium-air mixture for the case of pure helium plasma jet obtained from the gas dynamic model. The white
line shows the air at 1%.

For the analysis of the results, the evolution of the streamer is divided into three parts: first,
propagation of the streamer from the tube towards the dielectric, second, interaction of the streamer
with the dielectric surface, and third, propagation of the streamer along the dielectric surface. In
the simulation model, thetreamer evolution is defined as the dynamic motion of the total
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ionization rate with the streamer head (plasma lubeing the peak of that total ionization rate

The terms streamer head, plasma bullet and peak of total ionization rate will be used
interchangeably throughout this study. The streamer will be analysed for the positions and times
illustrated in Figure 53. The time 0 ns is set to when the streamer head coincides with the tube exit
(z=0 mm). Points 1-7 in Figure 53 correspond to the case when the streamer is moving towards
the dielectric and point 8 to the case when it reaches the dielectric, while points 9-11 the

propagation of the streamer in the r direction (after it hits the dielectric surface).
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Figure 53: Positions and corresponding times of the streamer head (total ionization rate) propagation for the He plasma
jet. The time 0 ns corresponds to the streamer head coinciding with the tube exit (z=0 mm).

7.4.1.1 Spatio-temporal evolution of the streamer from the tube towards the dielectric

The spatio-temporal evolution of the total ionization rate is presented in Figure 54, for the
same points defined in Figure 53. It is noted that the min and max values in Figure 54 are different
for each sub figure, and therefore they are presented separately in each one. The applied voltage
at time -152 ns (Figure 54a) is 1.85 kV and is considered the breakdown voltage, as it corresponds
to the instance when the streamer starts to propagate. In particular, at this time the electric field
created by the positive ions in the mixture becomes high enough to cause ionization and excitation
hence propelling the streamer forward along the axis of symmetry towards the dielectric. The
streamer shape changes during propagation. Initially the shape is disk like (Figure 54a) but by the
time it exits the tube (Figure 54b and Figure 54c) it breaks into two lobes and then remains almost
constant until it reaches 1 mm away from the dielectric (see Figure 54d and Figure 54e). From that

point onwards its radius keeps increasing forming more distinct lobes (see Figure 54f and Figure
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54g) until it hits (reaches) the dielectric, at whigoint its maximum is closer to the axis of
symmetry (Figure 54h). The evolution of the streamer head (total ionization rate) presented below

agrees qualitatively with the experimental results shown in Figure 51a.
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Figure 54: Simulation results of the spatio-temporal evolution of the total ionization rate (time snapshots as in Figure 53),
for the He plasma jet. The total ionization rate has units of mol/fs.

7.4.1.2 Electron production

In order to understand the evolution of the plasma bullet, the electron production in front of
the streamer head is further investigated. In Figure 55 the electron production rate is presented in
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logarithmic scale at -152 ns which corresponds ¢osdime time snapshot of the total ionization

rate shown in Figure 54a. Figure 55 shows the electron production being maximum at z=-0.75 mm
which, as expected, coincides with the streamer head in Figure 54a. Away from the streamer head
at z = 0.1 mm, the electron production pointed with arrows in Figure 55, shows that there is also a
relatively high electron production at the boundary with air (r~0.35 mm). These electrons are
mainly produced from the Penning reactions (PR) of the nitrogen and oxygen molecules by the
Hen species (R43, R51, R73 and R74, see Figure E1 in Appendix E). Those electrons will act as
seeds accelerating into the tube and feeding the streamer head promoting the propagation of the
streamer in the lateral direction creating a torus shape for the plasma bullet (see Figure 54b-Figure
54c). In order to ensure the validity of this conclusion, another simulation was performed (see
Figure E2 in Appendix E), without considering Penning reactions in the kinetic scheme (i.e. their
rate coefficients were set to zero) and the torus like shape of the plasma bullet was not observed.
In this case, the propagation of the plasma bulieturs on the axis of symmetry of the tube and

has a sphere like shape. The importance of Penning reactions on the evolution of helium DBD has
been shown in several studies [32,67,75,158-162].
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Figure 55: Simulation results of electron productiorrate in logarithmic scale for the He plasma jet at time -152 ns.

Once out of the tube and up to 1 mm away from the dielectric, the radius of the streamer

remains almost constant, (see Figure 54d and Figure 54e). This is because the electron production
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in front of the streamer head presents peak ataimatius as the torus radius of the streamer (see
Figure E3a in Appendix E). As can be seen, those electrons are mainly produced through Penning
reactions of Hg with N> and Q moleculesAfter 1 mm from the tube exit, the torus radiushod t
streamer increases (see Figure 54f and Figure 549) as the production of electrons in front of the
streamer occurs at larger radius. Those electrons are mainly produced through Penning reactions

of Henm and He™ with N2 and Q molecules (see Figure E3b in Appendix E).

Close to the dielectric, the shape of the plasma bullet is affected by the electrons emitted
from the dielectric surface. The SEFE attributed to each ion in the mixture when the streamer is
far from the dielectric and when it approaches the dielectric surface (same time snapshots as Figure
54e and Figure 54g corresponding to streamer head at 1 and 1.75 mm respectively) are presented
in Figure 56a and Figure 56b respectively. As can be seen from Figure 56a, the SEFE is much
higher on the sides (r~0.5 mm) than on the centre (r=0 mm). The major contributors to the SEFE
are the @' ions that due to mixing with air are higher on the sides than in the centre. It is worth
mentioning that the contribution 0&0s dominant because most ions are eventually converted to
Os4" (see schematic diagram of Figure 21). However, as the streamer head approaches the dielectric
surface (Figure 54q) the electric field in the region between streamer head and the dielectric surface
increases, and that causes the positive ions to accelerate towards the dielectric surface. This
increases the SEFE from all the ions and particularly from the helium ions as seen in Figure 56b.
The SEFE due to the helium ions species is increased in the centre of the dielectric, eventually
causing the decrease of the streamer head torus radius as seen in Figure 54h. It is noted that when
seec is set to zero, the decrease of the streamer torus radius when the plasma bullet reaches the

dielectric surface is not observed (see Figure E4 in Appendix E).
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Figure 56: Simulation results of the secondary emission flux of electrons (SEFE) attributed to the different ions for the
times (a) 121 ns and (b) 190 ns, for the He plasma jet.

7.4.1.3 Interaction of the streamer with the dielectric surface

As the streamer propagates towards the dielectric, it causes the accumulation of a surface
charge. That surface charge induces an axial electric field that opposes and eventually negates the
axial electric field of the streamer. That will stop the axial propagation of the streamer.
Consequently, the radial electric field dominates, and the streamer starts propagating laterally
(parallel to the dielectric). To illustrate that, the surface charge accumulation and the electric field
in z and r direction along the dielectric surface are presented in Figure 57, at different times which
correspond to the cases of before (121, 164 and 190 ns), during (204 ns) and after (303, 403 and
586 ns) the streamer head reaches the dielectric surface. The positions of streamer head for these
times are indicated in Figure 53. As can be seen from Figure 57, as the plasma streamer approaches
the dielectric surface, the electric fields (in z and r directions) on the dielectric surface start
increasing. As the streamer head reaches the dielectric surface (204 ns), the electric field in z and
r direction increase considerably leading to surface charge accumulation. The axial electric field,
E;, due to the interaction of the streamer with the dielectric surface is ~ 37 kV/cm. It is important
to note that the axial electric field and the surface charge accumulation during the interaction of

the streamer with the dielectric surface present their peaks off axis, indicating a torus-like
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interaction of the plasma streamer with the dielecurface After that time, the surface charge
accumulation continues to build up causing the reduction in the axial electric field. After some
time, the radial electric field dominates, and the streamer proceeds to propagate radially (parallel
to the dielectric surface). The results shown in Figure 57 associated with the streamer propagation
in the radial direction (times 303, 403 and 586 ns) are analysed below when this case is

investigated.
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Figure 57: Simulation results of the (a) surface charge density, (b) electric field in z direction (axial) and (c) electric field
in radial direction during the propagation of the streamer, for the He plasma jet.

7.4.1.4 Spatio-temporal evolution of the streamer along the dielectric surface

The spatio-temporal evolution of the total ionization rate during the propagation of the

streamer along the dielectric surface is presented in Figure 58, for three different times (positions
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of the streamer head from the axis of symmetry efttibe: 0.6, 0.8 and 1.1 mm, see Figure 53).

It is shown that when the streamer reaches the dielectric surface, it continues parallel to it at a
height of ~ 60 - 7Qum charging the surface below it (see Figure 57ais ifitreases the surface
charge eventually shielding the axial electric field behind the streamer head (see Figure 57b).
However, the axial and radial electric fields decrease gradually (Figure 57b and Figure 57c),
causing the reduction of the ionization rate on the streamer head (see Figure 58). This continual
reduction of ionization rate will eventually stop the propagation of the streamer. From the
simulation results, it has been found that during the plasma bullet propagation along the dielectric
surface the electron concentration is aldout 08 [m] while the mean electron energy reduces
from 20 eV to 10 eV. These results, provide a Debye length in the range of 1,00 The sheath
thickness found here (60-7n), as expected, corresponds to a few times thed®lelngth, which

is in agreement with previous studies [163].
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Figure 58: Simulation results of the spatio-temporal evolution of the total ionization rate along the dielectric surface (time
shapshots as in Figure 53), for the He plasma jet. The total ionization rate has units of motan

7.4.2 Evolution of the He+@(1000 ppm) plasma jet

Similar to the analysis for pure helium plasma jet, the present analysis is divided into three
parts: evolution of the streamer from the tube towards the dielectric surface, interaction of the
streamer with the dielectric surface and evolution of the streamer along the dielectric surface. The
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spatio-temporal evolution of the total ionizatiorieraluring the streamer propagation will be

analysed for the positions and times illustrated in Figure 59.
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Figure 59: Positions and corresponding times of the streamer head (total ionization rate) propagation for the HeQ000
ppm) plasma jet. The time O ns corresponds to the streamer head coinciding with the tube exit (z=0 mm).

7.4.2.1 Spatio-temporal evolution of the streamer from the tube toward the dielectric

The propagation of the streamer from the tube towards the dielectric surface for the He+O
(1000 ppm) plasma jet is analysed here. The total ionization rate is presented in Figure 60 for the
same points as in Figure 59. As can be observed from Figure 60a, the total ionization rate initially
increases in the region close to the electrodes on the axis of symmetry of the tube and has a disk
like-shape. At this time (-181 ns which corresponds to the instance when the streamer starts to
propagate) the applied voltage is 1.23 kV (breakdown voltage). The decrease of the breakdown
voltage once oxygen admixtures are introduced in a helium barrier discharge is explained in
chapter 4. Particularly, in such discharges (helium with admixtures of air components), the ions in
the mixture are mainly increased due to the increase ‘ot He, species (see Figure 21). The
increase of @concentration in the mixture benefits the reactions associated with this species (such
as Penning ionization reaction, charge transfer reaction etc.). As a result, a lower concentration of
Hem and Hé is required for ion production. The concentration of the former species is highly
dependent on the electron temperature and consequently on the breakdown voltage. Then, in
helium with admixtures of air components, the increase of air concentration results in a decrease

of the breakdown voltage.

Once the streamer begins to move towards the dielectric surface, its propagation remains on

the axis of symmetry up until 1. mm from the tube exit (Figure 60b-Figure 60e). After 1 mm from
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the tube exit, the streamer forms two symmetric $obentred on the axis of symmetry (Figure
60f). However, as the streamer approaches the dielectric surface, its maximum approaches the axis
of symmetry of the tube (see Figure 60g and Figure 60h). The streamer exhibits qualitatively

similar behaviour to the experimental results presented in section 7.3 (see Figure 51b).
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Figure 60: Simulation results of the spatio-temporal evolution of the total ionization rate (same time snapshots as in
Figure 59), for He+Q; (1000 ppm) plasma jet. The total ionization rate has units of mol/a.

7.4.2.2 Electron production

In order to further understand the evolution of the plasma bullet, the electron production in

front of the streamer head is investigated. In Figure 61 the electron production rate is presented in
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logarithmic scale at -181 ns which corresponds ¢osdime time snapshot of the total ionization

rate shown in Figure 60a. Figure 61 shows the electron production being maximum at z=-0.75 mm
which, as expected, coincides with the streamer head in Figure 60a. However, unlike the case for
pure helium there is no off axis (on the side) peak production of electrons outside the tube.
Therefore, the streamer does not break to form a torus shape and remains disk like propagating on

the axis of symmetry (see Figure 60a-Figure 60c).

Those electrons are mainly produced from the Penning ionization of the oxygen molecules
by the He, species (R73 and R74, see Figure E5 in the Appendix E) and due to the high amount
of oxygen admixtures in the helium channel, are not affected much by the mixing with atmospheric
air. As a result, the electron production around the centre (for r<0.35 mm) is almost constant and
does not exhibit strong peaks on the edges (r~0.35 mm). This is in contrast to the pure helium

plasma where the mixing with air plays an important role in the production of electrons.
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Figure 61: Simulation results of electron productiorrate in logarithmic scale for He+G (1000 ppm) plasma jet at time —
181 ns.

Once out of the tube, the streamer continues to propagate on the axis of symmetry (see Figure
60d-Figure 60e), as electrons in front of the streamer are mainly produced in the helium channel.
Those electrons are mainly produced from Pennincficess of He, with O (see Figure E6a in

Appendix E). After 1 mm of the streamer from the tube exit, the maximum of electron production
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in front of the streamer head occurs off aXisose electrons feed the streamer head from thg, side
promoting its propagation in the lateral direction creating a torus shape for the plasma bullet (see
Figure 60f). The off axis production of electrons is mainly due to the Penning reaction ahéie

Hex™ with nitrogen molecules (see Figure E6b in AppendixtE3. noted that when the Penning
reactions are eliminated from the kinetic scheme (i.e. their rate coefficients are set to zero) the

torus like shape of the plasma bullet is no longer observed (see Figure E7 in Appendix E).

In order to investigate the effect of the dielectric on the plasma bullet shape, the SEFE
attributed to each ion in the mixture when the streamer is far from the dielectric and when it
approaches the dielectric surface (same time snapshot as Figure 60e and Figure 60g corresponding
to streamer head at 1 and 1.8 mm respectively) are presented in Figure 62a and Figure 62b
respectively. As can be seen from Figure 62a, the SEFE is much higher on the sides (r~0.5 mm)
than in the centre (r=0 mm). However, as the streamer head continues approaching the dielectric
surface, the SEFE peak is at the axis of symmetry (r = 0 mm) as shown in Figure 62b. This
promotes the propagation of the streamer on the axis of symmetry of the tube making the shape
more disk like again (shown in Figure 60g and Figure 60h). The major contributor to the SEFE
close to the centre are the'Hgpecies. It is noted that when the seec is set to zero the approaching

of the streamer on axis of symmetry is not observed (see Figure E8 in Appendix E).
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Figure 62: Simulation results of secondary emission flux of electrons (SEFE) attributed to the different ions for the times
(a) 163 ns and (b) 261 ns, for He+1000 ppm) plasma jet.
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7.4.2.3 Interaction of the streamer with the dielectric surface

The interaction of the streamer head with the dielectric surface (Figure 60h), causes the
accumulation of surface charge. That surface charge induces an axial electric field that opposes
and eventually negates the axial electric field of the streamer. That will stop the axial propagation
of the streamer. Consequently the radial electric field dominates and the streamer starts
propagating laterally (parallel to the dielectric). To illustrate that, the surface charge density on the
dielectric surface and the electric fields in z and r direction before, during and after the streamer
reaches the dielectric surface are presented in Figure 63. The positions of streamer head for these

times are indicated in Figure 59.

As can be seen from Figure 63, before the streamer reaches the dielectric surface (times =
163, 227 and 261 ns), the surface charge density and the electric field on the dielectric surface are
low. Once the streamer reaches the dielectric (267 ns), they both increase. During the interaction
of the streamer with the dielectric surface, the axial electric field reaches the value of ~51 kV/cm
which is higher in comparison to the pure He plasma jet (~37 kV/cm). The difference in the peak
values of E is most likely caused by the higher concentration of electrons-+01° 252 in the
case of He/@plasma jet in comparison to ~16"® m™for the He plasma jet. Furthermore, the
electric field in the He/@plasma jet does not have torus-like shape as in the pure helium plasma
jet case but presents its peak on the axis of symmetry. After the streamer reaches the dielectric
surface, the charge density increases until it cancels the axial electric field of the streamer. The
remaining radial electric field causes the streamer to continue to propagate parallel to the dielectric.
The results shown in Figure 63 associated with the streamer propagation in the radial direction
(times 432, 506 and 601 ns) are analysed below.
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Figure 63: Simulation results of the (a) surface chage density, (b) electric field in z direction and (c) electric field in r
direction during the propagation of the streamer for He+Q (1000ppm) plasma jet.

7.4.2.4 Propagation of the streamer along the dielectric surface

The spatio-temporal evolution of the total ionization rate during the propagation of the
streamer along the dielectric surface is presented in Figure 64, for three different positions of the
streamer head from the axis of symmetry of the tube (0.6, 0.7 and 0.8 mm). After the streamer
reaches the dielectric surface, its propagation continues along the dielectric surface at a height
about 60 - 70um above it. During the propagation of the streameadh positive ions are
accelerated towards the dielectric surface (charging the dielectric surface, see Figure 63a) causing
the eventual shielding of the electric field behind streamer head (see Figure 63b). Furthermore, as

can be observed from Figure 63b and Figure 63c, the axial and radial electric fields decrease
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gradually, causing the reduction of the ionizatiateron the streamer head (see Figure 64). This

continual reduction of ionization rate will eventually stop the propagation of the streamer.
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Figure 64: Simulation results of time snapshots ot total ionization rate of He+Q (1000 ppm) plasma jet, during the
propagation of the streamer along the dielectric surface. The total ionization rate has units of moksn

7.4.3 Effects of different level of oxygen admixtures on the plasma evolution and interaction
with the dielectric surface

As oxygen admixtures vary from 500-2000 ppm the general behaviour of the streamer and
its interaction with the dielectric surface does not change significantly, and therefore the detailed
analysis presented in section 7.4.1 and 7.4.2 will not be repeated here. Two important parameters

such as the streamer speed and IEF (during the interaction of the streamer with the dielectric

surface) are presented here. The propagation speed of the streamer, derived from Figure 65, shows

a significant difference between pure helium and He+dlbeit little variation with different

admixture levels. The average speed is 7.7 km/s and 6.1 km/s for pure helium anglsr@

jet respectively. This reduction of the speed of the plasma bullet when 1000 ppm of oxygen

admixtures is introduced in the helium gas is also observed experimentally (see section 7.3).
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Figure 65: Simulation results of the axial positiorof the streamer head as a function of time.

The IEF built on the dielectric surface (during the streamer surface interaction) at different
levels of oxygen admixtures in the helium gas is presented in Figure 66. The results presented
correspond to the times of 204, 265, 267, 264 and 258 ns for the case of 0, 500, 1000, 1500 and
2000 ppm of oxygen admixtures in the helium gas. As can be observed, for the case of He+O
plasma jet there is a time delay for the interaction of the plasma jet with the surface. Furthermore,
the He+Q plasma jet generates higher IEF in comparison to the pure helium plasma jet.
Furthermore, the peak of the IEF on the dielectric surface is on the axis of symmetry for He+O
plasma jets and off the axis of symmetry for pure helium plasma jet. The maximum IEF (~ 55
kV/cm) occurs for the case of 1500 ppm of oxygen admixtures in the helium gas. Even though this
will be the subject of future studies, it is worth mentioning that the higher electric fields fooHe+O
plasma jets could have significant implications for biomedical applications. They could make cells
more susceptible to electroporation and could account for the observation that the presence of
oxygen impurities in the helium plasma jet can increase cancer cell apoptosis [44,12].
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Figure 66: Induced electric field on the dielectricsurface at different level of oxygen admixtures.
7.5 Conclusions

In this chapter, a two dimensional model was used to shed light into the evolution of a
capillary helium plasma jet with and without the presence of oxygen admixtures and its interaction
with a dielectric surface. The level of oxygen admixtures considered in this study is in the range
of 500 to 2000 ppm. The simulation results show that oxygen admixtures highly affect the streamer
shape, propagation speed, and the induced electric field on the dielectric surface. The shape of the
plasma bullet during its propagation is controlled by the generation of seed electrons in front of
the streamer head. For Het+@lasma jet, the shape of the bullet remains sphere like for
propagation up to 1 mm away from the dielectric. This is because the seed electrons are mainly
produced uniformly along the axis of symmetry in the helium channel. They are produced through
Penning ionization of helium metastable species with the admixturgrab@cules. After 1 mm
from the tube exit, the streamer forms two symmetric lobes centred on the axis of symmetry due
to the off axis production of electrons in front of the streamer Hdaake electrons are mainly
produced through Penning reactions of.tdad He™ with N2 molecules. In the case of pure helium
jet the bullet will be torus shape because seed electrons in the helium channel are mainly generated
on the edges of the channel through Penning ionization of nitrogen and oxygen moleculgs by He
and He™ species (due to the highep Wnd Q in this region from atmospheric air mixing). It
should be noted that for both cases, once the streamer head gets very close to the dielectric (~ 0.1
- 0.2 mm) itis pulled towards the centre (the axis of symmetry) due to the high generation of SEFE

on the axis of symmetry. Furthermore, it was observed that the plasma bullet speed decreases when
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the helium plasma jet is operated in the presenaxyen admixtures. Finally, one of the most
significant results is the observation of much higher induced electric field on the dielectric surface
with the introduction of the optimal amount of oxygen admixtures. This is very important, since

in some applications where the APPJ is to be used to destroy (or cause the apoptosis of) diseased
cells, higher electric fields mean higher electroporation of the cells and consequently higher

amounts of reactive species or even therapeutic drugs successfully introduced into the cells.

127



Chapter 8

Conclusions and Future work

8.1 Conclusions

The influence of air impurities on the evolution of helium DBD operated at atmospheric
pressure is investigated in this work through a simulation model. Deep understanding into the
physics behind helium discharges and how the fundamental processes are affected by the presence
of air impurities is a prerequisite for the optimization of helium DBD devices. In this work, an
accurate model has been developed which is able to describe helium DBD in the presence of the
dominant air constituents, i.e. nitrogen, oxygen and water. The model takes into account the
analytical chemistry between the helium, nitrogen, oxygen and water species and is validated with
experimental results. Due to the high complexity of the model, its development is split into three
steps, starting with a simple model (pure helium) and then upgrading it by adding more details
(N2, then Qand finally BO). This systematic and gradual methodology provides confidence for

the validity of the developed model.

The first model developed considers the analytical chemistry between helium and nitrogen
species. In the plasma chemistry 10 species and 46 reactions channels are used. The validity of the
model is ensured by comparing the simulation with experimental results. After the validation, the
fundamental processes occurring during the discharge are examined, as well as the most important
species. This analysis provides useful insight into the physics behind the evolution of helium DBD
in the presence of nitrogen impurities. In order to further investigate the effect of nitrogen
impurities on the evolution of the helium DBD the level of nitrogen impurities is varied in the
range 0.1 to 500 ppm. It is observed that the nitrogen impurities significantly affect the dominant
ion species at breakdown and the discharge characteristics (discharge current and breakdown
voltage). Specifically, three different dominant ions were found, which are strongly dependent on
the level of nitrogen impurities. These are>H@.1 to 35 ppm), N (35 to 150 ppm) and N

(150 to 500 ppm). In addition, the results show that the discharge characteristics are dependent on
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the dominant ion species at breakdown. This resulery important for the utilization of

atmospheric pressure plasma helium devices.

Thereafter, in order to increase the accuracy of the model, the oxygen species (which
constitute approximately the remaining 21% of air) are introduced in the model chemistry. The
new plasma chemistry now uses 27 species and 153 reaction channels. This model is validated
with experimental results and is subsequently used to investigate the influence of air traces (79%
N2 and 21% @) on the evolution of the helium DBD. The level of air used as impurity is in the
range from 0 to 1500 ppm, which corresponds to the most commonly encountered range in
atmospheric pressure discharge experiments. This is the first time where the influence of air traces
on helium DBD is studied in such a wide range of compositions. The results clearly demonstrate
that the plasma chemistry and consequently the discharge evolution is strongly affected by the
concentration level of impurities in the mixture. The simulations show that air traces assist the
discharge ignition at low concentration levels (~55 ppm) while they increase the burning voltage
at higher concentration levels (~1000 ppm). Furthermore, it is found that the discharge symmetry
during the voltage cycle depends strongly on the concentration of air. In order to interpret the
results a detailed analysis of the processes that occur in the discharge gap is performed and the
main reaction pathways of ion production are investigated. This fundamental analysis provides for
the first time convincing explanation for the well-known rule of thumb that low concentration of
air helps the ignition of the helium DBD, while higher levels stop the discharge ignition. All this
insight and deep understanding is crucial for ¢dipgmized and stable operation of plasma

devices

In the third step water admixtures are introduced in the model. The new plasma model
considers 56 species and 496 reaction channels and it is verified with experimental results in order
to ensure its correctness. Subsequently, the level of dry air (23d\21% Q) is kept constant
at 500 ppm (a plausible value for atmospheric pressure discharges without any vacuum equipment)
and the effect of water admixtures (20 to 2000 ppm) on the discharge evolution is investigated.
The simulation results show that the increase of water in the mixture benefitsQhelated
reactions. This causes the discharge current peak to increase, and the discharge to ignite at lower
voltages (up to 600 ppm of water). However, the further increase of water (above 600 ppm)
enhances the attachment of electrons with water molecules which causes the discharge to ignite at

higher voltages. Despite the higher breakdown voltage, the discharge current peak remains almost
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constant, due to the high attachment of electrotiswater molecules. The simulation results also
show that the dominant ion for water admixtures in the range of 20 to 100 pp@®’isBiyt further
increasing the water in the mixture, the water ion clusters are quickly converted to heavier water
ion clusters. For that reason, from 100 ppm of water and up to 2000 ppm,@se il the most
abundant ion in the mixture. Finally, from 20 to 2000 ppm of water admixtures, the most important

negative charge species are found to be electrons.

In the final step, the helium/dry air model was used to shed light into the evolution of a
capillary helium plasma jet device with and without the presence of oxygen admixtures and its
interaction with a dielectric surfac€he level of oxygen admixtures considered in thislgts in
the range of 500 to 2000 ppm. Through the model, for the first time to our knowledge, a convincing
explanation is given for the well-known rule of thumb that the helium plasma jet produces
ring/torus like shape plasma bullet propagating off axis of symmetry while with oxygen
admixtures in the helium gas the plasma bullet changes to a sphere likeatdpeopagates on
the axis of symmetry. The simulation results shows that the shape of the plasma bullet during its
propagation is controlled by the generation of seed electrons in front of the streamer head. In the
case of pure helium jet the plasma bullet is torus shape because seed electrons in the helium
channel are mainly generated on the edges of the helium-air channel through Penning ionization
of nitrogen and oxygen molecules by.Hend He™ species (due to the highep Bind Q in this
region from atmospheric air mixing). On the other hand, for the H@t3ma jet, the shape of
the bullet remains sphere like during its propagatiecause seed electrons are mainly produced
uniformly along the axis of symmetry in the helium channel, through Penning ionization of helium
metastable species with the admixture efn@lecules.Furthermore, in this study for the first
time, the effect of oxygen admixtures on the surface interaction is explored. It is shown how a
small level of oxygen impuritiescan more thardouble the induced electric field on the
dielectric surface All this insight gained through the above simulation results is very important
for the experimentalist working with helium and helium oxygen plasma jet devices and utilize

them for biomedical applications
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8.2 Future Work

Cold atmospheric pressure plasma (CAPP) has been found to be very effective in treating
cancer cells without damaging normal cells. This selectivity, gives to the CAPP an important
advantage over the conventional methods against cancer. In the literature there are several studies
demonstrating this selectivity [9,12,11]. Up to now, it was believed that reactive oxygen and
nitrogen species (RONS) produced through the CAPP devices are responsible for this selectively.
However, recent advances in the field have shown that the combination of RONS and induced
electric field (IEF) and not just RONS give the CAPP its unique therapeutic abilities, such as
selectively treating cancerhe models that have been developed up to date for the description of
a plasma-tissue interaction have many simplifications and in most of cases fail to correctly
reproduce the physical description of the surface under treatment.

In the future we are planning to develop an accurate model for the description of normal and
cancerous tissues, and investigate their behaviour under the interaction with a helium plasma jet
device. The description of the normal and cancerous tissues will be based on their electrical
characteristics. In this model, the healthy and non-healthy tissue will be incorporated and average
values for their electrical characteristics will be considered. Through the model, the voltage across
the tissue and the level of RONS penetration in the tissue will be computed. These results will be
then fed into a new model dealing with the exact dimensions of all parts of the cells (cytoplasmic
membrane, nuclear membrane, cytoplasm, nucleus, extracellular fluid) in a tissue. Through this
model, accurate results for the voltage induced across the cell membrane and the level of RONS
in the cells will be calculated. These results will enable us to understand the selectivity of plasma
jet against cancer, with final goal the optimization of the device for this scope.
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Appendix A: Rate coefficients for helium and nitrogen

reactions and mesh independency analysis.

Table Al: Rate coefficients for helium and Nitrogen reactions.

Reaction No. Reaction equation Rate constartm?/s) Thres?old(e Ref
1 e” +He—e™ + He o(E) 0 [105]
2 e” + He —» e™ + Hep, o(E) 19.82 [105]
3 e~ + He - e + Hep, o(E) 20.61 [105]
4 e” + He - e” + He™ o(E) 20.96 [105]
5 e” + He —» e™ + He™ o(E) 21.21 [105]
6 e” +He —» e™ + He™ o(E) 22.97 [105]
7 e~ + He - e” + He™ o(E) 23.7 [105]
8 e” + He —» e™ + He™ o(E) 24.02 [105]
9 e~ + He » 2e™ + He* o(E) 24.58 [105]
10 e~ + He;, » 2e” + He? o(E) 4.78 [105]
11 e” + He}, > e” + He 2.9 x 10715 -19.8 [66]
12 e~ + He; > e + 2He 3.8x 10715 -17.9 [66]
13 2e” + He" > Hejy + e 6 x 10732 -4.78 [66]
14 Hed + 2e~ —» He}, + He + e~ 2.8 x 10732 0 [66]
15 Hel + e~ + He — He}, + 2He 3.5x 10737 0 [66]
16 Hef + 2e™ —» Hej + e~ 1.2x 10733 0 [66]
17 He? + e~ + He - Hej + He 1.5 x 1073 0 [66]
18 He** + He - Hej + e 1.5 x 1077 0 [66]
19 He}, + He}, » Hel + e 2.03 x 10715 -18.2 [66]
20 He}, + He}, » Het + He + e~ 8.7 x 10716 -15.8 [66]
212 He* + 2He — He} + He 6.5 X 107%* 0 [66]
22 He;, + 2He — He} + He 1.9 x 1074¢ 0 [66]
23 He;, + He> » He™ + 2He + e~ 5x 10716 -13.5 [66]
24 He}, + He; —» He} + He + e~ 2x107% -15.9 [66]
25 He} + He; —» He™ + 3He + e~ 3x 10716 -11.3 [66]
26 He} + He; - Hed + 2He + e~ 1.2x 1071 -13.7 [66]
27 He} + He - 3He 49 x 10722 0 [66]
28 He}, + N, > e~ + NJ + He 7 x 10717 0 [66]
29 Hel + N, - e~ + NJ + 2He 7 x 10717 0 [66]
30 He' + N, > NJ + He 5x 10716 0 [66]
31 He* + N, » N* + N + He 7 x 10716 0 [66]
32 Hed + N, - NJ + 2He 5x 10716 0 [66]
33 Hei + N, > N* + N + 2He 7 x 10716 0 [66]

3420 2" +Nf s e +N, 5.651 x 10739T; 08 0 [66]
35 e +Nf - 2N 2.540 x 10712705 0 [66]
36" e"+N, > e + 2N 1.959 x 1072T%7 exp(— 1.132 x 10°/T,) 9.757 [66]
37 e+ N-2e” +N* 8.401 x 10~ exp(—1.682 x 10%/T,) 14.5 [66]
3@ e”+N - 2 + N 4483 x 1013 T-%3exp(— 1.81 x 105/T,) 15.6 [66]
3% e + N - 2N, 2 x10712(Ty/T,)"* 0 [66]
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407 Nf + 2N, > Nf + N, 1.9 x 107% 0 [66]
418 Nf + He + N, - Nf + He 1.9 x 107% 0 [66]
42 Nf + N, - NJ + 2N, 2.5%x 1072 0 [66]
43 Nf +He - N + He+ N, 2.5x 1072 0 [66]
* +
a4 Hep, + N, + He+—>82He + N3 33 % 10-42 0 67]
45 He¥ + N, + He -» Ni + 3He 1.36 x 107%1 0 [67]
46 He* + N, + He » NJ + 2He 22x107% 0 [67]
aRate constantm?®/s)
bT, electron temperature (K) afy gas temperature (K)
11.2 T T T T T T
11.0 a—" u -
10.8 _/ i
l/
—~ 10.6 -
<
S
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Figure Al: Simulation results of the discharge current peak for different mesh densities. Mo represents the mesh density
of 1000 elements in the plasma region.
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Appendix B: Rate coefficients for helium, nitrogen and
oxygen reactions.

Table B1: Rate coefficients for helium, nitrogen and oxygen reactions.

Re?\lc(;clon Reaction equation? Rate constant® Threshold (eV) Ref
1 e~ +He —» e + He f(e 0 [96]
2 e” +He - e” + Hey, f(e 19.82 [96]
3 e~ + He - 2e” + He* f(o 24.58 [96]
4 e~ + He,, » 2e” + He* f(e 4.78 [164]
5 e~ + He,, > e  +He 2.9 x 10715 -19.82 [165,166]
6 e~ + He; > e” + 2He 3.8x 10715 -17.9 [165]
7 2e¢” + He* - e + He,, 7.8 x 1075°(T, /T,) "+ -4.78 [167]
8 2e” + Hed - He,, + He + e~ 2.8 x 10732 0 [165]
9 e~ + He + Hel — He,, + 2He 3.5%x107%° 0 [165]
10 2e” + Hed —» Hej + e 1.2x 10733 0 [165]
11 e~ + He + Hef — He, + He 1.5 x 10739 0 [165]
12 He,, + He,, - Hef +e” 2.03 x 10715(T, /300)" -18.2 [168]
13 He,, + He,, - He" + He + e 8.7 x 1071(T, /300)"° -15.8 [168]
14 He* + 2He — He + He 1.4 x 10743(T,/300)""° 0 [168]
15 He,, + 2He - He} + He 2 x 107%6 0 [168]
16 He,, + He, — He* + 2He + e~ 5 x 1071%(T, /300)"" -13.5 [165]
17 Hey, + Hej — Hej + He + e~ 2 x 1075(7,/300)"* -15.9 [165]
18 He} + He} — He® + 3He + e~ 3 x 10—16(Tg/300)°'5 -11.3 [165]
19 Hej + Hej — He} + 2He + e~ 1.2 x 10715(T, /300)" -13.7 [165]
20 He} + He —» 2He + He 1.5 x 10721 0 [106,169]
21 e~ + He' - He,, 6.76 X 107197705 0 [170]
22 e” + He + He* — He,, + He 7.4 %107 (T, /T,) 0 [167]
23 e™ + He} — He + He,, 712 x 1072(T,/T,) " 0 [106]
24 e~ + Hed — 2He 1x 10714 0 [84]
25 e~ + He} + He — 3He 2x1073° 0 [84]
26 He,, + 2He — 3He 2 X 10746 0 [106]
27 e” + He} - Hel + 2e” 9.75 x 10716T071g=34/Te 3.4 [168]

0.3,0.6,0.9,
28 "4+ N,—>e +N,(v=1to10) f(e 1.1,1.4,1.7,2, [97]
2.2,2.5,2.7
29 e”+N, e +N,(A) f(e 6.2 [97]
30 e"+ N, e +N,(A) f(e) 7 [97]
31 e”+ N, > e +N,(B) f(e 7.4 [97]
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32
33
34
35
36
37
38
39
40
41
42
43
44
45

46
47
48
49
50
51
52
53
54
55
56
57
58

59
60
61
62

63

64
65
66
67
68
69
70
71
72
73
74

e+ N, »e +N,(B)
e”+N, o e +N,(A)
e"+N, - e +N,(B)
e"+N, > e +N,(a)
e"+N,—-e +N,(@@)
e"+N,—-e +N,(@)
e +N, »>e +N,(0)
e"+N,-e +N,(0)
e +N, e +N,(0)
e” + N, > 2e” +NJ
e +N,»>e +N+N
e” + Nf - 2N,
2e”+ N} - 2N, +e”
2e"+Nf -e +N,
e” + N - 2N
N,(A) + N,(a) > e~ + Nf
N,(@) + N,(a) » e” + Nf
N,(B) + N, > N, + N, (A)
N,(C) + N, = N, + N,(a)
N,(a) = N, + hv (117 nm)
N,(A) - N, + hv (293 nm)
N,(B) = N,(A) + hv (1045 nm)
N,(C) - N,(B) + hv (336 nm)
He,, + N, » e~ + N + He
Hel + N, » e + N + 2He
He* + N, - NJ + He
Hef + N, - NJ + 2He
N3 + He + N, - Nf + He
He® + N, + He —» N7 + 2He
Hef + N, + He —» N + 3He

He,, + N, + He > NJ + 2He + e~

e +0,-2e +0,(v=1to4)

e +0,->0+0"
e +0,(b) »0+0"
e +0,(a) > 0+0"
e +0,(v) »0+0"
e”+0, > e +0,(a)
e+ 0, =>e +0,(b)
e"+0-e +0(19)
e"+0,—->e +20
e"+0,0e +0+0(1D)
e"+0,—>e  +0+0(9)
e +0, > 2 +0%

f(&)
f(&)
f(&
f(&)
£
f(&
f(&)
£
f(&)
f(&)

1% 10_14T60'56_16/Te

3x10713
3.17 x 107*2
3.17 x 107*2

4.8 x 1013(T,/T,) "

5x 10717
2x 10716
3x107Y7
1x107Y
1x 102
0.5
1.34 x 10°
2.45 x 107
5x 10717
5x 10717
6.5x 10714
1.1x 10715
8.9 x 107**(T,/300)
1.1x 1074
1.6 X 107*1
3.3 x 107%2

f(&

£
f(&)
f(&
f(&)
f(&)
f(&
f(&)
f(&
£
f(&)
£

1.54

7.4
7.8
8.2
8.4
8.6
8.9
11
11.9
12.3
15.5
9.757

o

O O O O OO OO0 O o o o o o oo o oo

0.19, 0.38, 0.6,
0.8

0

0

0

0
0.977
1.627
4.192

6

8.4

9.97
12.1

[97]
[97]
[97]
[97]
[97]
[97]
[97]
[97]
[97]
[97]
[171]
[172]
[80]
[100]
[80]
[86]
[86]
[173]
[173]
[174]
[174]
[174]
[174]
[80]
[80]
[175]
[175]
[175]
[175]
[175]
[67]

[97]

[97]
(96]
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[99]
[97]
[97]
(96]
[97]
[97]
[97]
[97]
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75
76
77
78
79
80
81
82
83
84
85
86

87
88

89
90
91
92
93

94
95
96
97
98

99
100
101
102
103

104
105

106
107

108
109

110
111

112
113

e” + 03 - 20
0" +0,+0,-0;5+0,
0; +0->0"+0,
0; +0; - 03 +0,
0,(v) + 0, » 20,

0 +03+0,-0,+0;+0,
0f+0"+0,-20,+0+0,
0% +03 +0, » 30, + 0,
0 +03 +0,-20,+0;+0,
0+0" »e +0,

0" +0,(b) »e"+0,+0
0™+ 0,(a) e +04
0; +0-0; +0,
0f +0- 0% + 04
0f + 0, » 07 + 20,
o(*D)+0,->0,+0
0(*D)+ 0, - 0,(a) + 0
0(*D) +0, - 0,(b)+ 0
0(tS) + 0,(a) » 0+ 0,
0,(b) + 03 > 20, +0
e~ + 0F - 20,

e +0+He—- 0" +He
e~ +0; + He » O3 + He
He’ + 0, —» 2He + O,
0,(v) + He - 0, + He
0™+ 0, + He —» O3 + He
07 + 03 + He -» 0, + 05 + He
0f +0~ +He -» 20, + 0 + He
07 + 03 + He - 30, + He
0% + 03 + He -» 20, + 05 + He
e” + 0, + He - He + 03
0% + 0, + He » 0f + He
He,, + 0, » 0 + He + e~
He} + 0, » OF + 2He + e~
0, + 0+ He - O3 + He
Hef + 0, » 0F + 2He
0(*D) + He > 0 + He
0f+0"+M->0,+0+M
0 +0; +M—->20,+M

1.2 x 107147707
1.1 x 1072(T, /300) "
1.5 x 10716(T, /300)"°

6 x 1071%(T, /300)""
1x102°(T,/300)"°
2 x 10737(T, /300) *°
2 x 1077(T, /300) *°
2 x 1077(T, /300) *°
2 x 1077(T, /300) *°
2 x 10716(T, /300)™"
6.9 x 1071%(T, /300)"°
3 x 10716(T, /300)""
2.5 x 1071%(T, /300)*°
3 x 10716
3.3 x 10712(T,/300) "¢ (~5030/Ty)
4.8 x 10718¢(67/Tg)
1.6 x 10718¢(67/Tg)

2.56 x 10~17¢(67/Tg)
1.1 x 10716

7.33 x 107%(T, /300)"*
2.25 x 107137705
1x 10743
1x107%

1.5 x 10721

1x1072°(T,/300)"°
1.1 x 1072(T, /300) "
2 x 1077(T, /300) *°
2 x 1077(T, /300) *°
2 x 1077(T, /300) *°
2 x 1077(T, /300) *°
1x 1074
5.8 x 10743(T,/300) "
2.54 x 1071%(T, /300)"°
1x 10716(T, /300)"°
1.1 x 10746 (510/T)
1 x 10715(T, /300)"°
1x10710
2 x 1077(T, /300) *°
2 x 1077(T, /300) *°

O O O O O O O O 0O O O O O O OO0 OO0 0O 0O oo ob o o o o o o o o o o o o o o o

[82]
[81]
[82]
[82]
[82]
(81,86]
(81,86]
(81,86]
(81,86]
[82]
[82]
[82]
[82]
[86]
[86]
[176]
[176]
[176]
[82]
[82]
[86]
[81]
[81]
[106]
[82]
[81]
(81,86]
(81,86]
(81,86]
(81,86]
[84]
[177]
[82]
[178]
[84]
[178]
[82]
[15,86]
[15,86]
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115
116
117
118
119
120
121
122
123

124
125
126
127

128
129
130
131
132
133
134
135

136
137

138
139
140
141
142
143
144
145
146
147
148
149

0 +0"+N, > 05 +N,
0f4+03+N, >0,+0;+N,
0f+0" +N, >20,+0+N,

0f +05 +N, - 30, +N,
0f +03 +N, »20,+0;+N,
Nf+0 +0,->N,+0+0,
Nf+0 +N, >N, +0+N,
N +0; +0, >N, + 0, + 0,
Nf+0; +N, >N, +0,+N,

Nf+0,+e > 0,+N,

0 +N,+e” > 0,+N,

0,+N+N-0,+N,

0+0,+N,—>0;+N,
0+0+N,-0,+N,
0+0+N-0,+N
0;+N, > 0+0,+N,
0(*S)+N, >0 +N,
0(*D)+ N, > 0+N,

N} +0(D) - 0+N, +NJ

Ni+0, -0, +N, +NJ

Nf +0, >N, + 0%
Nf +0, - 2N, + 0%

0f +N, >0, +N, + 0%

0~ +0,+N, >N, +03;

e +0,+N, >N, +03;

e +0+N,—>N,+0"
03 +N,(A) e  +0,+N,
0; +N,(B) > e +0,+N,

0"+ N;(A) e +0+N,

0"+ N,(B)-e"+0+N,

N,(A) + 0, » 20 + N,

N;(A) + 0; = 0,(a) + N,

N,(A)+0 - 0(S)+N,

N,(B) + 0, » 20 + N,

N,(@) + 0, - 20 +N,
N,(C)+ 0, - 0+0(S) +N,

2 x 1077(T, /300) *°
1x107%7(T, /300) *°
1x107%7(T,/300) *°
1x107%7(T,/300) *°
1x107%7(T,/300) *°
2 x 1077(T, /300) *°
2 x 1077(T, /300) *°
2 x 10737(T, /300) *°
2 x 10737(T, /300) *°

6 x 1073(T,/T,) "

6 x 10739(T,/T,) "

3.9 x 10745

1.1 x 10™*¢exp(510/T,)
6.49 x 10™*7exp(1039/T,)

3.2 x 1075(T,/300) "
1.6 X 10~ *Sexp(—11400/T,)
5x 10723
1.8 x 10™*7exp(107/T,)
1x107°
2.5 x 10716
1.04 x 10715705
2.5 x 10716
1% 107%(T,/300) *“exp(—5400/T,)
1x107%2(T,/300) "
1.24 x 10743(T,/300) """
1x107%

2.1 %1071
2.5 x 10715
2.2 x 10715
1.9 x 10715
1.7 x 10718
7.5x 1071
2.3 %1077
1.1x 1071
2.8 x 1077
3x1071

O O O OO OO0 OO0 O 0O O O O 0O 0O 0O o0 o0 OO0 OO O oo o o o o o o o o o o o

[15,86]
[15,86]
[15,86]
[15,86]
[15,86]
[15,86]
[15,86]
[15,86]
[15,86]
[15]
[15]
[15]
[15]
[15]
[15]
[15]
[15]
[15]
[15]
[15]
[179]
[93]
[15]
[86]
[81]
[81]
[173]
[86]
[173]
[86]
[173]
[173]
[173]
[173]
[173]
[173]
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2 He,, represents He(23S) and He(2'S); Hejrepresents He, (a®Z{); N,(A) represents N,(A%Zf (v =0 —4)), N,(A’Sf (v =
5-9)) and N,(A’r} (v>9)); N,(B) represents N,(BIy), N,(W3A,)and N,(B32;); Ny(a) represents
N, (a'2y), N,(allly) and Ny (W'A,); N,(C) represents N,(C3M,), N,(E®L}) and N,(a'Z]); 0,(a) represents 0,(a'Ay);
0,(b) represents Oz(blZg); N, (v) are treated as Nz; 0, (V) represents the vibrational excited states of O,(v=1—4). M
represents the background gases helium atom, Nitrogen and Oxygen molecule. ® Rate coefficients have units of
s~!, m3s™", m®s™" for one, two and three body reactions respectively; T, has units eV; T, has units of K. o(¢) indicates the rate

coefficient as a function of the mean electron energy calculated from the solution of Boltzmann equation (see section 4.3: Input
parameters). The reference indicates the database of the cross section used.
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Appendix C: Rate coefficients for helium, nitrogen,
oxygen and water reactions.

Table C1: Rate coefficients for helium, nitrogen, oxygen and water reactions.

Threshold

No. Reaction equatich Rate constapit V) Ref
1 e” + He - e™ + He fe 0 [96]
2 e” +He —»e™ +Hep, f 19.82 [96]
3 e~ + He » 2e™ + He* f(e 24.58 [96]
4 e~ + He,, > 2e” + He* 2.254 x 107137701241 5=5.725/Te 4.78 [80]
5 e~ + He,, > e~ + He 2.9 x 10715 -19.82 [165,166]
6 e” + He; > e” + 2He 3.8x 10715 -17.9 [165]
7 2e” + Het - e™ + He, 6 x 10732 -4.78 [167]
8 2e” + Hef - He,, + He + e~ 2.8 x 10732 0 [165]
9 e~ + He + Hef — He,, + 2He 3.5x 1073 0 [165]
10 2e” + Hef - Hej; + e~ 1.2x 10733 0 [165]
11 e~ + He + Hed — He, + He 1.5 x 1073° 0 [165]
12 He,, + He,, — He} + e~ 2.03 x 10715(T, /300)"° -18.2 [168]
13 He,, + He,, — He* + He + e~ 8.7 x 10716(T, /300)"° -15.8 [168]
14 He* + 2He — Hej + He 1.4 x 10-3(T, /300)"* 0 [168]
15 He,, + 2He — He} + He 2 x 10746 0 [168]
16 He,, + He — He* + 2He + e~ 5 x 1071(T, /300)™° -13.5 [165]
17 He,, + He - He3 + He + e~ 2 x 10715(T, /300)™° -15.9 [165]
18 Hej + Hej — He* + 3He + e~ 3 x 10716(T, /300)™° -11.3 [165]
19 He; + Hej - Hej + 2He + e~ 1.2 x 10715(T,/300)"° -13.7 [165]
20 He} + He —» 2He + He 1.5%x 10721 0 [106,169]
21 e” + He + He* — He,, + He 7.4 x 107(T,/T,) " 0 [167]
22 e~ + Hef — He + He,, 712 x 1072(T,/T,) " 0 [106]
23 He,, + 2He — 3He 2 x 107%6 0 [106]
24 e~ + He} - Hed + 2e” 9.75 x 107167071 =34/Te 3.4 [168]

0.3,0.6, 0.9,
25 e"+N,—>e” +N,(v=1to10) f(® 12:,]'212?215,7 [97]
2.7

26 e +N, - e + N,(A) £ 6.2 [97]
27 e +N, - e +N,(A) fe 7 [97]
28 e”+N, > e +N,(B) f(e) 7.4 [97]

29 e"+N, - e +N,(B) fe) 7.4 [97]

30 e +N, - e +N,(A) fe 7.8 [97]

31 e”+N, > e +N,(B) f(e) 8.2 [97]

32 e+ N, »e +N,(a) f(e) 8.4 [97]

33 e"+N,-e +N,(a) fe) 8.6 [97]

34 e"+N,-e +N,(a) fe) 8.9 [97]

35 e”+N, e +N,(C) f(e) 11 [97]
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36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55

56

57
58
59
60
61
62

63

64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81

82

83
84

e”+N, > e +N,(C)
e"+N, - e +N,(0)
e” +N, > 2e” +NJ
e +N,—>e +N+N
e~ + Nf - 2N,
2e” +Nj - 2N, + e~
2e" +Ni-e +N,
e” +Ni - 2N
N,(A) + N,(a) » e~ + N}
N,(a) + Ny(a) » e~ + Nf
N,(B) + N, > N, + N, (A)
N,(C) + N, = N, + N, (a)
N,(a) = N, + hv (117 nm)
N,(A) - N, + hv (293 nm)
N,(B) = N,(A) + hv (1045 nm)
N,(C) - N,(B) + hv (336 nm)
He,, + N, » e~ + Nf + He
Hes + N, - e” + Nj + 2He
He* + N, - NJ + He
Hef + N, - NJ + 2He
N3 + He + N, » N} + He
He* + N, + He » NJ + 2He
He? + N, + He - N + 3He
He,, + N, + He » NJ + 2He + e~
He; + N, - 2He + N,
N3 + 2N, > Nf +N,
Ni + N, - NI + 2N,

e +0,-e +0,(v=1to4)

e +0,50+40"
e” +0,(b) >0+0"
e +0,(a) >0+0"
e +0,(v) > 0+0"
e” +0,>e +0;,(a)
e”+0,(a) »e” +0,
e +0,>e +0,(b)
e"+0-e +0(D)
e"+0-e +0(9)
e +0,—>e +20
e” +0,(b) >e” +0(*D)+0
e"+0,>e +0+0(D)
e"+0,-oe +0+ 009
e+ 0,(a) » 2~ + 0%
e”+0, > 2e +03
e +0;->e +0,+0
e~ +0f - 20
e +0+0,50" 40,
e"+0,+0,->0;+0,
e” + 03 +0, - 20,
2+ 03 »e 40,

f(e)
O]
f(©
1 % 10_14Teo'5€_16/Te
3x 10713
3.17 x 10742
3.17 x 10742
2.54 x 107127705
5x 107
2 x 10716
3x 10717
1x 10"
1 x 102
0.5
1.34 x 10°
2.45 x 107
5x 107
5x 107
1.2x 10715
1.1x 1071

8.9 x 107*%(T,/300)
1.1x 107
1.6 x 1074
3.3 x 1074
1.5%x 1072
5x107%
2.5%x 1072

f(&)

f(e)
f(e
f(e
f(e)
f(e)
f(e)
f(e)
f(e)
f(e)
f(e)
f(e)
f(e)
f(e)
f(e)
f(e)
5.88 x 10715
1.2 X 10714707
1x 10743

2.26 X 107(T, /300) """

2.49 x 10~41(T,) 15
7.18 x 1073%(T,) 5

-1.54

11.9

12.3

15.5
9.757

o
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[97]
[97]
[97]
[171]
[172]
(80]
[100]
[69]
(86]
(86]
[173]
[173]
[174]
[174]
[174]
[174]
(80]
(80]
[175]
[175]
[175]
[175]
[175]
[67]
[15]
[79]
[76]

[94]

[94]
(93]
(93]
[96]
[94]

[94]
[178]
[93]
[94]
[96]
[94]
[94]
[96]
[94]
[179]
[79]
[168]
[180]
[168]
(83]



85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102

103
104
105
106

107
108
109
110
111

112
113
114
115
116
117
118
119
120
121
122
123

124

0~ +0,+0,-03+0,
0; +0->0"+0,
0; +0; > 03 +0,

0 +03;+0,-0,+0;+0,
0f+0 +0,-20,+0+0,
0f +0; +0, » 30, + 0,
0f +03 +0, > 20,+ 05+ 0,
0+0 —»e 40,
0~ +0,(b)>e +0,+0
0™ +0,(a) e +04
03 +0-0; +0,

0 +0- 0% + 04
0f +0, -» 0% + 20,
o(*D)+0,->0,+0
0(*D)+ 0, - 0,(a)+ 0
0(*D) + 0, » 0,(b)+ 0
0(*S) + 0,(a) > 0+ 0,
0,(b) + 03 » 20, +0
e~ + 0% - 20,
e"+0+He—- 0" +He
e” +0; + He » O3 + He
Hej + 0, - 2He + O,
0,(v)+M-0,+M
0™ + 0, + He - O3 + He
07 + 03 + He -» 0, + 05 + He
0f +0 +He—-20,+0+He
0f + 03 + He - 30, + He
0F + 03 + He - 20, + 05 + He
e” + 0, + He » He + O3
03 + 0, + He » Of + He
He,, + 0, > 0f + He + e~

He + He,,, + 0, > 0% + 2He + e~

He} + 0, » OF + 2He + e~
0, + 0+ He — O3 + He
Hef + 0, » 0 + 2He
O(*D) + He —» O + He

0f+0"+M->0,+0+M
0f+0; +M-20,+M
0F+0 +N, > 0;+N,

03 +03 +N, > 0,+0;+N,

1.1 x 1072(T, /300) "
1.5 x 10718(T, /300)"*
6 x 10715(T, /300)""
2 x 10737(T,/300) *°
2 x 10737(T,/300) *°
2 x 10737(T, /300) *°
2 x 10737(T,/300) *°
2 x 1071%(T, /300) "
6.9 x 1071%(T, /300)"°
3 x 1071%(T, /300)""
2.5 x 1071%(T, /300)*°
3x10716
3.3 x 10712(T, /300) " e(~5030/Tg)
4.8 x 10718¢(67/Tg)
1.6 x 10718¢(67/Tg)

2.56 x 10~17¢(67/Tg)
1.1 x 10716

7.33 x 1071%(T, /300)"°
2.25 x 107137705
1x107%
1x107%

1.5 10721

1x1072°(T, /300)"°
1.1 x 107**(T,/300)
2 x 10737(T, /300) *°
2 x 10737(T, /300) *°
2 x 10737(T, /300) *°
2 x 10737(T, /300) *°
1x107%

5.8 x 10743(T,/300) "
2.54 x 1071%(T, /300)"°
1.6 X 10743
1 x 10718(T, /300)"°
1.1 x 10746¢(510/T)
1x 1075(T,/300)"°
1x107%°
2 x 10737(T, /300) *°
2 x 10737(T,/300) *°
2 x 10737(T, /300) *°
1x107%(T,/300) *°

1
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[78]
[79]
[79]
[78,83]
[78,83]
[78,83]
[78,83]
[79]
[79]
[79]
[79]
(83]
(83]
[174]
[174]
[174]
[79]
[79]
(83]
[78]
[78]
[103]
[79]
[78]
[78,83]
[78,83]
[78,83]
[78,83]
[81]
[175]
[79]
[181]
[176]
[81]
[176]
[79]
[11,83]
[11,83]
[11,83]
[11,83]
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125
126
127
128
129
130
131
132

133
134
135
136
137

138
139
140
141
142
143
144

145
146

147

148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169

0f+0 +N, >20,+0+N,
0f +0; + N, » 30, + N,
0f +03 +N, » 20, + 0; + N,
Nf+0 +0,->N,+0+0,
Ny+0 +N, >N, +0+N,
Ny +0; +0, >N, +0,+0,
Ny +0; +N, >N, +0,+N,
Ny+0,+e - 0,+N,
O +N,+e - 0,+N,
0,+N+N-0,+N,
0+0,+N,—>0;+N,
0+0+N-0,+N
0;+N, > 0+0,+N,
0(*S)+ N, > 0+N,
O(*D)+N, > 0+N,
N} +0(D) - 0+N, +NJ
Ni+0,-0,+N, +NJ
Nf +0, > N, +0F
Ni + 0, - 2N, + 0F
0f +N, - 0, + N, + 03
0™+ 0,+N, > N, + 03
e"+0,+ N, >N, +03
e"+0+N, >N, +0"
07 +N,(A) e +0,+N,
07 +N,(B) > e” + 0, +N,
0" +N,(A)»e +0+N,
0" +N,(B)»e +0+N,
N,(A) +0, » 20 + N,
N2(A) + 0, = 0,(a) + N,
N,(A)+0 - 0(S) +N,
N,(@) + 0, - 20+ N,
N,(C) + 0, > 0+ 0(*S) + N,
e" +H,0 - e +H,0
e" +H,0->O0H+H~
e" +H,0->H+ OH™
e" +H,0—>e” +H+ OH
e”+H,0 > e +H,+0(D)
e"+H, »>e” +2H
e +H,0 - e” +H+ OH(A)
e” + H,0 - 2e™ + H,0*
e +H-2e +H
e” +H, > 2e” +HJ

1x107%7(T,/300) *°
1x107%7(T,/300) *°
1x107%(T,/300) *°
2 x 107¥7(T, /300) *°
2 x 107¥7(T, /300) *°
2 x 1077(T, /300) **°
2 x 107¥7(T, /300) *°
6 x102°(T,/T,) "
6 x 102°(T,/T,) "
3.9 x 1074
1.1 x 10™*¢exp(510/T;)
6.49 X 10™*7exp(1039/T,)
3.2 x 1075(T,/300) "
1.6 X 10~ *Sexp(—11400/T,)
5x107%
1.8 x 10™*7exp(107/T,)
1x 107
2.5 x 10716

1.04 x 107157705
4 x 1071

1% 10711(T,/300)*“exp(~5400/T,)

1x 10742(T,/300) "

1.24 x 10743(T,/300) "
1x107%
2.1x 1071
2.5 x 10715
2.2x 1071
1.9 x 10715
1.7 x 10718
7.5 %107
2.3x 10777
1.1x 10716
2.8x 10717
3 x 10716
f(e)
f(e)
f(&)
f(e)
f(e)
f(&)
f(&)
f(e)
f(e)
f(&)
f(&)

12.61
13.6
154

[11,83]
[11,83]
[11,83]
[11,83]
[11,83]
[11,83]
[11,83]
[11]
[11]
[11]
[11]
[11]
[11]
[11]
[11]
[11]
[11]
[11]
[177]
[90]
[11]
[83]
[78]
[78]
[171]
(83]
[171]
(83]
[171]
[171]
[171]
[171]
[171]
[171]
[93]
[93]
[93]
[93]
[93]
[182]
[183]
[183]
[93]
[94]
[94]
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170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187

188

189
190
191
192
193
194
195
196
197
198
199

200
201
202

203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218

e +0OH—-e +0+H
e” + OH - 2e™ + OHY
e” +HO, »e”+0,+H
e” + H,0, » e + 20H
e +H,0, »e” +HO, +H
e” +OH + He - He + OH™
e” + 0, +H,0 - 03 +H,0
e +H,0, - H,0+ 0~
e” +H,0, - OH + OH™
e~ + H;03 - 2H,0+H
e +H,0f - H,0+0H+H
e” +H,0% > 3H,0+H
e~ + Hy0f —» 4H,0+H
e” + H;;0f > 5H,0+H
e~ + H;30f - 6H,0+H
e” + H;s0% -> 7H,0+ H
e~ + H;,0f > 8H,0+H
e~ + Hyo04 - 9H,0 + H
H” +He—->He+H+e™
H™ + 0, - HO, + e~
He* + H,0 » H* + OH + He
He* + H,0 -» OH* + H + He
He* + H,0 - H,0" + He
HeH* + H - H} + He
HeH* + H,0 - H;0* + He
Hef + H,0 —» HeH* + He + OH(A)
Hef + H,0 » OH* + H + 2He
Hef + H,0 - H* + OH + 2He
Hef + H,0 - HeH* + OH + He
He? + H,0 - Hi + O + 2He
03 + H,0 + N, - H,0% + N,
0% + H,0 + He - H,0% + He
0% + H,0 + 0, » H,0% + 0,
0f + H,0 + N, » H,03 + 0, + N,
H,0* + 0, -» 0% + H,0
H,0% + 0, - 0F + H,0
0f + H,0 - 0, + H,0%
N + H,0 - N, + H,0*
Ni + H,0 - 2N, + H,0*
H*+ 0, > H+0F
H* +H,0 - H + H,0*
H™ +H,0 - OH™ +H,
H} + He » HeH* + H
H} + 0, - 0% + H,
Hf + H,0 - H,0% + H,
Hf + H,0 - H;0* + H
0~ +H,0 - 0OH™ + OH
OH*+0- 0% +H
OH* + 0, » 0 + OH

2.08 X 107137, 076exp(—6.9/T,)
2 X 10716T178exp(—13.8/T,)
3.1x 10715
2.36 x 10715
3.1x 107"
3x 107
1.4 x 1074
1.57 x 1071677055
2.7 x 107167705
1.62 x 1071277015
9.6 x 107137,702
2.24 x 10~127,008
3.6 x 10712
4x 10712
4x 10712
4x 10712
4x 10712
4x 10712
8 x 10-18(T,/300)""
1.2x 10715
2.04 x 10716
2.86 x 10716
6.05 x 10717
9.1 x 10716
43 x 10716
1.3 x 10716
2.1x 107
2.1x 10716
2.1x 10716
2.1x 10716

2.6 x 107*(T, /300)""
2.6 x 107*(T, /300)""
2.6 X 107*(T, /300)""

1.5 x 107*(T, /300)"
3.3x1071°
2 x 107 *exp(—2300/T,)
1.7 x 10718
3x10715
24 x 10718
2x 10718
6.9 x 10715
3.8x 10718
13 x 10716
8x 10716
3.9x 10718
3.4 x 10718
1.4 x 10718
7.1x 1071°
3.8x 1071°

6.9
13.8

o
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[184]
[184]
[179]
[179]
[179]
[185]
[168]
[186]
[186]
[187]
[187]
[188]
[188]
[189]
[189]
[189]
[189]
[189]
[78]

[190]
[167]
[167]
[167]
[167]
[191]
[192]
[78]

[78]

[78]

[78]

[187]
[187]
[193]

[187]
[194]
[194]
[194]
[193]
[195]
[167]
[167]
[167]
[167]
[167]
[167]
[167]
[196]
[167]
[168]



219
220
221
222
223
224

225
226
227
228
229
230
231
232
233
234
235
236
237

238
239
240
241
242

243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259

OH* + H,0 - H,0* + OH
OH* + H,0 - H;0* + 0
H,0* + H,0 - H;0* + OH
H,0% + H,0 - H,0% + 0,

H,03 + H,0 - H;0* + OH + 0,
H,0% + H,0 - H;03 + OH
H;0*+ H,0+ M - H;0F + M
H;0F + H,0+ M - H,03 + M
H,0% + H,0 + M - H,0f + M
Hy,0f + M - H,0% + H,0+ M
HoOf + H,0+ M - H;0f + M
H;;0f + M - Hy0f + H,0+ M
H;;0f + H,0+ M - H{30f + M
H;30f + M - H{;0¢ + H,0+ M
H;30f + H,0 + M - H;s0F + M
H;s0% + M - H;30f + H,0+ M
H;s0% + H,0 + M - H,0f + M
H;;,0f + M - H;s0% + H,0+ M
H;,0¢ + H,0 + M -» H;x0 + M
Hs0¢ + M - H;0f + H,0+ M
0"+ H,0+M - H,0; + M
OH™ +H,0+M -» H;0; + M
H,0; + H,0 — H;0; + OH
H;0; + H,0+ M - H;05 + M
He*+OH + M - OH+ He + M
Hef +0"+M >0+ 2He+ M
He + OH™ + M - OH + 2He + M
Hef + H,0; + M - 2He+ 0+ H,0 + M
Hef + H;0; + M > 2He + OH + H,0+ M
Hef + H;03 + M — 2He + OH + 2H,0 + M
0% + OH™ - 0, + OH
0y +H,0; +M ->0,+0+H,0+M
03 +H;0; +M -0, +OH+H,0+ M
0% +H;03 + M - 0, + OH + 2H,0 + M
OH* + 0~ - HO,

OH* + 0; » OH + 0,

OH* + H,0; + M - 0+ OH + 2H,0+ M
OH* + H;03 + M —» 20H + 2H,0 + M
H,0"+0 "+ M ->0+H,0+M
H,0*+OH™ + M - OH+ H,0+ M
H,0" + H,0; + M - 0+ 2H,0+ M

1.5x 10715
1.3x 1071
1.85 x 107>
1x 10715
3x 107t
1.4 x 1071

3.2 x 1073(T, /300) "
7.4 x 107%°(T,/300) """
2.5 x 1073(T, /300) """

2 x 10T, %1exp(—8360/T,)
3.3 x 1074(T,/300) "

6.3 X 10%*T, **exp(—5750/T,)
4 10-1(T, /300) """
2.62 x 1027T; 53exp(—5000/T,)
4.5 x 10742(T,/300) "°
1.98 x 102°T, *¢exp(—5000/T,)
4.5 x 10742(T,/300)"°
1.98 x 102°T, *%exp(—5000/T,)
4.5 x 10742(T,/300)"°
1.98 x 102°T,; *¢exp(—5000/T,)
1.3 x 107%

2.5 %1074

1x 10717
3.5 x 10740

2 x 1077(T, /300) *°
2 x 107¥7(T, /300) *°
2 x 107¥7(T, /300) *°
2 x 107¥7(T, /300) *°
2 x 10737(T,/300) *°
2 x 10737(T, /300) *°
2 x 10713(T,/300) *°
2 x 10737(T, /300) *°
2 x 10737(T,/300) *°
2 x 10737(T, /300) *°
2 x 10713(T,/300) *°
2 x 10713(T,/300) *°
2 x 10737(T,/300) *°
2 x 10737(T, /300) *°
2 x 10737(T, /300) *°
2 x 10737(T, /300) *°
2 x 10737(T, /300) *°
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[197]
[198]
[168]
[187]
[196]
[187]
[195]
[195]
[195]
[195]
[195]
[195]
[195]
[195]
[195]
[195]
[195]
[195]
[195]
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[199]
[199]
[199]
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(14]
(14]
(14]
(14]
(14]
(14]
(14]
(14]
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(14]
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(14]
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260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281

282

283
284
285
286
287
288
289
290
291
292
293
294
295

296
297
298

299
300

H,0* + H;0; + M - OH + 2H,0 + M
H,0* + H;03 + M - OH + 3H,0 + M
H,0f+0"+M >H,0+0+0,+M
H,03 + 03 + M - H,0+ 20, + M
H,0% + H;03; + M > 3H,0+OH+ 0, + M
Ho0F + H,0; + M - 5H,0+ OH + M
HoOF + H;03 + M - 7H,0+ M
H;,0f + H,0; + M - OH + 6H,0 + M
H;;0¢ + H;0; + M - 8H,0 + M
H,30f + H,0; + M - OH + 7H,0 + M
H;30¢ + H;0; + M -» 9H,0 + M
H;s0% + H,0; + M - OH + 8H,0 + M
H;s0% + H;0; + M - 10H,0 + M
H;,0¢ + H,0; + M -» OH + 9H,0 + M
H;,0¢4 + H;03 + M - 11H,0 + M
H;504 + H,0; + M - OH + 10H,0 + M
H;0¢ + HsO53 + M - 12H,0 + M
Ho0Ff + 0~ + M - 4H,0+ OH + M
Ho0Ff +0; + M - 4H,0+ 0, +H+ M
H;;0¢{ +0"+M > 5H,0 +OH+ M
H;;0f+0;+M ->5H,0+0,+H+M
H;50f + 0" +M - 6H,0 + OH+ M
H,30f +0; + M - 6H,0+ 0, +H+ M
Hen, + H—> H* + He + e~
He,, + H, > Hf + He + e~
He,, + OH -» OH* + He + e~
Hep, + H,0 - H,0" + He + e~
He, + H,0 > H+ OH* + He + e~
He, + H,0 - OH + H* + He + e~
He,, + H,0 - OH + HeH" + e~
He,, + H,0, » He + OH* + OH + e~
He} + H, - Hf + 2He + e~
He} + OH —» OH* + 2He + e~
He} + H,0 - H,0" + 2He + e~
Hej + H,0 - 2He + H,0
He + OH(A) — He + OH
He + H + 0, —» He + HO,

He + H+ OH — He + H,0
H+0; - 0H+ 0,
H+ HO, - H, + 0,

H + HO, - 20H

1.1x 10715
2.9 %107
7.8 x 10716
6.6 X 10716
1.5 x 10716
2.6 x 10717
8.5x 10718
7.8 x 10716
2.2 x 10716
6 x 1071
6 x 1071
1.5%x 10721
1.5 x 1072°

2 x 1077(T, /300) *°
2 x 107¥7(T, /300) *°
2 x 1077(T, /300) *°
2 x 107¥7(T, /300) *°
2 x 107¥7(T, /300) *°
2 x 1077(T, /300) **°
2 x 107¥7(T, /300) *°
2 x 10737(T, /300) *°
2 x 10737(T,/300) *°
2 x 10737(T,/300) *°
2 x 10737(T, /300) *°
2 x 10737(T,/300) *°
2 x 10737(T, /300) *°
2 x 10737(T, /300) *°
2 x 10737(T, /300) *°
2 x 10737(T,/300) *°
2 x 10737(T,/300) *°
2 x 10737(T,/300) *°
2 x 10737(T,/300) *°
2 x 10737(T,/300) *°
2 x 10737(T,/300) *°
2 x 1077(T, /300) *°
2 x 107¥7(T, /300) *°

2 x 107%4(T, /300) **
1.56 x 107*3(T,/300)"°

2.71 x 107*7(T,/300)
1.1 X 107*8T5%exp(—346/T,)
2.35 x 107 *%exp(—373.7/T,)

0.75

O O O O O 0000000000000 O OO OO0 OO0 OO0 OO0 oo oo oo oo o o o o

(14]
(14]
(14]
[14]
[14]
[14]
[14]
[14]
[14]
[14]
[14]
[83,200]
[83,200]
[83,200]
[83,200]
[83,200]
[83,200]
[14]
[14]
(14]
(14]
(14]
(14]
[50]
[201]
[14]
[191]
[191]
[191]
[191]
[14]
[202]
(14]
[203]
[167]
[192]
[204]
[205]
[206]
[168]
[168]
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301 0O+O0H->H+0, 6 x 10717T, 018¢exp(—154/T,) 0 [168]
302 0+ HO, » OH + 0, 2.9 x 107"7exp(200/T,) 0 [168]
303 0(*D) + H,0, » H,0 + 0, 5.2x 10716 0 [168]
304 0(*D) + H,0 — 20H 1.62 x 10~ °exp(64.95/T,) 0 [206]
305 0(*D) + H,0 - 0 + H,0 1.2x 107 0 [174]
306 0,(b) + H,0 - 0,(a) + H,0 4.52 x 10™*®exp(89/T,) 0 [207]
307 20H - H,0+0 2.5 x 10721T} " *exp(—50/T,) 0 [206]
308 20H - H,0, 1.5 x 10717(T,/300) """’ 0 [204]
309 OH + HO, - 0, + H,0 4.38 x 10™*7exp(110.9/T,) 0 [168]
310 OH + H,0, — H,0 + HO, 4.53 x 10™*®exp(—288.9/T;) 0 [168]
311 OH(A) + H,0 — H,0 + OH 4.9 x 10715(T,/300)"° 0 [208]
312 OH(A) + H,0, - HO, + H,0 2.93 x 10716 0 [209]
313 OH(A) - OH + hv 1.25 x 106 0 [192]

Note: ®M represents the background gases helium atom, Nitrogen and Oxygen mdle®d¢e coefficients have units of
s~!,m3*s™", m®s™" for one, two and three body reactions respectivéllyhas units of eVT, has units of Kf(¢) indicates the rate
coefficient as a function of the mean electron energy calculated from the solution of Boltzmann equation. The reference indicates
database of the cross section ugt@ihe cross sections are calculated by detailed balancing.
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Appendix D: Rate coefficients for helium, nitrogen and

oxygen reactions.

Table D1: Rate coefficients for helium, nitrogen and oxygen reactions.

Reactio

Threshold

N No. Reaction equatich Rate constaft (eV) Ref
1 e" +He—-e” +He f(e,n) 0 [93]
2 e~ + He —» e + Hey, f(e,n) 19.82 [93]
3 e~ + He - 2e™ + He* f(g,n) 24.58 [93]
4 e~ + He,, > 2e” + He* 2.254 x 107137,7012415=5.725/T, 4.78 [77]
5 e~ + He,, > e~ + He 29x1071° -19.82 [16?’164
6 e~ + He? > e” + 2He 3.8x 1071 -17.9 [163]
7 2e” + He* — e~ + Heyy, 7.8 x 1075°(T, /T,)** -4.78 [165]
8 2e” + He} - He,, + He + e~ 2.8 x 10732 0 [163]
9 e~ + He + He} — He,, + 2He 3.5x 1073 0 [163]
10 2e” + He} > Hel + e 1.2 x 10733 0 [163]
11 e~ + He + He - HeD" + He 1.5 x 1073 0 [163]
12 He,, + He,, —» HeJ + e~ 2.03 x 10715(T, /300)0'5 -18.2 [166]
13 He,, + He,,, - He® + He + e~ 8.7 x 10716(T, /300)"* -15.8 [166]
14 He* + 2He — He} + He 1.4 x 10~4(T, /300) " *° 0 [166]
15 He,, + 2He > He}' + He 2x 1074 0 [166]
16 He,, + He - He* + 2He + e~ 5 x 1016(T, /300)"° -13.5 [163]
17 He,, + He]' » HeJ + He + e~ 2 x 10-15(Tg/300)°'5 -15.9 [163]
18 Hel® + He! - He't + 3He + e~ 3 x 10716(T, /300)"° -11.3 [163]
19 Hel' + Hel » Hej + 2He + e~ 1.2 x 10715(T,/300)™* -13.7 [163]
20 e~ + He™ - He,, 6.76 x 107197705 0 [168]
21 e” + He + He* — He,, + He 7.4x107¥(T,/T,) " 0 [165]
22 e™ + He} — He + He,y, 7.12 x 10724(T,/T,) " 0 [103]
23 e” + HeY - Hed + 2e” 9.75 x 107167271 e=34/Te 3.4 [166]
24 e"+N,—>e +N, f(e,n) 0 [94]

- - 0.3, 0.6,
25 e +N,—>e " +N,(v=1to4) f(e,n) 09 1.1 [94]
26 e”+ N, 5 e + N, (A3Sf (v=0-4)) f(g,n) 6.2 [94]
27 e”+ N, 5 e + N, (A%Sf (v=5-19)) f(g,n) 7 [94]
28 e” + N, - e + N,(B3I,) f(e,n) 7.4 [94]
29 e +N, »e” +N,(W34,) f(e,n) 7.4 [94]
30 e” + N, > e” + N, (A2 (v>9)) f(g,n) 7.8 [94]
31 e~ + N, > e” + N,(B3Zp) f(e,n) 8.2 [94]
32 e” + N, - e + Ny(alZy) f(e,n) 8.4 [94]
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33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52

53

54
55
56
57
58
59
60
61

62

63
64

65
66
67
68
69

70
71
72
73
74
75

e+ N, - e +N,(a'lly)
e +N, - e +N,(WiA))
e~ + N, - e” + N,(C3I,)
e+ N, - e + N, (E3%])
e”+ Ny »e” +N,(a'%))

e” +N, > 2e” + NJ

e” +Nj - 2N,
2e” +Nf - 2N, +e”
2e+NJ »e” +N,
e~ +Nj - 2N

He,, + N, - e~ + NJ + He
Hel* + N, » e~ + NJ + 2He

He* + N, - NJ + He

Hej + N, - N + 2He
N7 + He + N, - N7 + He
N7 + N, + N, > Ni +N,
He* + N, + He » N + 2He
Hef + N, + He » NI + 3He

He,, + N, + He » NJ + 2He + e~

e”+0,->e” +0,

e +0,-2e +0,(v=1to4)
e +0,-0+0"
e"+0,—->¢e +0,(a)
e”+0,>e +0,(b)
e"+0,—>e" +20
e"+0,2>e +0+0(D)
e"+0,>e  +0+0(S)
e~ +0, > 2e” +0;

e” +03 - 20
e +0,+0,-0;+0,
e” +03% + 0, - 20,
2e"+03 e +0,
0f+0"+0,-20,+0+0,
0f +03 + 0, - 30, + 0,
0f + 0, - 03 + 20,

e” + 05 - 20,
0f + 0~ + He -» 20, + 0 + He
0% + 03 + He - 30, + He
e” +0,+He » He+ 03
0% + 0, + He - 07 + He
He,, + 0, > 0 + He + e~
He + He,, + 0, » 0 + 2He + e~
Hel' + 0, » 0F + 2He + e~

flem)
f(em)
flem)
f(em)
flem)
fen)
3x 10713
3.17 x 1072
3.17 x 10742
2.36 x 10714(T,)~05
5x107Y
5x107Y
6.5 x 10716
1.1x 10715
8.9 x 107*%(T,/300)
5x10°%
1.1x 1074
1.6 x 107%
3.3 x 1072

fem)
fem)
f(en)
f(en)
f(en)
f(en)
f(em)
f(em)

f(emn)
1.2 x 107147,707

2.26 X 107*(T, /300) "
2.49 x 10741(T,)~ 1>
7.18 x 1073%(T,)~*>

2 x 107%7(T,/300) *°
2 x 10737(T, /300) *°
3.3 x 10712(T,, /300) " e(~5030/Ty)
2.25 x 107131,705
2 x 10737(T, /300) *°
2 x 10737(T, /300) *°
1x 10743
5.8 x 10743(T,/300) "
2.54 x 10718(T,/300)"°
1.6 x 1074
1x 10716(T,/300)"°

1.54

8.6
8.9
11

11.9
12.3
15.5

0

cNeoNeololeolololololoNeNe

0

0.19, 0.38,

0.6,0.8

0

0.977
1.627

6
8.4

9.97
121

0

O OO OO O OO0 O O oo o
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[94]
[94]
[94]
[94]
[94]
[94]
[170]
[77]
[97]
[97]
[77]
[77]
[173]
[173]
[173]
[83]
[173]
[173]
[64]
[94]
[94]
[94]
[94]
[94]
[94]
[94]
[94]
[94]
[79]
[180]
[168]
[83]
[78,83]
[78,83]
[83]
[83]
[78,83]
[78,83]
[81]
[175]
[79]
[181]
[176]



76 Hef + 0, - 0% + 2He 1x 10715(T, /300)*° 0 [176]
77 0; +0"+M->0,+0+M 2 x 10_37(Tg/300)_2'5 0 [11,83]
78 03 + 07 +M - 20, + M 2 x 10737(T, /300) *° 0 [11,83]
79 03 +0"+M-0;+M 2 x 10737(T, /300) *° 0 [11,83]
80 0f +0” +N; > 20, + 0 +N, 1x107%7(T, /300) 0 [11,83]
81 0 + 07 +N; - 30, +N; 1x107%7(T, /300) 0 [11,83]
82 N7 +0"+M->N, +0+M 2 x 10737(T,/300)*° 0 [11,83]
83 N +07 +M->N;+0; +M 2 x 10-37(7"9/300)‘2'5 0 [11,83]
84 N3 +0,+e” -0, +N, 6 x 1073°(T,/T,)"° 0 [11]
85 03 +Ny+e” >0, +N, 6 x 1073°(T,/T,)"° 0 [11]
86 Ni+0; >0, +N; + N3 2.5 x 10716 0 [11]
87 Nj 4+ 0, > N, + 03 1.04 x 107157705 0 [177]
88 Ni + 0, = 2N, + 03 2.5x 10716 0 [90]
83 07 +Nz > 02 +N;+03 1% 10711(T,/300) *“exp(~5400/T,) 0 [11]
90 e"4+0,+N, >N, +0; 1.24 x 10743(T, /300)‘0'5 0 [78]
91 e” + He - e™ + He(3s3S) f(e,n) 22.719 [94]
92 He(3s3S) —» He(2p3P) + hv (706 nm) 1.547 0 [145]
93 03 +0;+0;, >0, +0; 2.4 x 10732(T, /300) " 0 [83]

) He,,, represents H@6>S) and HeRs'S); Hel representsie, (a®%); 0,(a) represent®,(a'A;) and are treated as;0
0,(b) represents)z(blzlér ) and are treated as; N, (v) represents the vibrational excited stateN.gfv = 1 — 4) and are
treated as N N,(AZ! (v=0-14)), N,(AS} (v=5-9)), N,(AZf (v>9)), No(B3M), N,(W34,), No(B3ED),

Ny (a'Zy), Np(allly), No(W'A,), N(C3M,), No(E3EF), Ny(alZy) are treated asNO,(v) represents the vibrational
excited states dd, (v = 1 — 4) and are treated as;® (D) and0(1S) are treated as O. M represents the background gas
helium atom, nitrogen and oxygen molecti®ate coefficients have units ©f*, m3s~1, m®s~1 for one, two and three body
reactions respectivelyT, = 2/3¢ has units eVT, has units of Kf(e, n) indicates the rate coefficient as a function of the

mean electron energy and air mole fraction calculated from the solution of Boltzmann equation. The reference indica
database of the cross section used.
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Appendix E: Supplementary simulation results for the
plasma jet
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Figure E1: Simulation results of the electron prodution rate for the He plasma jet at z=0.1 mm and time -152 ns (i.e.
streamer head location at z=-0.75 mm, same time snapshot as Figure 54a).
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Figure E2: Simulation results of the spatio-temporal evolution of the total ionization rate for He plasma jet without
considering the Penning reactions in the kinetic scheme.
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Figure E3: Simulation results of the electron prodution rate for the He plasma jet (a) at z=1 mm and time 0 ns (i.e.
streamer head location at z=0 mm, same time snapshot as Figure 54c), (b) at z=1.85 and time 121 ns (i.e. streamer head
location at z=1 mm, same time snapshot as Figure 54e). The dotted grey lines are a visual aid to highlight the peak shift

between the two curves.
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Figure E4: Simulation results of the spatio-temporakvolution of the total ionization rate for He plasma jet where the seec
is set to zero.
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Figure E5: Simulation results of the electron prodution rate for the He+O2 (1000ppm) plasma jet at z=0.1 mm and time -
181 ns (i.e. plasma bullet location z= -0.75 mm, same time snapshot as Figure 60a).
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Figure E6: Simulation results of the electron production rate for the He+@(1000 ppm) plasma jet (a) at z=1 mm and
time 0 ns (i.e. the plasma bullet location just about the exit of the tube, same time snapshot as Figure 60c), (b) at z=1.85
and time 163 ns (i.e. plasma bullet location z= 1 mm, same time snapshot as Figure 60e).
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z (mm)

Figure E7: Simulation results of the spatio-temporal evolution of the total ionization rate for He+&(1000 ppm) plasma
jet without considering the Penning reactions in the kinetic scheme.
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Figure E8: Simulation results of the spatio-temporakvolution of the total ionization rate for He+Q (1000 ppm) plasma
jet where the seec is set to zero.
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