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Abstract

Increasing complexity and speed with billions of transistors on a single integrated circuit
has let to circuits with incredible capabilities. Circuit advances in a rigorous evolving envi-
ronment have let manufacturing testing into new test challenges. This thesis studies delay
testing, that is detecting the circuit’s timing violations and ensuring it’s temporal correctness.

Specifically, this dissertation investigates the identification and test generation of single
and multiple Path Delay Faults (PDFs) for enhanced fully scanned digital circuits as well
as circuits with no scan capabilities. A crucial problem for the PDF model is the derivation
of compact test sets. The PDF identification and test generation for various PDF classifi-
cations is investigated. The newly proposed test generation algorithms, utilize variants of
special data structures known as Binary Decision Diagrams (BDDs) in a way that explicit
enumeration of the PDFs is avoided. Paths and PDFs, are processed in an implicit and non-
enumerative manner, which facilitates their usage in terms of dealing with a large number
of circuit paths in reasonable time. For the single PDF case, experimental results on the
enhanced full-scanned benchmarks, demonstrate clearly the practicality of the method in
terms of test compactness for the critical PDF set. Furthermore, for the multiple PDF set,
experimental results indicate that only a small number of critical multiple faults, compared
to the number of single critical faults, needs and suffices to be examined. Therefore, only
a small number of additional test patterns is needed to guarantee a circuit’s timing specifi-
cations. For circuits with no scan capabilities such as microprocessors, experiments show
that the methodology adopted allows reducing the test generation time, by concentrating on
suitably classified structurally coherent fault lists and avoiding computation intensive gate
level simulations.

Finally, an efficient way of identifying the pairwise physical paths correlation between
the paths in a set is proposed. Beyond PDF testing, this metric has important implications in
various design automation problems, such as timing analysis, test generation and diagnosis.

When considering the complexity and tight timing constraints of modern circuits, this corre-
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lation affects both the design process and the testing approaches followed in manufacturing.



Iepiinyn

H ovénuévn moivmiokdtnto 610 oxedtocud, kabmg emiong kot ot VYNAEG TaydTNTESG
Aertovpyiog TOV  GOYYPOVOV  KUKA®UATOV, TO OToio, TEPLEYOVV  JICEKOTOUULPLO
Nuoymyovg (transistors) oe éva eviaio OAOKANPOUEVO KOKA®UO, £(OVV OONYNGEL GTNV
TOPOY®YN KUKAOUATOV pe omiotevteg wkavotntes. H paydaio avty mpdodoc tmv
KUKAOUATOV, péco o€ éva avotnpadg eEeAloodpuevo meptPdAlov, €xet odnynocet 1
Jtdtkacion EAEYYOV LETA TNV TOPAYMYY| TOVG G€ VEES mpokAnoels. To avtikeipevo avtng
™G OTpIPg €xel WG oTOYXO TN UEAETN TOL €AEYYOL NG OopONG Aettovpyiog YPOVIGHLOV
KUKAOUATOV, GUYKEKPILEVO TNV OVIXVELOT ¥POVIK®OV TAPUPACEDV GE KUKADUOTA HETA
TNV TAPOUYDYT TOVGS, £TGL MOTE VO SCPUALETOL 1) YPOVIKT TOVS aKpiPeLa.

YuyKekpléva, avtn 1 datpiPn depevva Tov eVIOmIoUO (AvayvdpLlon) Kot TNV Topaymyn
SLVUOUATOV EAEYYOV, TOGO YO HOVA, OCO KOl Yo TOAAOTAG GOAALATO YPOVIKOV
kabvotepnoewv oe povomdtio (Path Delay Faults - PDFs), ywo xvkiopoto wAnpng
obpmong oAld Kot Yo KoKAGOMaTo Yopi duvatdmta cdpwonc. 'Eva mpdpfinpa {otikng
onuaciog ywo to PDF povtého, mov peietdtor ot dwrpiPn ovtr, elvar n mopoymyn
CUUTOY®V  OLVUCUATOV EAEYYOL O YNOLOKG KUKADUOTO 7OAD UEYAANG KAIUOKOG
oroxkAnpwong (VLSI). H avayvdpion Hovoratidv Kot 1) Topayyn SlvOoUATOV EAEYYOV
Y. ovtd, dtepguvdrtar yioo ddeopeg tagvouncelg tov PDF poviéhov. Ot adyopiBpot yuo
™MV Topay®myn OlVUCUAT®OV €AEYYOL TOL TPOTeivoviol o€ ovthHY TNV Oatpipn,
YPNOUOTOOVV  TTAPOALOYEG €EEIOIKEVUEVOV SOU®Y OEOOUEVMVY, YVMOOTEC MG OLOOIKA
dwaypappozo amoedcemv (Binary Decision Diagrams - BDDS), ue tétoto 1pdémo  kotd tov
omoio m oamevbeiog oamapiBunon (explicit enumeration) tov OSwedpwv PDFs va
amopevyetat. Ta vnd eétaon povomdtia, kow PDFS, diepguvinkav pe queco tpomo,
YOPIg amapOUIGELS, KATL TOV SIELVKOAVVEL TN YPNON TOVS OGOV APOPE TNV OVTILETMTION
peydiov apiuov PDFS oe éva kukAwopa, péco oe Aoyikd ypovikd miaicwo. o tnv
nepintwon tov povav PDFS, to mepopotikd omoteAécpota mov mapdnkoav  omd
KUKA®UOTO TANPNG GAP®ONG, EMOEKVOOLY TNV TPAKTIKOTNTA TG HeBOdOV OcoV apopd
TNV TUKVOTNTO TOV SOVUGUATOV EAEYYOL Yol TO cUVOAO TV Kpiciuwv PDFS. EmnAéwv,
v v mepintoon twv moAlamAwv PDFS, 1o amoteAéopata delyvouv Ot povo évog
HUiKpOg apBpdg moAlandav kpiociuwv PDFS, og ovykpion pe tov apfuod tov povov PDFs,

ypewletar ko emopkel  vo e€etaotel. Qg ek TOVTOL, HOVO €vag HKPOS aplBudg
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eMIPOGOET®V SOVOCUATOV EAEYYOVL YPEBLETOL VIO VO OLUCPAAIGTOVV Ol XPOVIKEG EVOG
KuKA®patog. o KokAdpata yopic SuvaTOTNTEG GAPOONG, OTMG Ol UIKPOENEEEPYUCTES, TO.
nepdpata detyvouv 0Tt 1 pebodoroyia mov viobeteiton emTpémel T peimon Tov ¥POVoL
TOPOYOYNS TOV OUVUGUATOV EAEYXOV, LE TNV EMKEVIPOON O KOTAAANAQ TASIVOUNIEVES
OOUIKE OUVEKTIKEG MOTEC OCEQOAUATOV KOlL TNV OTOPLYN VITOAOYIGHOD  EVIOTIKAOV
TPOCOUOIDCEMV GE EMMEIO TOANG.

Téhog, mpotelvetal £vog AmOTEAECUATIKOG TPOTOG OVOYVAPLIONG KOl EVPECNG GLGYETIONG
HETOED TOV QUOIKAOV HOVOTATI®OV ova (gVvyog, o€ €vo ohvoro povomatiov. [Tépav g
EQOUPUOYNG TOV GTO TPOPANUOTA avaryvdpilong Kot eA&yyov yio PDFS, avtd 10 pétpo €xet
ONUOVTIKEG EMMTMOCELS GE SLAPOPA TPOPANUATO CLTOUATOTOINONG GYESUGHOD, OTMG O
aKpIPng Kabopiopog g HEYIOTNS KABLGTEPTONG, AVIXVELOT KOl SIIYVOGCT COUAUATOV GE
ynoeoka kokAopota. EEetdlovtag tnv TOALTAOKOTNTA KOl TOLG GTEVOVG YPOVIKOUG
TEPLOPICUOVS TOV GUYYPOVAOV KUKAOUATOV, 1 OCLGYETION OVTH ennpedlel 1060 TNV
dwdwocion oyedtoopod 0co kol TG ueBodoroyieg €Aéyyov mov akoAovBovvtor Tng

TOPUYOYTG.
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Chapter 1

Introduction

In this Chapter the thesis motivation and prior work is presented followed by the thesis

statement, its major contributions and organization.

1.1 Motivation and Prior Work

Increasing complexity and speed (device size, power domains, high-speed pins, probe cards,
interface boards) of modern digital circuits conduce in violations of the performance speci-
fications, inducing the circuit’s quality echelon. With billions of transistors on an integrated
circuit, the nanometer era, and the integration technology advances have let to circuits hav-
ing incredible capabilities [120]. The trend is to put as many components of a system in an
integrated circuit by taking advantage of the large integration potentials, since manufactur-
ing yield is getting smaller. In the 2011 edition of the International Technology Roadmap for
Semiconductors (ITRS) [120], is reported that despite all the effort in reducing the test cost,
test cost is becoming an increasing concern for the test community. A survey was contacted
in ITRS 2011, asking what is the community’s biggest concern and 40% of the respondents
have said that their biggest concern is the cost of test, compared to 30% from the ITRS 2009.
Furthermore, in the question if the cost of test is expected to become their biggest concern,
85% responded positively. Thus, test cost is proved to be of increasing concern. Moore’s
law [36] should be maintained by having high quality test procedures and at the same time
the testing cost should be kept low. Vertically Stacked die with Through Silicon Vias (TSV),
called 3D/TSV, has set new challenges to the test community that concerns testing multiple
interconnected devices which will include multiple vendors and technologies. With TSVs

being as small as 2 um? per connection and using 3D interconnects, different dies can be



stacked together vertically. Thus a test engineer must be concern of not only for individual
die testing but also for the partial/entire die stack. The ITRS 2011 reveals that all of the
above imply great testing challenges and methodologies in a rigorous evolving environment.

Technology scaling imposes tight timing constraints that should be accommodated, with-
out affecting the quality of the integrated circuit. This thesis concentrates on delay testing.
Detecting timing defects and assuring the circuit’s specifications is the primary objective of
delay testing. Delay testing has been a hot research topic for more than two decades now.
Increasing design speed, advances in VLSI technology and strict timing requirements of
modern digital circuits is an increasing driving force that leads delay testing in another era
beyond testing small delay defects [1,33,63,94,116] and faults caused by statistical process
variations [5,65]. Extensive research to the delay testing problem resulted in the introduction
of several new testing methodologies/schemes and delay fault models.

Five major delay fault models exist: line, gate, transition, path and segment delay fault
models [16]. The first three delay fault models represent delay defects lumped at gate while
path and segment delay fault models represent defects that are lumped at a gate or distributed
along the examined path or segment. The Path Delay Fault (PDF) model [57, 88, 106] ad-
dresses tests for paths. A path can be defined as a sequence of connected gates from the
primary inputs to the primary outputs. This delay fault model concerns the cumulative de-
lay that may occur along the path. This implies that small delay defects may be detected
through this model since it models distributed delay faults. Thus, the main advantage of
the PDF model is that it is the most accurate delay fault model. The main drawback of the
PDF model is that it is much more complex than the other three models mentioned. For
every physical paths of a circuit there exist two PDFs, namely the rising or slow to rise
(R,1) and the falling or slow to fall (F,]) PDFs. The number of considered faults can be
exponential with respect the lines of the examined circuit, even when restring to the criti-
cal set, [85], [102], [114], [37], [27], [70], thus the test size increases which implies longer
test application time. Furthermore, test generation and fault simulation are computationally
expensive compared to the transition, gate or line delay fault model. A single PDF can be
classified as robustly testable, non-robustly testable and functionally sensitizable. All the
PDFs that do not meet the sensitization criteria mentioned are categorized as functionally
unsensitizable or as redundant faults.

Primitive PDFs have appeared in [51,52,56, 64,105, 113]. It has been proven that the
primitive PDF set is fault-free if and only if the circuit examined is strongly delay-verifiable.

This immediately implies that if the primitive PDF set is identified and tested, then this
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would guarantee the circuits performance. Identifying the primitive PDF set is a complex
and difficult task since it deals with multiple PDFs and the number of multiple PDFs is
exponential with the lines of the examined circuit in the worst case.

The testing methodology used relies on the circuit type examined, combinational or se-
quential. Delay testing for combinational circuits or for the enhanced full-scanned sequential
circuit versions, [31], involves the application of a test vector pair at the circuits primary in-
puts, V.= {v,v,}. This is a necessary step for creating and propagating transitions in the
circuit under investigation. The first vector, vy, initializes the circuit under test to the desired
values while the second vector, v,, propagates the desired transition to the primary outputs
of the circuit. The values observed at the primary outputs are then compared to the already
known output values of a faulty-free circuit. Any arbitrary vector pairs can be applied since
the two vectors vy and v, are uncorrelated. Chapter 3 and Chapter 4 consider the enhanced
full-scanned circuit version.

When considering sequential circuits, with limited scan capability, or even in the absence
of scan capability, delay testing becomes harder. According the Huffman model [73], a
sequential’s circuit operation can break into time frames. Each time frame represents the
combinational logic of the circuit and the application of the vector pair involves values not
only for the primary inputs, but for the state lines also (current and next state lines). A number
of testing strategies for sequential circuits with scan capabilities exist such as enhanced scan,
Launch On Capture (LOC- [97], [2]) and Launch On Shift (LOS - [98]). For the LOS delay
test application, also known as skewed-load delay test, vector v is arbitrary while vector v, is
derived by a 1-bit shift of v. For the LOC test application methodology also called broadside
or double capture or even functional transition method, v; is an arbitrary vector while vector
vy 1s derived from vy through the circuit function. Circuits with no scan capability, such as the
microprocessor circuits in Chapter 5. If a microprocessor design is tested using its functional
vectors, i.e., using instruction sequences [58], [18], [59], the input signals to the embedded
block of the processor are derived by their functionality. Evolutionary algorithms [28], have
been successfully exploited for the automatic generation of program sets for verification, test
[29], and diagnosis [95] for processors described at different levels of abstraction. Depending
on the testing methodology used, especially for sequential circuits, area, test application time
and fault coverage vary.

Binary Decision Diagrams (BDDs), have been used long time now for the represen-
tation of choice [3, 60]. The work of Bryant [14], which focuses on boolean functions

and the Boole-Shannons expansion, reveals the advantages of BDDs with their two main



properties.Zero-suppressed BDDs (ZBDDs) are BDD variants where the absence of a vari-
able implies a zero value for that variable and not a don’t care value as in a BDD would.
BDDs have been proposed for test generation under the stack-at fault model, [103]. As
the number of stack-at faults in a circuit is linear to the number of lines in the circuit, thus
structural techniques with a test per fault approach tend to behave better than BDD-based
approaches in terms of time and memory. This dissertation exploits the PDF fault model
where the number of faults considered are exponential with respect to the number of lines
of the circuit in the worst case. Thus, a test per fault approach is not acceptable. A tool that
can capture in an efficient and compact manner this huge fault space utilizes ZBDDs [84].
Hence, this thesis takes advantage of such a tool and incorporates it appropriately with BDDs
in order to identify and test PDFs in an efficient manner, avoiding PDF enumeration at any

stage.

1.2 Thesis Organization and Major Contributions

This thesis concentrates on delay testing and examines permanent errors caused by manufac-
turing defects. The thesis investigates the complete identification and efficient test generation
of single and multiple Path Delay Faults (PDFs) for enhanced fully-scanned digital circuits
as well as circuits without any scan capabilities. The PDF identification, for both the sin-
gle and multiple case, is addressed in an implicit (non-enumerative) manner. Moreover, the
generation of test sets that can test a large number of PDFs in reasonable time is examined.
Furthermore, this thesis proposes an efficient way to identify the pairwise physical paths
correlation between paths in a set. This metric has important implications in various design
automation problems, such as timing analysis, test generation and diagnosis. The results
presented in Chapter 3 are derived from the work appearing in papers [25], [24], [26]. The
results of Chapter 4 appeared in paper [23] while a journal version is currently under sub-
mission. The results of Chapter 5 have appeared in [8] and [22], while the results of Chapter
6 appeared in paper [81] while a journal version is currently under submission.

Chapter 2 of the thesis gives basic notation and preliminaries. The first main problem
addressed in this work, Chapter 3, considers the PDF classification of [21], where faults can
be tested robustly, non-robustly, or with functional sensitization. The proposed framework
includes function-based formulations, with appropriate representations and test generation
algorithms. In particular, it investigates the use of Zero-Suppressed Binary Decision Dia-

grams (ZBDDs) [77] in compact and efficient PDF test generation, concentrating on critical
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PDFs. In order to derive a compact test set, tests with high test efficiency must be generated.
Test Efficiency (TE) is defined here as the number of new PDFs detected by a test. For each
sensitization type, a Boolean function is formulated whose solution is the set of all targeted
sensitizable PDFs along with their corresponding set of sensitization cubes (PDF tests). The
function produced is represented by a ZBDD-based canonical data structure. Both, circuit
paths and PDF tests are captured in a non-enumerative fashion.

The first challenge is to show how the tests and the corresponding sensitized PDFs can
be mapped by a single Boolean function and represented appropriately and efficiently. For
completeness and clarity, it is first shown how such a function can be constructed for all the
PDFs in a circuit, not just the critical ones. In this case, the problem of exact identification
of sensitizable PDFs (also, that of unsensitizable PDFs) is solved non-enumeratively. This
is a major problem in PDF ATPG, as demonstrated in [21, 38, 62,72, 85, 101, 109], among
many others. Consequently, it is shown how the proposed data structure can be constructed
for any subset of PDFs, such as the potentially critical PDFs. In this case, the proposed
PDF-sensitization function is restricted such that only sensitizable PDFs from a targeted set
of PDFs are included.

The motivation is to investigate how the generated data structure, containing all the tar-
geted sensitizable PDFs and their corresponding tests, can be efficiently manipulated to de-
rive a compact test set. A challenging task here involves exploiting the properties of the
structure to generate a test with high TE, a compact test, without enumerating any of the
paths or tests represented by the structure. A major contribution of this work involves deriv-
ing a test with maximal 7E in linear time to the size of the data structure, using appropriate
graph traversals. Additional tests with high TE are derived by removing already detected
PDFs from the data structure and repeating the method to derive another test with maximal
TE. Thus, each generated test guarantees to detect a large number of PDFs that have not been
already detected. The experimental results clearly demonstrate the practicality of the method
and its superiority over existing methods in terms of high test efficiency for critical PDFs.

The main contributions of this work are given below:

* all (critical) singly sensitizable PDFs of a circuit are incorporated in a newly proposed

specialized variant of BDDs called ISOP/ZBDD, in an implicit and compact manner,

* function formulations are given for three sensitization types namely robust, non-robust

and functionally sensitization,
* find a methodology (.7 -Graph generation) for deriving a test with maximal Test Ef-
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ficiency(TE), in linear time to the size of the data structure, using appropriate graph

traversals is proposed,

* additional tests with high TE are derived by removing already detected PDFs from the

data structure and repeating the methodology proposed,

 experimental results clearly demonstrate the practicality of the method and its superi-

ority over existing methods in terms of high test efficiency for critical PDFs.

Chapter 4 considers the problem of finding the testable critical primitive PDF set in
combinational or enhanced fully-scanned sequential circuits. Even though the problem
of identifying testable critical PDF's has been extensively addressed in the literature, see
[25,64-66, 85, 114] among many others, none of these methods considers primitive PDF's
explicitly. This work is the first to define and identify critical primitive PDF's, integrating
both aspects of criticality and primitivity in a common framework. A major challenge in
such a problem is the large number of paths needed to be considered in order to identify
primitive faults, even when the problem is restricted to a small number of critical faults. It
is important to note that the work here is independent from the critical PDF selection phase;
any critical PDF set selection algorithm and delay model can be applied to derive the set of
single critical PDF's which is used as input to our methodology.

The proposed methodology utilizes function-based formulations with appropriate data
structures (Zero-Suppressed Binary Decision Diagrams - ZBDDs) for implicit and compact
representation of paths such that the targeted set of faults is identified in a non-enumerative
manner (no path, path-segment, or fault is ever enumerated). ZBDDs have been previously
proposed for the simpler version of this problem for traditional (critical) PDF's [25,85] how-
ever, none of these methods can be trivially extended to primitive faults since the standard
ZBDD operators they utilize cannot handle multiple faults. This work presents new oper-
ators, polynomial to the size of the ZBDD, for efficient and non-enumerative manipulation
of multiple faults which are necessary for identifying all critical primitive faults. The major

contributions of this work are:

* testable critical primitive PDF's are defined,

* the targeted faults are identified efficiently, avoiding enumeration of faults or paths

which can be prohibitive for large circuits,

 any delay model for identifying the potentially testable critical (single) PDF set can

be considered,



* the generated data structure that represents the targeted faults also contains test genera-
tion data (all tests per identified testable fault) and, hence, the proposed method can be
easily incorporated in a very efficient test generation framework, since the necessary
tests are already generated (test generation is not the main focus of this work, however,

some indicative test generation results are reported),

* the reported experimental results show that only a small number of multiple primitive
PDF's is testable (when compared to the set of single primitive PDF's), implying that
a small number of additional tests suffices to guarantee the circuit’s timing correctness

under the multiple fault criterion.

Chapter 5, exploits the usage of PDFs when considering sequential circuits with no scan
capability. Specifically, this Chapter presents an innovative approach for the generation of
functional programs to test path delay faults within microprocessors. The proposed method
takes advantage of both the gate- and RTlevel description of the processor. The former is
used to build Binary Decision Diagrams for deriving fault excitation conditions; the lat-
ter is exploited for the automatic generation of test programs able to excite and propagate
fault effects, based on an evolutionary algorithm and fast RTL simulation. Experimental
results show that this methodology allows reducing the test generation time, by concentrat-
ing on suitably classified structurally coherent fault lists and avoiding computation-intensive
gate-level simulations. The employed evolutionary algorithm takes advantage of the intro-
duced BDD-based fitness evaluation functions for directing the test programs generation
flow towards optimal solutions. The obtained coverage results are comparable to man-
ual/deterministic approaches in literature. The major contributions of the third main problem

addressed in this thesis are given below:

* build BDDs for deriving fault excitation conditions and compute a fitness value based

on the gate(logic) level description of the microprocessor core,
* drop un-testable faults using the BDD-based fitness evaluation function,

* use of a newly introduced BDD-based fitness evaluation function for better (faster)

directing the test programs generation flow towards a solution

 experimental results show that this methodology allows reducing the test generation
time, by concentrating on suitably classified structurally coherent fault lists and avoid-

ing computation-intensive gate-level simulations.
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Chapter 6 exploits an efficient way of identifying the pairwise correlation between the
paths of a given set, for example the physical paths of a digital circuit. The correlation
between the physical paths of a digital circuit has important implications in various design
automation problems, such as timing analysis, test generation and diagnosis. When consid-
ering the complexity and tight timing constraints of modern circuits, this correlation affects
both the design process and the testing approaches followed in manufacturing. In this work
the diversity of a set of paths (or path segments) is quantified, let these be critical I/O paths,
error propagation paths for various fault models, or paths traced for diagnostic purposes.
Circuit paths are encoded using Zero-Suppressed Binary Decision Diagrams (ZBDDs). The
proposed method consists of a sequence of standard ZBDD operations to provide a measure
of the overlap of the paths under consideration, that is, a comprehensive statistical charac-
terization for a given path set. The main contribution of the presented method is that path
or path segment enumeration is entirely avoided and, hence, a large number of paths can
be considered in practical time. The proposed ZBDD method has a polynomial, to the size
of the diagram, complexity. The effectiveness of the proposed measure can be seen though
experimentation using two different approaches. The first one shows how the proposed tech-
nique identifies similarities among various I/O critical path sets and can distinguish their
characteristics based on just two measure values per test. The second one uses the proposed
methodology to compare the propagation paths between multiple-detect and n-detect test sets
in relation to their corresponding defect coverage. The main contributions in this Chapter

are listed below:

* a new methodology based on standard ZBDD operations that gives a comprehensive
statistical characterization for a given path set of polynomial complexity and avoids

enumeration and, hence, a large number of paths can be considered in practical time,

* the effectiveness of the methodology is demonstrated via two different experimenta-

tions:

— the first one shows how the proposed technique identifies similarities among var-
ious I/O critical path sets and can distinguish their characteristics based on just

two measure values per test,

— the second one uses the proposed methodology to compare the propagation paths
between multiple-detect and n-detect test sets in relation to their corresponding

defect coverage.



Chapter 7 summarizes this thesis and discusses future research directions.



Chapter 2

Preliminaries

In this Chapter necessary background is provided. First, a summary of delay testing and fault
models is given. Then a general introduction on decision diagrams is presented and in the

last section of this chapter the different test application methodologies are described.

2.1 Delay Testing and Fault Models

The primary objective of delay testing is to assure the circuit’s specifications by detecting
timing defects. Strict timing requirements are being imposed by the advances in the modern
digital circuits speed, complexity and size. Delay testing for combinational circuits, involves
the application of a test vector pair at the circuits primary inputs, V = {v|, v}, to first create
and then propagate transitions at the circuit’s primary outputs, where the values are compared
with the responses of a non-faulty circuit. If the circuit under test is a sequential circuit then
according to the Huffman model [73], a sequential’s circuit operation can break into time
frames, where each time frame corresponds to the combinational logic of the circuit. Several
testing strategies for sequential circuits exist namely enhanced scan, standard scan, at speed
and slow-fast-slow. Area, test application time and fault coverage vary depending on the
testing methodology used.

As mentioned in the introduction, five major delay fault models are considered namely
line,gate,transition,path and segment delay fault models. The first three delay fault models
represent delay defects lumped at gate while path and segment delay fault models represent
defects that are lumped at a gate or distributed along the examined path. It is assumed that
there exists a nominal delay for each gate for a transition to reach it’s output pin, from the

gates input pins, and a nominal delay interconnect delay for the transition to move from an
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output pin to an input pin [16].

The transition delay fault model [20] assumes that the delay defect of the gate examined,
slow to rise or slow to fall, is large enough so that all the transitions from the specific gate
will be delayed. This implies that small or distributed delay defects along a circuit’s path
may not be captured. Nowadays, small delay defects [1,33,63,94, 116], become a big issue
since moving to nanometer designs there exist more small delay defects than large delay
defects. Moreover smaller cycle times imply more sensitivity to small delay defects. On the
other hand this model is practical since its fault list and coverage metric are similar to the
stuck-at-fault model. It can also detect defects missed by the stuck-at-fault model like opens,
shorts and coupling defects. The main difference of the gate delay fault model [44,93] with
the transition delay fault model is that it takes timing into account. It is assumed that all long
paths going through the defective gate might affect the performance. The gate delay fault
model does not assume that a large delay on a gate will defenetly affect the performance of
the circuit. It takes into account the propagation path through the defective gate. In order for
a test for the gate delay fault model to be able to detect a defect, a threshold for determining
the smallest delay fault size has to be specified. The limitations of the gate delay fault model
1s similar to the limitations of the transition delay fault model. The line delay fault model [67]
is a variation of the gate delay fault model that assumes that a fault occurring at a specific
line, propagates through the longest sensitizable path that includes that line. Thus the line
delay fault model may detect faults distributed along certain paths. The main advantage of
these three delay fault models is that they have a linear number of faults with respect to the
number of gates in the circuit.

The Path Delay Fault (PDF) model [57, 88, 106], addresses tests for paths. A path can
be defined as a sequence of connected gates from the primary inputs to the primary out-
puts. This delay fault model concerns the cumulative delay that may occur along the path.
This implies that small delay defects may be detected through this model since it models
distributed delays on circuit’s paths. Thus the main advantage of the PDF model, is that it
is the most accurate delay fault model [16]. The disadvantages of the PDF model is that it
is much more complex than the other three models mentioned. The number of considered
faults can be exponential thus the test size increases which implies longer test application
time. Furthermore, test generation and fault simulation is computationally more expensive
compared to the transition, gate or line delay fault model. Another disadvantage of the PDF
model is that there exist a lot of path delay faults that are redundant, PDF faults that do not

affect the circuits performance. The segment delay fault model [39,40] is a variation of the
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PDF model along with the transition fault model. It breaks the path into segments. If the
path breaks to the number of the gates of the path is the same as the transition fault model
and if the path starts at a primary input and ends on a primary output is the same as the path
delay fault model. Thus the test size maybe linear to exponential and the test generation
process depends on the segments length. Moreover, if we consider an untestable path, a part
of it maybe testable. Based on this observation, a lot of research has been carried out that
determines the segment length value.

For every physical paths of a circuit there exist two Path Delay Faults (PDFs), namely
the rising or slow to rise (R,T) and the falling or slow to fall (¥,]) PDFs. A PDF can be
classified as robustly testable, non-robustly testable and functionally sensitizable. All the
PDFs that do not meet the sensitization criteria mentioned are categorized as functionally
unsensitizable or as redundant faults. A lot of research work has been done in identifying
untestable PDFs, that do not affect the circuits performance and thus they do not need to be
tested [38], [21], [62], [101]. It has been proven that a lot of redundant faults can be identified
through logic implications. In order to detect a PDF fault, a rising or falling transition, must
be propagated along the path under consideration. A gate along that path is called an on-
input gate while all the other are called site-input gates. Similarly a multiple input gate that
is also an on-input gate, has a single on-input fan-in and all the others are called site-input
or off-input fan-ins. Furthermore a controlling value (cv) for a gate is defined to be the value
that determines the output of the gate. For example, the value O(1) for the AND(OR) gate is
a controlling value while 1(0) is a non-controlling value (ncv). Moreover, X denotes a "don’t
care” value. The different sensitization conditions/criteria are described below.

A PDF is robustly testable [61, 106] if it guarantees to detect the delay fault on the
targeted path independent of all other delays in the circuit. If we have a transition on the path
examined cv — ncv, all the site inputs on a gate that belongs to the examined path will have
to be either steady at the ncv of the gate, or finally to take a ncv or even to have the same
transition as the on-input. If the transition is from a ncv to a cv, ncv — cv, then all the site
input should settle to a non-controlling value. All the conditions just described, for the AND
and OR logic gates, can be seen in Fig. 2.1(a).

The set of non-robustly testable PDFs [61] is a superset of the robustly testable PDFs.
Non-robust PDFs are obtained by relaxing the sensitization conditions at the off-input fan-
ins of the gates along the PDF examined. In the non-robustly testable set of PDFs conditions
are reposed so that even in the ncv — cv case the only requirement is that the side inputs

in the second vector are settled to their ncv, on vector vo. The sensitization conditions for
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Figure 2.1: PDF Test Conditions for the Robust, Non-Robust and Functionally Testable.

the non-robust sensitization case can be seen in Fig. 2.1(b). The sensitization conditions
are identical with the static sensitization conditions of [7], justifying the name statically
sensitizable PDFs. This implies that if we can obtain the delays of the circuit, we can have
better non-robust tests (there exist a large number of non-robust tests for a PDF) if we could
make sure that the transitions on the site-inputs of the PDF examined have less eventuality
to mask the on-input transitions. A non-robust test is guaranteed to be valid if no other path
has a delay fault.

Functionally sensitizable PDFs [51,52] include both robustly and non-robustly testable
PDFs as a superset. The sensitization conditions for the functionally sensitizable conditions
can be seen in Fig. 2.1(c). Examining the cv — ncv case on the on-input fan-in of a gate
along the PDF examined, the requirement is that the site inputs final settle to their ncv. The
ncv — cv allows the site-inputs not only to settle to the finally ncv but also to settle to their cv
with hazards. Take for example an OR gate. The second case, ncv — cv, is to have a rising
transition on the on-input fan-in. Thus not only X — ncv (ncv = 0 for the OR gate), a final
logic value of O is allowed, but it is also allowed to have a final logic 1 value with hazards.
This means that the site inputs can have any value except the staple at cv, in our example
this implies that the off input on the OR gate can not be S0, stable at 0. This expressed with
Uy = Xop—Sey, UO = X0— SO for the AND gate and U1 = X1 — S1 for the OR gate. This
observation implies that the functionally sensitizable PDF set includes PDFs that have to be
multiply tested. In the case of the robustly and non-robustly testable PDFs the considered

PDF set includes only singly testable delay faults. Indirectly this suggests that functionally
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sensitizable PDF set is a much more bigger set.

As we have previously mentioned, the functionally unsensitizable or redundant PDFs
[21, 34, 108] are the ones that do not affect the circuits performance and thus they do not
needed to be tested. This set includes PDFs that their on-input transitions are always masked
by the site input transitions either by settling to the stable at c¢v on the site input or finally
settling at the controlling value (if the transition is from cv — ncv). If this PDF set is iden-
tified and removed, it becomes easier to deal with the rest of the PDFs since the number
of the PDFs is in the worst case exponential. Furthermore, the need for lowering the PDF
number considered has directed researchers in finding a smaller PDF set to consider in order
to guarantee the circuits performance, the primitive PDF set.

Primitive PDFs have appear for example, in [51,52,56,64, 105, 113]. It has been proved
that the primitive PDF set is faulty free if and only if the circuit examined is strongly delay-
verifiable. This immediately implied that if we could identify and test the primitive PDF set
we could guarantee the circuits performance. Identifying the primitive PDF set is a complex
task as we shall see later in Chapter 4.

Fig. 2.2 categorizes the set of all PDFs. The set of PDFs can be partitioned into two
disjoin subsets, the PDFs that can be sensitized under specific sensitization conditions and the
PDFs that can not be sensitized. The later subset is exactly the functionally un-sensitizable
PDFs. The first subset of PDFs can be further categorized based on the sensitization type of
the faults. Again two possible sensitization type groups can be identified, namely the group
that can be statically sensitized and the the group that can not be statically sensitized. In

the first group the singly sensitized PDFs is identified with two possible single sensitization
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types, namely the robustly sensitizable and the non-robustly sensitizable PDFs. Based on the
PDF classification of [21] the set of non-robustly sensitized PDFs include the set of robustly
testable PDFs. The group that can not be statically sensitized is exactly the set of functionally
sensitizable PDFs.

The primitive PDF set includes PDFs from the functionally sensitizable PDFs and the
statically sensitized PDFs. The primitive PDF set can be partitioned into two big sub-groups,
namely the singly sensitized PDF group denoted by SPDF and the multiply sensitized group
MPDF . The primitive SPDF set is exactly the singly non-robustly sensitized PDF set. The

MPDF is a fraction of the functionally sensitizable PDF set.

2.2 Decision Diagrams

Binary Decision Diagrams (BDDs) have been used for the representation of choice [3, 60].
The work of Bryant [14], which focuses on boolean functions and the Boole-Shannons ex-
pansion, reveals the advantages of BDDs with their rwo remarkable properties, that have
influenced the world of festing, equivalence checking, circuit optimization and many more.
The first property is about the remarkable power that BDDs have in effectively representing
very large combinatorial sets. The second property refers to the canonicity of the BDDs. Un-
der certain conditions BDDs are a canonical representation of functions. A form is canonical
if and only if the representation of a function in that form is unique. For example 2 cir-
cuits are equivalent if their corresponding BDDs are identical. This immediately implies that
equivalence checking is easy.

A BDD is a single rooted Directed Acyclic Graph (DAG) with 2 different node types. The
first node type called terminal nodes has 2 elements, namely terminal node 1 and terminal
node 0. All the other nodes, internal nodes, have 2 outgoing edges (out-degree of each node
is 2). The first outgoing edge namely the T (THEN or 1) edge and the E (ELSE or 0) edge.
A route or path in the BDD that ends up on terminal 1 is a solution of the function that
the BDD represents. An ordered BDD implies that all paths starting from the root node to
the terminal nodes appear in the same order. A reduced BDD implies that all redundant
nodes have been removed, nodes that their 1 and 0 edges end up on the same node, and that
isomorphic subgraphs have been identified and merged. This implies that absence of a node
(variable) in the BDD entails a don’t care value of that variable.

Some important properties of BDDs are discussed below. The number of internal nodes

of a BDD can be exponential in the worst case. Moreover the complexity of the logical
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AND and OR operations of two BDDs is polynomial in terms of the size of the operants.
Complementation, satisfiability and tautology can be solved in constant time. On the other
hand BDDs sizes rely on the variable ordering used. Finding a good variable ordering is hard
and has also been a critical research issue. Two BDDs that represent the same function with
different variable ordering may differ in the size of the produced BDD, in terms of number of
nodes used. Moreover a bad ordered BDD produces a difficult to read and understand DAG
in contrast with a good ordered BDD. Furthermore, in some cases the Sum Of Products
(SOP)/Product Of Sums (POS) function representation form, are more compact and more
close in the final circuit implementation.

Other decision diagrams have been proposed by simply applying different reduction
rules. Zero-suppressed BDDs (ZBDDs) is a BDD variant where absence of a variable implies
a zero value for that variable and not a ”don’t care” value as the BDD would. Thus in cases
where you deal with functions that have a lot of zero values this decision diagram performs
best due to the applied reduction rule. ZBDDs efficiently represent problems expressed in
set theory and they perform better in the cover representation problem. Moreover in sparse
sets, where a lot of elements have a zero value, ZBDDs represent these sets more compactly

than BDDs.

2.2.1 ZBDD Representing the PDFs of a Circuit

Applications for the representation of sparse combinatorial sets with ZBDDs have been used
in [84], to efficiently and compactly represent the path delay faults of a given circuit, even
for path-intensive circuits. ZBDDs can also store Boolean functions by introducing some
additional variables but without increasing the number of paths in the ZBDD [77]. Namely,
two variables are introduced for each variable in the function, and an appropriate encoding
protocol is activated so that when both variables are suppressed, the original variable is a
don’t care. A ZBDD where such pairs of variables are used for each original variable is a
ZBDD-based representation of an Ir-redundant Sum-of-Products (ISOPs) [77,79,96]. Some
necessary definitions and an example of how PDFs can be represented using ZBDDs follow.

Path variables are defined, which encode the PDFs. Let &2 define the set of path vari-
ables, PI the set of primary inputs, and L the set of circuit lines other than primary inputs.
There is one path variable per line in L, and two path variables per line in PI to represent the
rising and falling transitions on the primary inputs. Hence | #?| = |L| +2 x |PI|. Consider the

circuit in Fig. 2.3 which has 7 internal lines {d, e, f,g,h,i, j} and 3 primary inputs {a,b,c}.
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Figure 2.3: Example circuit C;

There are 13 path variables denoted by & = {aR,aF,bR,bF,cR,cF,d e, f,g h,i, j}, where
iR (iF) is the rising (falling) transition variable for primary input i. A PDF is encoded by a
combination over the variables of &7. For example, the rising PDF on patha—d —e — g —
i — jis represented by aR-d -e- g-i- j. Missing path variables assume a O value. The ZBDD
representation of all the PDFs for the circuit C; in Fig. 2.3, is shown in Fig. 2.4. The variable
ordering follows the topological order of the lines in the circuit. There are exactly 10 paths

from the root node aR to the terminal-1 node, one for each PDF in the circuit.

2.3 Delay Test Application Methodologies

The testing methodology used relies on the circuit type examined, combinational or sequen-
tial. Regarding test generation addressing path-delay faults, several techniques exist for en-
hanced full-scan circuits, based on either structural ATPG tools [32], [112] or function based
tools using Binary Decision Diagrams (BDDs) [10], [74], [13] and Boolean-SAT [19], [117]
implementations. Delay testing for combinational circuits or for the enhanced full-scanned
sequential circuit versions [31], involves the application of a test vector pair at the circuits
primary inputs, V = {v,v,}. This is a necessary step for creating and propagating transi-
tions in the circuit under investigation. The first vector, vy, initializes the circuit under test
to the desired values while the second vector, v,, propagates the desired transition to the pri-
mary outputs of the circuit. The values observed at the primary outputs are then compared
to the already known output values of a faulty-free circuit. Any arbitrary vector pairs can
be applied since the two vectors v; and v, are uncorrelated. Hence for sequential circuit’s
v1 and v, do not need to be functional vectors. Fig. 2.5 shows the application of the vector
pair to the circuit. An extra hold latch is used per each scan flip-flop. The first pattern can

be scanned in and applied to the functional logic and the second pattern can then be scanned

17



Figure 2.4: ZBDD with all PDFs of circuit C; of Fig. 2.3.
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Figure 2.5: Enhanced-Scan delay test application to sequential circuit (Adopted from [16])

in, while the first pattern is still being applied to the functional logic. The second pattern can
then be applied to the functional logic.

Two main approaches are distinguished in the case where sequential circuits have limited
scan capability namely Launch On Capture (LOC- [97], [2]) and Launch On Shift (LOS -
[98]). For the LOS delay test application, also known as skewed-load delay test (launch-on-
last-shift), vector vy is arbitrary while vector v, is derived by a 1-bit shift of v{. The first
pattern, vy, is scanned in and the second pattern, vy, is obtained from v, with the application
of a single scan clock cycle. Thus v, vector is restricted since it must be a shifted version
of vy. If the scan path architecture is based on flip-flops, the scan shift is significantly lower
speed compared to the system clock. The scan enable signal should be able to switch values
very quickly and as soon as V; is at the flip-flop outputs, the response of the circuit must
be captured within a time equal to the system clock cycle time. The LOS waveform can
be seen in Fig. 2.6. For the LOC test application methodology also called broadside or
double capture or even functional transition method, v is an arbitrary vector while vector v,
is derived from v; through the circuit function. The first pattern, vy, is scanned through the
scan path. Pattern v, is then loaded from the functional logic outputs. Any arbitrary v; can
be used but v; is restricted based on the functional logic. The waveform of LOC can be seen
in Fig. 2.7.

Circuits such as a microprocessor (used in Chapter 5) can not have the luxury of scan
capability because this would imply a huge overhead. Delay fault testing in circuits with

no scan capabilities require more than two vectors and two methodologies can be applied
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Figure 2.7: Launch On Capture Test methodology

[12], [68]. The basic idea is that the second vector v, should be justified by v; through the
combinational function while v; will be generated by a set of vectors starting at some initial
state (justification sequence). The state should be propagated at some primary outputs if
the path destination is a flip flop. A functional test is a test that can be applied at speed,
at the normal circuit operation. A path is functionally testable if there exist a functional
test for that path. Software-based test generation tries to produce such test sequences, i.e;
instruction sequences in the case of a microprocessor. Some work on software-based test
generation has been done exploiting deterministic techniques [104], [59], [35], [58], [18]. If
a microprocessor design is tested using it’s functional vectors, i.e using instruction sequences
[58], [18], [59] the input signals to the embedded block of the processor are derived by their
functionality. Testing a microprocessor requires that a test program should be made to ensure
that in a consecutive pair of clock cycles the excitement conditions of the targeted path delay

fault is met and that the delay effects are propagated to the processor’s output ports.
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Chapter 3

Z.BDDs for Implicit and Compact Path
Delay Fault Test Generation

3.1 Introduction

The Path Delay Fault (PDF) model is one of the most popular models used for delay testing,
since it is the most accurate model that can detect both lumped and distributed delay defects.
For practical reasons, PDF testing usually considers functionally sensitizable PDFs [10],
[11], [21], [38], [48], [62], [72], [74], [85], [90], [91], [99], [101], [102], [109], [114], [115]
even though it has been shown in [105], that a subset of the multiple PDFs, called the prim-
itive PDFs, needs and suffices to be tested. Furthermore, due to the large number of faults,
which is exponential to the circuit size in the worst case, often only the critical paths are
considered [85], [102], [114]. A critical path is one with large delay. Traditionally, the delay
of a path has been calculated based on discrete-valued models, such as the fixed and bounded
delay models. More recently, statistical models are also proposed for the selection of criti-
cal paths [114]. Even when the problem is restricted to critical PDF testing, its complexity

remains prohibitive, mainly because:

1. the number of critical PDFs to be considered can still be very large and

2. often, only a small number of the critical PDFs are sensitizable.

For the above two reasons, the problem of deriving compact test sets for critical PDFs
in an implicit manner is crucial, especially for path intensive circuits. The test generation

problem remains a critical and a hot research topic for more that three decades now [92], [89].

21



This work considers the PDF classification of [21], and gives function-based formula-
tions with appropriate representations and test generation algorithms, using ZBDDs [78], in
a non-enumerative, compact and efficient PDF test generation. Test Efficiency (TE) is defined
here as the number of new (critical) PDF's detected by a test. For completeness and clarity,
it is first shown how such a function can be constructed for all the PDFs in a circuit, not
just the critical ones. In this case, the problem of exact identification of sensitizable PDFs
(also, that of unsensitizable PDFs) is solved non-enumeratively. This is a major problem in
PDF ATPG, as demonstrated in [21], [38], [62], [72], [85], [101], [109], among many others.
Consequently, it is shown how the proposed data structure can be constructed for any subset
of PDFs, such as the potentially critical PDFs. In this case, the proposed PDF-sensitization
function is restricted such that only sensitizable PDFs from a targeted set of PDFs are in-
cluded.

The motivation is to investigate how the generated data structure, containing all the tar-
geted sensitizable PDFs and their corresponding tests, can be efficiently manipulated to de-
rive a compact test set. A challenging task here involves exploiting the properties of the
structure to generate a test with high TE, without enumerating any of the paths or tests rep-
resented by the structure. A major contribution of this work involves deriving a test with
maximal 7E in linear time to the size of the data structure, using appropriate graph traver-
sals. Additional tests with high TE are derived by removing already detected PDFs from
the data structure and repeating the method to derive another test with maximal TE. Thus,
each generated test guarantees to detect a large number of PDFs that have not been already
detected.

The recently proposed function-based method of [85] stores all sensitizable PDFs in a
circuit using ZBDDs, but functions are maintained only for each sensitizable segment of the
PDFs, as BDDs [13] (a segment is defined between any consecutive fan-out stems). This
method examines pairs of path segments that are on common unsensitizable paths, similarly
to the structural techniques of [38], [62] and [101] I which identify either such pairs of
segments or lines. The advantage of [85] over these structural techniques is on the repre-
sentation of the PDFs (or segments), such that it gains in computation time. However, the
test efficiency of this method is very low, almost a test per fault, since the data structures it

uses cannot assist in compact test pattern generation. Low test efficiency also exists with the

I'These methods estimated a lower bound on the number of unsensitizable PDFs, which can be used to indi-
cate the completion of the ATPG process more accurately, however, they do not provide any specific guidance

to the ATPG on path or test selection.
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structural method of [109], which identifies testable and untestable PDFs using an implica-
tion graph to generate test sets with very high fault coverage.

Methods that explicitly target the generation of compact test sets for PDFs have been
proposed in [115], [11], [47], [90], [99]. The test compaction procedures of [11], [47], [90],
use the concept of primary and secondary target faults. Once a test is found for a primary
fault, it is expanded to detect one or more secondary faults. The level of compaction in these
techniques depends greatly on the selection order of the primary and secondary faults. [99]
finds maximal sets of potentially compatible faults. Even though they may not target all
faults explicitly, the above methods remain enumerative since they are based on the principle
of first targeting a single fault and then attempting to find one or more faults that can be
tested mutually with the original fault. The methods of [115] and [47], which focus on
critical paths, report considerably higher test efficiencies that the other enumerative methods,
however, they both remain restrictive due to their path enumerative nature.

Non-enumerative ATPG methods, such as [48], [74], [91], were proposed to overcome
the problem of path enumeration. [48], [91] are structural-based methods relying on graph
theoretic arguments. Still, each of their generated test detects a very small number of
PDFs. The recent function-based (BDD-based) non-enumerative tool of [74] outperforms
both [48], [91] in terms of TE. Although this method offers scalability (TE does not drop
much as coverage increases), it is not complete since it may not be able to achieve 100%
coverage since it generates a test that sensitizes a number of PDFs simultaneously, however,
the PDFs detected may not always be new. Furthermore, [74] cannot handle unsensitiz-
able paths implicitly (i.e., cannot avoid targeting such paths). More importantly, none of
the existing non-enumerative methods can handle critical PDF test generation in an absolute
non-enumerative manner.

The rest of the chapter is organized as follows. Section 4.2 gives necessary background
and notation. Section 3.3 shows the proposed function formulation along with its represen-
tation can be derived, under each of the considered sensitization types. Section 3.4 extends
the framework to consider only a subset of the PDFs, such as the potentially critical PDFs.
The compact ATPG process is discussed in Section 3.5. Section 3.6 reports and discusses

the obtained experimental results and Section 3.7 concludes the chapter.
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] Expression H Description

1(S,v) Complement v for all combinations in set S
SuUQ Set union
SNQ Set intersection
S\Q Set difference
3(S,v) Existentially abstract variable v from set S
N Number of combinations in set S
C (S,v) Subset of set S such that v =1

Table 3.1: Standard ZBDD Operators used

3.2 Preliminaries and Notation

Finding sensitizable PDFs requires considering the sensitization conditions at the path off-
inputs, which can be derived by examining the functionality of the circuit’s lines. Thus,
sensitization conditions can be represented using functions, referred to as fest functions. The
work in [10], has shown BDD-based test functions per single PDF and [74] derived BDD-
based test functions for sets of PDFs. A test function contains all tests that detect one (or
a set) of PDFs. However, it does not contain any information on which PDF(s) is detected.
Here, the goal is to find the sensitizable PDFs along with their tests and store them compactly
in a common structure. The PDFs are represented using ZBDDs, for efficiency and compact-
ness, as demonstrated in [84]. To incorporated the tests in the same data structure with the
PDFs, we generate ZBDD-based ISOPs to represent the sensitization conditions (instead
of BDDs, as in [74] and [10]. The resulting common structure is called an ISOPs/ZBDD
because of the interpretation as far as variable appearances are concerned. Some variables
participate in pairs and thus are interpreted according to the ZBDD-based ISOPs encoding
whereas the remaining variables are interpreted as usual. Each node in this structure obeys
standard ZBDD decomposition and reduction rules. Table 3.1 lists all the standard ZBDD
operations used by the proposed methodology.

Next, we present basic notation used in this chapter and some more details on ZBDD
representations of PDFs and derivation of ZBDD-based ISOPs from standard BDDs.

The proposed function is expressed over two sets of variables, the fest variables which
encode the test cubes and the path variables which encode the PDFs. Let & define the set of
path variables, PI the set of primary inputs, and L the set of circuit lines other than primary
inputs. There is one path variable per line in L, and two path variables per line in PI to
represent the rising and falling transitions on the primary inputs. Hence | £?| = |L|+2 x |PI|.

The reader id refereed to read Chapter 2, where a detailed example that demonstrates the
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encoding used is presented.

@ f,() =alad = a. (b) f1() = b1b0 = b.

0 1 1 0

© fl()=cleo=c. (d) f; () =ala0+b1b0 =a+b.

Figure 3.1: Line functionalities using ISOP-based ZBDDs.

Let 7! C 7 be the set of test variables corresponding to vector v!, i.e., {i(l),i{} €
T, Vi € PI Similarly we define 72 C .7 for vector v2. f/(F!) and f?(7?) are the
functions realized at a circuit line / expressed with respect to variables in .77! and .72, re-
spectively. These functions are derived by generating the appropriate BDD per line and then
using the procedure of [77] to derive their ZBDD-based ISOPs representation. Fig. 3.1 shows
the line functionalities using ISOPs-based ZBDDs for various lines of circuit C; of Fig. 2.3,
with respect to variables in .7 ! for the first vector v!. For clarity, the variable notation used in
Fig. 3.1 is a bit simplified from the one presented in the previous paragraph. Thus, al(b1,c1)
is actually a} (b],cl) and a0(b0) is aj(b}), i.e., the superscript 1 is implied in these figures
(all the figures in this chapter follow this labelling, unless otherwise stated). Observe the
ISOPs-based ZBDD of Fig. 3.1. Variable al appears in its normal form and the missing
variable a0 is implied to appear in a complemented form. Thus, f!(.7!) =al =ala0 =a
(where a is the original variable in the BDD). A function flz(f 2), for some line [, is identical
to fl1 (.71) when every variable in .77 is substituted by its corresponding variable in .7 1. Tt
is necessary to define different line functions (and hence, input variables) over the two time

frames of (v!,1?), since an input can assume different values over the two time frames of a
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delay test.

We also define stability functions S9(.7) and S} (7) per line /, to contain all solutions
of (v1 , vz) that bring a stable-at-0 and stable-at-1 value at /, respectively. Stability functions
were introduced in [10] for single-input change tests (also used in [74]) and later generalized
in [54] for multi-input change tests. The later method is used to derive multi-input stability

functions for all circuit lines in BDD format which are then converted to ZBDD-based ISOPs.

3.3 ISOP/ZBDD Graph for Sensitizable PDFs

This Section discusses the desired function formulation, using a polynomial number, to the
circuit size, of standard ZBDD operations. Both circuit paths and PDF tests are captured
implicitly (no path or segment or test enumeration is performed), which gives a strictly non-
enumerative solution to the problem of exact identification of (un)sensitizable PDFs. The
focus of this Section is on path sensitization, how to capture the various sensitization con-
ditions [21] in a single function, along with the sensitized paths. Given correct sensitization
conditions, restricting appropriately to only critical paths is consequently considered in Sec-
tion 3.4.

Assume a circuit line / with set of immediate predecessor lines denoted by FI(I). Func-
tions GR(7 U 2) and Gf (7 U 2) denote the desired sensitization functions at some line
1. We show how functions Gf() and G () are formulated at /, based on functions GX() and
GF(), i€ FI(I). Let ncvg,cv, € {0,1} denote the non-controlling and controlling value of

gate g, respectively.

3.3.1 Non-Robust PDF Sensitization

Under the non-robust sensitization criterion, path off-inputs at some gate g must be set to
X — ncvg under (v!,1?), irrespective of the type of transition propagated on the path on-input.

This implies that only input values for v> need to be examined (values in v’

are implied based
on the values of v?). Hence, only test variables in .72 C .7 are used.

Let i be a primary input. We start by defining functions GX() and Gf'() at the primary
inputs in PI. Each i € PI is associated with two path variables, iR and iF, and two test
variables, i(z) and i%. The functionality of i, based on the ZBDD-based ISOPs representation,

is given by f?() =i3-i% and its complement is f?() = i3 -i3. (The complementation operation

is not the standard Boolean one. It is based on ZBDD-based ISOPs encoding.) To represent
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a transition on i, the appropriate path variable (iR or iF) and corresponding value at i in v?

(value O for falling and 1 for rising transition) need to be included. The necessary function

formulations at a primary input i are given below:

GR(7?uP) = 1(f2(T?), iR), i€ PIs (3.1)
GF (770 P) = !<fl-2(92), iF), i € PIs 3.2)

The change operator (!) appends the appropriate variable to each cube in the set, and
gives GR() = %- i7-iRand GI' () = i3 2 iF. Observe how the desired information is encoded
in these functions. For example, Gf = %.i%.iR gives the rising segments up to line i (which
is just line i in this case encoded as iR in the cube) that is non-robustly sensitized by setting
i=1 (%.i% = i) in v?. The value of i is implied in v' to the 0 value, since iR encodes a rising
transition. Consider the circuit C; of Fig. 2.3. The ISOPs/ZBDD graphs for the sensitization
functions for some of C;’s input lines are given in Fig. 3.2. For example, in Fig. 3.2(b)
G"'() = a0.aF. Variable al has a 0 value and, therefore, is suppressed. Here, the falling
segment up to a line a (aF) is sensitized by setting a to 0 in v? (al.a0 = @). Forv!, a =1 is
implied by the existence of variable aF in the cube.

Consider now an AND gate g with output line / and fanins FI(I). PDF segments can
be sensitized up to line [ through any of the lines in FI(l). Thus, any line in FI(l) can
be considered as an on-input with the remaining lines being off-inputs that must settle to

ncvg. Consider line y € FI(I) to be an on-input. Function () f2() will give all test
x€FI(1) x#y

cubes that allow all remaining off-inputs in FI(/) to settle to ncvg = 1 (given by f£2() in the
expression). Let tr € {R,F} denote a Rising or a Falling transition. Function !((G}'() N
(N f20)), 1) will give all non-robustly sensitizable PDFs up to line /, through line y,
a)lc(e)gfg(lz)v);;ttlyl the sensitization cubes. Every line in FI(]) is a possible on-input, thus function

G/’ () given by:

G/() = ! U (G7ronC N £0)) .1 (3.3)

yEFI(I) xeFI(l) x#y

For an OR gate g the off-inputs in FI(/) need to settle to ncv, = 0. Thus, it suffices to

replace f2() with £2() in Eq. 3.3, as given below:

G/() =! U Gyont N R0 .1 (3.4)

yeFI(l) XEFI(1) x#y
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(@) GR() =al.aR. (b) GE() = a0.aF.

(©) GR() =b1.bR. (d) GE() = b0.bF.

Figure 3.2: Non-Robust Sensitization functions for primary inputs of circuit C; of Fig. 2.3.

The GR() and GF () functions for the output line / of a NOT gate with input line y are

given below.

G'() = (G0, 1) (3.5)
G () = '(GY0, 1) (3.6)

An illustrating example is presented next. Consider the circuit of Fig. 2.3, which has
5 physical paths and, thus, 10 PDFs. There are 3 primary inputs and a total of 10 lines in
the circuit. As already mentioned in Section 4.2, there are 13 path variables denoted by
. Since non-robust sensitization is considered, .7 = .72. For clarity, variable i3(i1) is
denoted by i0(i1) in the figures. In this example, there are 6 test variables in .7 ={al, a0,
b1, b0, cl, c0}. Fig. 3.3 shows the falling(Fig. 3.3(a)) and rising(Fig. 3.3(b)) sensitizable
PDF segments up to the internal line g of the circuit. All sensitizable segments up to g, that
arrive at g with a falling transition, are shown in Fig. 3.3(a). Only two such segments exists,
aR—d —e—gand bR—d — e — g. The ISOPs/ZBDD graph in Fig. 3.3(a) contains 2 paths

from the root node to the terminal-1 node, {al.b1.aR.d.e.g,al.bl.bR.d.e.g}, one per existing
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sensitized segment. Furthermore, the graph contains all sensitization cubes for each of these

2

two segments, given by albl = ala0b1b0 = ab = 11 for v?>. For v!, a = 0 for segment

aR.d.e.g and b = 0 for bR.d.e.g (implied by the aR and bR variables, respectively). Thus,
(1 v?) = (a'b'c!,a’b?c?) = (Oxx,11x) is the complete set of tests for aR.d.e.g. Similarly,
(v!,1?) = (xOx, 11x) for bR.d.e.g.

The ISOPs/ZBDD for the sensitization functions for complete PDFs, derived only after
the output line j is processed, are given in Fig. 3.4. All sensitizable PDFs, arriving at the
output line j with a falling transition, are contained in the graph of Fig. 3.4(a) (3.4(b)). Five
(one) such PDF:s exists for Cj and exactly 5 (1) paths from the root node of Gf 0 (Gﬁ-e ()) to the
terminal-1 node exist. The circuit contains 4 non-robustly unsensitizable PDFs (aF.d.e.g.i.],
bF.d.e.g.i.j,aR.d.f.h.i.j, bR.d.f.h.i.j). All of these PDFs arrive with a rising transition to
one of the input lines of the AND gate with output line i. The fact that they are unsensitizable
is recognized when forming Gf (), which equals to the constant function 0 implying that no
PDF segment can be sensitized with a rising transition on line i. This occurs since none of
the necessary sensitization conditions imposed by the function formulation is satisfied and,
implicitly, all PDF segments with a rising transition at line i are dropped (removed) from
the corresponding ISOPs/ZBDD. In the case where only a subset of segments is identified

as unsensitizable, the function formulation ensures that only the unsensitizable segments are

dropped, as it happens in Gf() of Fig. 3.4(b).

3.3.2 Other PDF Sensitization Types

For robust and functional sensitization, certain input values in both vl and v? vectors need to
be explicitly fixed [21]. Thus, the set of .7 = .71 U.7? test variables is used. For a primary
input i, the GX() and G¥ () functions for either robust or functionally sensitizable PDFs are

given below:

GR(7UP) = !(mmff(), iR), i € PIs 3.7)
G (TuP) = !(f,-‘()m%, iF), i € Pls (3.8)

In this case, the sensitization cubes for a rising transition on input i are given in f}. fP=

1:122_ 12

iy.I}.Iy-iy = i'.i*, which denotes that i = 0 in viand i =1 in v?

. Similarly, for a falling
transition on i, fi1 .fi2 gives i =11n vlandi=0inv2.
When a cv, — ncv, transition is propagated on a PDF on-input, the off-input sensitization

criteria are identical for all types of sensitization [21]. Thus, Eq. 3.3 and 3.4 also hold for
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(@) G5 (). (b) GX().

Figure 3.3: Sensitization functions for line g of circuit C; of Fig. 2.3.

robust and functional sensitization. When the propagating on-input transition is ncvg — cvg,
robust sensitization requires all off-inputs to be stable at the non-controlling value, while
functional sensitization allows any value other than stable at the controlling value at the off-
inputs. Stability functions are used in order to express the necessary off-input constraints.
For robust sensitization, function G}"() for any non-inverting gate g with output line / under

Ir = ncvg — Cvyg, is given by:

G/() = ! U (G7onC ) s&c0)) |, ! (3.9)

yeFI(I) x€FI(1) x#y

In Eq. (3.9), S;wg () denotes the stable at non-controlling value function at line x, which
is the S9() function for an OR gate or the S!() function for an AND gate. Similarly to Eq.

(3.9), function G?’() for functional sensitization is defined below, for tr = ncvy — cvy:

Gro='{| U (cronC N s=0)) |1 (3.10)
YEFI(I) x€FI(1) x#y

Function S, ¢ () denotes the stable at controlling value function at line x, which is the S ()
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(a) Sensitization function for falling line j, Gle 0.

(b) Sensitization function for rising

line j, GX().

Figure 3.4: Sensitization functions for line j of circuit C; of Fig. 2.3.
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function if g is an OR gate or the S%() function if g is an AND gate.

3.3.3 1ISOPs/ZBDD for All Sensitizable PDF's
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