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## Abstract

Extremum problems with total variation distance metric on the space of probability measures are of fundamental importance in stochastic optimal control, information theory and communication, mathematical finance, decision theory and in statistics and probability. Among others, the investigation of such problems utilizes concepts from measure and probability theory and function space optimization, and has applications in minimax stochastic control via dynamic programming, approximation of high-dimensional probability distributions by lower-dimensional, model reduction, etc. In this thesis, the formulation of extremum problems involving total variation distance metric, their extremum solutions, their discussion in terms of applications, and their application to the areas of minimax stochastic control and Markov process approximation, are investigated.

The first part of the thesis deals with the formulation of extremum problems, in which systems are represented by probability distributions on abstract spaces, and pay-offs are represented by total variation distance metric defined on the space of probability measures, subject to linear functional constraints on the space of probability measures, and vice-versa; that is with the roles of total variation metric and linear functional interchanged. By utilizing concepts from signed measures, the extremum solutions of such problems are obtained in closed form, and an associated emerging water-filling property of the partitioning of the alphabet spaces of the extremum solutions is elaborated. The results are derived for abstract spaces, while the high level ideas are also discussed for denumerable spaces endowed with the discrete topology.

The second part of the thesis addresses optimality of stochastic control strategies on a finite and on an infinite horizon, via dynamic programming subject to total variation distance ambiguity on the conditional distribution of the controlled process. The stochastic control problem is formulated using minimax theory, in which the control minimizes the pay-off while the conditional distribution, from the total variation set, maximizes it. By employing certain results of the first part, new dynamic programming recursions are derived which, in addition to the standard terms, include the oscillator semi-norm of the value function that codify the level of ambiguity with respect to total variation distance ball. In addition, for the infinite horizon case new policy iteration algorithms are presented to compute the optimal
strategies.
The third part of the thesis deals with the problem of approximating a finite state Markov process with a large number of states by a lower-dimensional process, with respect to certain measures of discriminating or approximating the distribution of the high-dimensional Markov process by a reduced one. By drawing upon the results of the first part, the approximation problem of finite state Markov process by another non-necessarily Markov process with reduced state space, is formulated as an optimization problem, with respect to a certain pay-off subject to a fidelity criterion defined by the total variation distance metric. The water-filling behaviour of the transition probabilities of the approximated process and the proposed recursive algorithms are new, and applicable to a variety of approximation problems spanning from optimal state reduction to optimal state aggregation.
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## Notation

| $\mathbb{Z}$ | set of the integers |
| :---: | :---: |
| $\mathbb{Z}_{+}=\{1,2, \ldots\}$ | set of the positive integers |
| $\mathbb{Z}^{n}=\{1,2, \ldots, n\}$ | set of the first $n$ integers |
| $\mathbb{N}=\{0,1,2, \ldots\}$ | set of the natural numbers |
| $\mathbb{N}^{n}=\{0,1,2, \ldots, n\}$ | set of the first $n+1$ natural numbers |
| $\mathbb{R}$ | set of the real numbers |
| $\mathbb{R}_{+}=[0, \infty)$ | set of the positive real numbers |
| $\mathbb{R}_{+}^{n \times m}$ | set of matrices with entries from $\mathbb{R}_{+}$and with $n$ rows and $m$ columns |
| $\mathcal{M}_{\text {sm }}$ | set of the finite signed measures |
| $\mathcal{M}_{s m}^{0}$ | set of the finite signed measures which integrate to zero |
| $(\Omega, \mathcal{F})$ | measurable space |
| $(\Omega, \mathcal{F}, P)$ | probability space |
| $\mathbb{E}\{\cdot\}$ | expectation operator |
| $\mathbb{E}\{\cdot \mid \mathcal{G}\}$ | conditional expectation operator with respect to $\sigma$-algebra $\mathcal{G}$ |
| $\perp$ | singularity of two probability measures |
| $\bar{\Sigma}$ | closure of a set $\Sigma$ |
| $\xi^{+}$ | $\max \{\xi, 0\}$ |
| $\xi^{-}$ | $\max \{-\xi, 0\}$ |
| $\\|\cdot\\| \\|_{T V}$ | total variation norm |
| \| $\cdot 1$ | absolute value or cardinality of a set |
| $\\|\cdot\\|_{p}$ | $p$-norm defined on the set of Lebesgue measurable real-valued |
| $L_{p}(A)$ | functions <br> space of Lebesgue measurable real-valued functions defined on |
|  | $A$ with norm \\| $\left\\|\\|_{p}\right.$ |
| $A_{i j}$ | the $\{i, j\}^{\text {th }}$ component of matrix $A$ |

$A_{i}$ 。
$A_{\bullet}$
$A^{T}$
$I_{n}$
the $i^{\text {th }}$ row of matrix $A$
the $j^{\text {th }}$ column of matrix $A$
transpose of matrix $A$
$n \times n$ matrix with ones on its diagonal and zero elsewhere

## Introduction

Extremum problems with total variation distance metric on the space of probability measures are of fundamental importance in stochastic optimal control, information theory and communication, mathematical finance, decision theory and in statistics and probability. Among others, the investigation of such problems utilizes concepts from measure and probability theory and function space optimization, and has applications in minimax stochastic control via dynamic programming, approximation of high-dimensional probability distributions by lower-dimensional, model reduction, etc. In this thesis, the formulation of extremum problems involving total variation distance metric, their extremum solutions, their discussion in terms of applications, and their application to the areas of minimax stochastic control and Markov process approximation, are investigated.

In the first part of the thesis (Chapter 3), our aim is to investigate extremum problems with pay-off being the total variation distance metric defined on the space of probability measures, subject to linear functional constraints on the space of probability measures, and vice-versa; that is, with the roles of total variation metric and linear functional interchanged. Utilizing concepts from signed measures, the extremum probability measures of such problems are obtained in closed form, by identifying the partition of the support set and the mass of these extremum measures on the partition. The results are derived for abstract spaces (specifically, complete separable metric spaces known as Polish spaces), while the high level ideas are also discussed for denumerable spaces endowed with the discrete topology. The main results of this part include:
(i) characterization of the properties of the extremum problems under investigation;
(ii) characterization of extremum measures on abstract spaces, and closed form solutions of the extremum measures for finite alphabet spaces;
(iii) convexity and concavity properties of extremum solutions.

In the second part of the thesis (Chapters 4 and 5), our aim is to address optimality of stochastic control strategies on a finite and on an infinite horizon, via dynamic programming subject to total variation distance ambiguity on the conditional distribution of the controlled process. We formulate the stochastic control problem using minimax theory, in which the minimizer-controller chooses its policy from some admissible set to minimize the pay-off, while the maximizer-conditional distribution chooses its distribution from a set described by the total variation distance to maximize the pay-off. First, we employ certain results from the first part, in particular, the maximization of a linear functional on the space of probability measures on abstract spaces, among those probability measures which are within a total variation distance from a nominal probability measure. Then we utilize the solution of the maximization to solve minimax stochastic control with deterministic control strategies, under a Markovian and a non-Markovian assumption, on the conditional distributions of the controlled process. The main results of this part include:
(i) minimax optimization subject to total variation distance ambiguity constraint;
(ii) new dynamic programming recursions, which involve the oscillator seminorm of the value function, in addition to the standard terms;
(iii) new infinite horizon discounted dynamic programming equation, the associated contractive property, and a new policy iteration algorithm;
(iv) new infinite horizon average dynamic programming equations, and new policy iteration algorithms.

Our aim in the third part of the thesis (Chapters 6), is to approximate a finite-state Markov process by another process with fewer states, called the approximating process. The approximation problem is formulated using two different methods. The first method, utilizes the total variation distance to discriminate the transition probabilities of a high-dimensional Markov process and a reduced order Markov process. The approximation is obtained by maximizing a linear functional defined in terms of transition probabilities of the reduced order Markov process over a total variation distance constraint. The transition probabilities of the approximated Markov process are given by a water-filling solution. The second method,
utilizes total variation distance as a measure of discriminating the invariant probability of a Markov process by the approximating process. The approximation is obtained via two alternative formulations: (a) maximizing a linear functional of the occupancy distribution of the Markov process, and (b) maximizing the entropy of the approximating process invariant probability. For both formulations, once the reduced invariant probability is obtained, which does not necessarily correspond to a Markov process, a further approximation by a Markov process is proposed which minimizes the Kullback-Leibler divergence. The approximation is given by a water-filling like solution. Finally, the theoretical results of both methods are applied to specific examples to illustrate the methodology, and the water-filling behavior of the approximations. The main results of this part, based on the first method, include:
(i) a direct method for Markov by Markov approximation based on the transition probabilities of the original FSM process and the reduced one, exhibiting a water-filling behavior,
and, based on the second method:
(i) extremum measures which exhibit a water-filling behavior, and solve the approximation problems;
(ii) optimal partition functions which aggregate the original finite-state Markov process to form the reduced order finite-state Markov process;
(iii) iterative algorithms to compute the invariant distribution of the approximating process.

Next, we give an outline of the thesis motivation and objectives, and details which will follow in later chapters.

### 1.1. Extremum Problems with Total Variation Distance

Total variation distance metric on the space of probability measures is a fundamental quantity in statistics and probability, which over the years appeared in many diverse applications. In information theory it is used to define strong typicality and asymptotic equipartition of sequences generated by sampling from a given distribution [17]. In decision problems, it arises naturally when discriminating the results of observation of two statistical hypotheses [17]. In studying the ergodicity of Markov Chains, it is used to define the Dobrushin coefficient and establish the contraction property of transition probability distributions [41]. Moreover, distance in total variation of probability measures is related via upper and lower bounds to an anthology of distances and distance metrics [30]. The measure of distance in total variation
of probability measures is a strong form of closeness of probability measures, and, convergence with respect to total variation of probability measures implies their convergence with respect to other distances and distance metrics.

In Chapter 3, we formulate and solve several extremum problems involving the total variation distance metric and we discuss their applications in the areas of control, communication and statistics. The main problems investigated are the following.
(a) Extremum problems of linear functionals on the space of measures subject to a total variation distance metric constraint defined on the space of measures.
(b) Extremum problems of total variation distance metric on the space of measures subject to linear functionals on the space of measures.
(c) Applications of these extremum problems, and their relations to other problems.

The formulation of these extremum problems, and their discussion in terms of applications are developed at the abstract level, in which systems are represented by probability distributions on abstract spaces (complete separable metric space, known as Polish spaces [23]), pay-offs are represented by linear functionals on the space of probability measures or by distance in variation of probability measures, and constraints by linear functionals or distance in variation of probability measures. We consider Polish spaces since they are general enough to handle various models of practical interest, such as stochastic control problems on Borel spaces.

Utilizing concepts from signed measures, closed form expressions of the probability measures are derived which achieve the extremum of these problems. The construction of the extremum measures involves the identification of the partition of their support set, and their mass defined on these partitions. Throughout the derivations we make extensive use of lower and upper bounds of pay-offs which are achievable, and convexity and concavity properties (i.e., these are convex optimization problems on the space of probability measures). Several simulations are carried out to illustrate the different features of the extremum solution of the various problems. An interesting observation concerning one of the extremum problems is its equivalent formulation as an extremum problem involving the oscillator semi-norm of the pay-off functional. The formulation and results obtained for these problems at the abstract level are discussed throughout the chapter in the context of various applications, often assuming denumerable spaces endowed with the discrete topology. Some specific applications discussed are listed below.
(i) Dynamic Programming Under Uncertainty in Distribution of the Controlled Process: To deal with uncertainty of transition probability distributions, via minimax theory,
with total variation distance metric uncertainty constraints to codify the impact of incorrect distribution models on performance of the optimal strategies [16]. This formulation is applicable to Markov and non-Markov decision problems subject to uncertainty in distribution of the controlled process.
(ii) Approximation of Probability Distributions with Total Variation Distance Metric: To approximate a given high-dimensional probability distribution $\mu$ on a measurable space $(\Sigma, \mathcal{B}(\Sigma))$ by another lower-dimensional distribution $\nu$ on $(\bar{\Sigma}, \mathcal{B}(\bar{\Sigma})), \bar{\Sigma} \subseteq \Sigma$, via minimization of the total variation distance metric between them subject to linear functional constraints. Model and graph reduction can be handled via such approximations. Graphs, for example, constitute the foundation of many real-world datasets. However, the size of the graph can become prohibitive to understand essential information that they contain. The reduction of graph-based models is significant in a wide variety of applications, such as placement of autonomous sensors, modeling Central Processing Unit (CPU) and database demands in web-based software engineering, and identifying the evolution in clusters within massive dynamic datasets in database research.
(iii) Maximization or Minimization of Entropy Subject to Total Variation Distance Metric Constraints: To invoke insufficient reasoning based on maximizing the entropy $H(\nu)$ of an unknown probability distribution $\nu$ on denumerable space $\Sigma$ subject to a constraint on the total variation distance metric. This problem can be also associated with limited-length code word design that is useful in communication between distributed systems that aim at minimizing communication delays.

### 1.2. Dynamic Programming on Finite and Infinite Horizon

Dynamic programming recursions are often employed in optimal control and decision theory to establish existence of optimal strategies, to derive necessary and sufficient optimality conditions, and to compute the optimal strategies either in closed form or via algorithms [13, 39, 54]. The cost-to-go and the corresponding dynamic programming recursion, in their general form, are functionals of the conditional distribution of the underlying controlled process given the past and present values of the control and controlled processes [13]. Thus, any ambiguity of the controlled process conditional distribution will affect the optimality of the strategies. The term "ambiguity" is used to differentiate from the term "uncertainty" often used in control nomenclature to account for situations in which the true and nominal distribution (induced by models) are absolutely continuous, and hence they are
defined on the same state space. This distinction is often omitted from various robust deterministic and stochastic control/filtering approaches, including minimax and risk-sensitive formulations $[1,3,6,8,14,15,24,33,38,44,48,56,59]$. The class of models is described by a ball with respect to the total variation distance between the nominal distribution and the true distribution, hence it admits distributions which are singular with respect to the nominal distribution.

The main objective in Chapters 4 and 5, is to investigate the effect on the cost-to-go and dynamic programming recursion of the ambiguity in the controlled process conditional distribution, and hence on the optimal decision strategies. Specifically, we quantify the conditional distribution ambiguity of the controlled process by a ball with respect to the total variation distance metric, centered at a nominal conditional distribution, and then we derive a new dynamic programming using minimax theory, with two players: player I the control process and player II the conditional distribution (controlled process), opposing each others actions. In this minimax game formulation, player's I objective is to minimize the cost-togo, while player's II objective is to maximize it. The maximization over the total variation distance ball of player II is addressed by employing certain results of Chapter 3, related to the maximization of linear functionals on a subset of the space of signed measures. Utilizing these results, a new dynamic programming recursion is presented which, in addition to the standard terms, includes additional terms that codify the level of ambiguity allowed by player II with respect to the total variation distance ball. Thus, the effect of player I, the control process, is to minimize, in addition to the classical terms, the difference between the maximum and minimum values of the cost-to-go, scaled by the radius of the total variation distance ambiguity set. We treat in a unified way the finite horizon case, under both the Markovian and non-Markovian nominal controlled processes, and the infinite horizon case. For the infinite horizon case we consider both discounted and average pay-offs. For the infinite horizon case with discounted pay-off we show that the operator associated with the resulting dynamic programming equation under total variation distance ambiguity is contractive, and consequently, we derive a new policy iteration algorithm to compute the optimal strategies. For the infinite horizon with average pay off we derive new dynamic programming equations under certain irreducibility/reducibility conditions, and we present new policy iteration algorithms. Finally, we provide examples for the finite and for the infinite horizon cases.

Previous related work on optimization of stochastic systems subject to total variation distance ambiguity is found in [50] for continuous time controlled diffusion processes described by Itô differential equations. However, the solution method employed in [50] is fundamentally different; it approaches the maximization problem indirectly, by employing Large Deviations concepts to derive the maximizing measure as a convex combination of a tilted
probability measure and the nominal measure, under restrictions on the class of measures considered. The dynamic programming equation derived in [50] is limited by the assumption that the maximizing measure is absolutely continuous with respect to the nominal measure.

In Chapters 4 and 5, our focus is to understand the effect of total variation distance ambiguity of the conditional distribution on dynamic programming, from a different point of view, utilizing concepts from signed measures. Consequently, we derive new dynamic programming recursions which depends explicitly on the radius of the total variation distance, the closed form expression of the maximizing measure, or the oscillator seminorm of the value function. One of the fundamental properties of the maximizing conditional distribution is that, as the ambiguity radius increases, the maximizing conditional distribution becomes singular with respect to the nominal distribution. The point to be made here is that the total variation distance ambiguity set admits controlled process distributions which are not necessarily defined on the same state space as the nominal controlled process distribution. In terms of robustness of the optimal policies, this additional feature is very attractive compared to minimax techniques based on relative entropy uncertainty or risk-sensitive payoffs [1,3,6, $, 14,15,24,33,38,44,48,56,59]$, because often the true controlled distribution lies on a higher-dimensional state space compared to the nominal controlled process distribution.

### 1.3. Approximation of Markov Processes by Lower Dimensional Processes

Finite-State Markov (FSM) processes are often employed to model physical phenomena in many diverse areas, such as machine learning, information theory (lossy compression), networked control systems, telecommunications, speech processing, systems biology, etc. In many of these applications the state-space of the Markov process is prohibitively large, in performing simulations. One approach often pursue to overcome the large number of states is to approximate the Markov process by a lower-dimensional Markov process, with respect to certain measures of discriminating or approximating the distribution of the high-dimensional Markov process by a reduced one. Such methods are described using relative entropy as a measure of approximation in $[19,55,58,61]$ (and references therein). Further discussion of model reduction methods for Markov chains can be found in [7]. In general, approximating a Markov process by another process subject to a fidelity of reproduction is not necessarily Markov, but a hidden Markov process. This is a well known result of Information Theory [17], dealing with lossy compression of Markov sources. Model reduction of hidden Markov models via aggregation can be found in [18, 20,58]. Specifically, in [20] the aggre-
gated hidden Markov model is expressed as a function of a partition function and a recursive learning algorithm is proposed, which solves the optimal partition problem.

In this chapter, the approximation problem of a FSM process by another process (FSM or not) with reduced state-space is formulated as an optimization problem, with respect to a certain pay-off subject to a fidelity constraint defined by the total variation distance metric, using two different methods which are described below.

Method 1: Approximate the transition probabilities of a FSM process by another FSM process with reduced transition probabilities. This approximation problem is formulated as a maximization of a linear functional of the transition probabilities of the reduced FSM process, subject to a fidelity criterion defined by the total variation distance between the transition probabilities of the high and low FSM process.

Method 2: Approximate a FSM process by another process with lower-dimensional statespace, without imposing the assumption that the approximating process is also a Markov process. The following two formulations are investigated.
(a) Maximize an average pay-off, described in terms of the occupation measure of the high-dimensional Markov process, subject to a fidelity criterion defined by the total variation distance metric, between the invariant distribution of the higher-dimensional Markov process and the invariant distribution of the lower-dimensional process.
(b) Maximize the entropy (Jayne's maximum entropy [34]) of the invariant distribution of the lower-dimensional process, subject to a fidelity criterion defined by the total variation distance metric, between the invariant distribution of the higher-dimensional Markov process and the invariant distribution of the lower-dimensional process.

For both formulations, the resulting approximated process is not necessarily Markov. The crux of the approach considered lies in finding an optimal partition function which aggregates states of the original FSM process to form the reduced order process. A Markov process approximation is obtained by minimizing the Kullback-Leibler divergence between the transition probability matrices of the high and low-dimensional FSM process.

### 1.4. Organization of Thesis

We now briefly indicate the content of the remaining of the thesis.
In Chapter 2 we briefly summarize mathematical theory that will be used in this thesis. Thus, in Section 2.1, we review basic concepts of probability theory following a measuretheoretic approach, and we summarize results from signed measures which are particularly
relevant for the characterization of the extremum measures. In Section 2.2, we introduce total variation distance metric and we review some of its basic properties. In Section 2.3, we briefly state relations of the total variation distance to other distance metrics, and we give some of its applications.

In Chapter 3 we investigate extremum problems with pay-off being the total variation distance metric defined on the space of probability measures, subject to linear functional constraints on the space of probability measures, and vice-versa. In Section 3.1, we introduce the precise definitions of the extremum problems under investigation, while several related problems are discussed together with their applications. In Section 3.2, some of the properties of the extremum problems are discussed, and signed measures are utilized to convert the extremum problems into equivalent ones, and to characterize the extremum measures on abstract spaces. In Section 3.3, closed form expressions of the extremum measures are derived for finite alphabet spaces, by identifying the support sets and the extremum measures on these sets. The results are also extended to the countable alphabet case. In Section 3.4, several examples illustrate how the optimal distribution of the extremum problems behaves, for different scenarios of the support set of the distribution, and an application to the area of information theory is presented. Finally, Section 3.5 concludes by discussing the most important results obtained in this chapter.

In Chapter 4, we address optimality of stochastic control strategies on a finite horizon, via dynamic programming subject to total variation distance ambiguity on the conditional distribution of the controlled process. Thus, in Section 4.1, first we introduce the definition of finite horizon discounted Markov control model with deterministic strategies, and then we describe the abstract formulation of the minimax problem under total variation distance ambiguity. In Section 4.2, we introduce the general definition of finite horizon discounted feedback control model with randomized and deterministic control policies, under total variation distance uncertainty, and then we apply the characterization of the maximizing distribution to the dynamic programming recursion. In Section 4.3, we apply the abstract setup to both the feedback control model and to the Markov control model, and we derive new dynamic programming recursions which characterize the optimality of minimax strategies. In Section 4.4, we illustrate the new dynamic programming recursions through the well-known inventory control and machine replacement examples. Finally, Section 4.5 concludes by discussing the most important results obtained in this chapter.

In Chapter 5, we introduce the dynamic programming subject to total variation distance ambiguity on the conditional distribution of the controlled process for infinite horizon Markov Control Models (MCM), with optimality criterion, the expected discounted reward and the average pay-off per unit time. In Section 5.2, we consider the infinite horizon Markov
control model with the expected discounted reward as an optimality criterion, and we show that the operator associated with the dynamic programming equation is contractive, and we introduce a new policy iteration algorithm. In Section 5.3, we study the infinite horizon Markov Control Model with the average pay-off per unit time as an optimality criterion. We derive the new dynamic programming equations under total variation distance ambiguity with and without imposing the irreducibility condition. In addition, we introduce the corresponding policy iteration algorithms for average cost dynamic programming. In Section 5.4, we illustrate an application of the infinite horizon minimax problem for both discounted and average pay-off. Moreover, we present an additional example for average optimality criterion, without imposing the irreducibility assumption. Finally, Section 5.5 concludes by discussing the most important results obtained in this chapter.

In Chapter 6, we approximate a finite state Markov process with a large number of states by a lower-dimensional process, called the approximating process. In Section 6.1, we introduce the approximation problem using two different methods. The first method, utilizes the total variation distance to discriminate the transition probabilities of a high-dimensional Markov process and a reduced order Markov process. The second method, utilizes total variation distance as a measure of discriminating the invariant probability of a Markov process by the approximating process, and the approximation is obtained via two alternative formulations: (a) maximizing a linear functional of the occupancy distribution of the Markov process, and (b) maximizing the entropy of the approximating process invariant probability. For both formulations, once the reduced invariant probability is obtained, a further approximation by a Markov process is proposed which minimizes the Kullback-Leibler divergence. In Section 6.2, a direct method for Markov by Markov approximation based on Method 1 is derived. In Section 6.3, the solution of the approximation problem based on Method 2 is given for both formulations, and the corresponding recursive algorithms and the optimal partition functions are presented. In Section 6.4, several examples are presented to illustrate the approximation methods. Finally, Section 6.5 concludes by discussing the most important results obtained in this chapter.

Chapter 7, is the concluding chapter, where in Section 7.1, we give a brief summary of our work and indicate its main contributions, and in Section 7.2 we mention some topics for further research.

## 2

## Background Material

In this chapter, we briefly summarize background material. In particular, in Section 2.1, basic mathematical concepts of probability theory and certain results from signed measures are reviewed. In Section 2.2, total variation distance metric is introduced and some of its properties are discussed. Moreover, in Section 2.3 the relations of total variation distance to other distance metrics are briefly stated and some of its applications are discussed.

### 2.1. Mathematical Preliminaries

In this section, we review the basic concepts of probability theory following a measuretheoretic approach. We also summarize certain results from signed measures which are particularly relevant to the characterization of the extremum measures.

### 2.1.1. Elements of Functional Analysis

The following definitions can be found in [5,37,53].
A set $\mathcal{X}$ which is furnished with a measure of distance between any two elements of the set is called a metric space. A function $d: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ is called a metric if it satisfies the following properties.
(i) $d(x, y) \geq 0, \quad \forall x, y \in \mathcal{X}$, and $d(x, y)=0$ if and only if $x=y$;
(ii) $d(x, y)=d(y, x), \quad \forall x, y \in \mathcal{X}$;
(iii) $d(x, z) \leq d(x, y)+d(y, z), \quad \forall x, y, z \in \mathcal{X}$.

Definition 2.1. (Continuous Function) Let $\left(\mathcal{X}, d_{\mathcal{X}}\right)$ and $\left(\mathcal{Y}, d_{\mathcal{Y}}\right)$ be two metric spaces. A function $f: \mathcal{X} \mapsto \mathcal{Y}$ is continuous at $x_{0} \in \mathcal{X}$ if for every $\epsilon>0$ there is a $\delta>0$ such that $d_{\mathcal{X}}\left(x, x_{0}\right)<\delta$ implies $d_{\mathcal{Y}}\left(f(x), f\left(x_{0}\right)\right)<\epsilon$. The function $f$ is continuous on $\mathcal{X}$ if it is continuous at every point in $\mathcal{X}$.

Let $(\mathcal{X}, d)$ be a metric space. The open ball $B_{r}(\alpha)$, with radius $r>0$ and center $\alpha \in \mathcal{X}$ is the set

$$
B_{r}(\alpha)=\{x \in \mathcal{X} \mid d(x, \alpha)<r\} .
$$

The closed ball, $\bar{B}_{r}(\alpha)$, is the set

$$
\bar{B}_{r}(\alpha)=\{x \in \mathcal{X} \mid d(x, \alpha) \leq r\} .
$$

Definition 2.2. (Open and Closed Sets) A subset $G$ of a metric space $\mathcal{X}$ is open if for every $x \in G$ there is an $r>0$ such that $B_{r}(x)$ is contained in $G$. A subset $F$ of $\mathcal{X}$ is closed if its complement $F^{c}=\mathcal{X} \backslash F$ is open.

For example, an open ball is an open set, and a closed ball is a closed set.
Definition 2.3. (Vector Space) Let $\mathcal{X}$ denote an arbitrary set and let $F=\mathbb{R}$ or $\mathbb{C}$ denote the field of real or complex numbers. A vector space $\mathcal{X}$ over a field $F$ is a structure $(\mathcal{X}, F)$ consisting of two operations $+: \mathcal{X} \times \mathcal{X} \mapsto \mathcal{X}, \times: F \times \mathcal{X} \mapsto \mathcal{X}$, called respectively vector addition and scalar multiplication such that the following conditions hold:
(i) Additive commutativity. $x+y=y+x, \forall x, y \in \mathcal{X}$.
(ii) Additive associativity. $(x+y)+z=x+(y+z), \forall x, y, z \in \mathcal{X}$.
(iii) Additive identity. There exists an element in $\mathcal{X}$, denoted by 0 , such that $x+0=x$, $\forall x \in \mathcal{X}$.
(iv) Additive inverse. For all $x \in \mathcal{X}$ there exists an unique element in $\mathcal{X}$, denoted $-x$, such that $x+(-x)=0$.
(v) Multiplicative associativity. $(a \times b) \times x=a \times(b \times x)$, $\forall a, b \in F, x \in \mathcal{X}$.
(vi) Distributivity.

$$
\begin{aligned}
a \times(x+y)=a \times x+a \times y, & \forall x, y \in \mathcal{X}, a \in F ; \\
(a+b) \times x=a \times x+b \times x, & \forall x \in \mathcal{X}, a, b \in F
\end{aligned}
$$

(vii) If $1 \in F$ is the multiplicative identity of $F$ then $1 \times x=x, \forall x \in \mathcal{X}$.

Definition 2.4. (Normed Space) A Normed Space is a vector space $(\mathcal{X}, F)$ furnished with a norm $\|\cdot\|_{\mathcal{X}}$ and denoted by $\left(\mathcal{X}, F,\|\cdot\|_{\mathcal{X}}\right)$. The norm $\|\cdot\|_{\mathcal{X}}: \mathcal{X} \rightarrow F$ must satisfy the following properties.
(i) $\|x\| \geq 0, \quad \forall x \in \mathcal{X}$;
(ii) $\|x\|=0$, if and only if $x=0$;
(iii) $\|a x\|=|\alpha|\|x\|, \forall x \in \mathcal{X}, \alpha \in F$;
(iv) $\|x+y\| \leq\|x\|+\|y\|, \forall x, y \in \mathcal{X}$.

Definition 2.5. (Cauchy sequence) Let $(\mathcal{X}, F,\|\cdot\| \mathcal{X})$ be a normed space. A sequence $\left\{x_{n}\right.$ : $n \in \mathbb{N}\} \in \mathcal{X}$ is said to be a Cauchy sequence if

$$
\lim _{n \rightarrow \infty}\left\|x_{n+p}-x_{n}\right\|=0 \text { for every } p \geq 1
$$

Definition 2.6. (Banach Space) A normed space $\left(\mathcal{X}, F,\|\cdot\|_{\mathcal{X}}\right)$ is said to be complete if every Cauchy sequence of $\mathcal{X}$ has a limit in $\mathcal{X}$. A complete normed space is called a Banach space.

Definition 2.7. (Topological Space) Let $\mathcal{Z}$ be a set and $\mathcal{B}_{\mathcal{Z}}$ a collection of subsets of $\mathcal{Z}$. Then $\mathcal{B}_{\mathcal{Z}}$ is called a topology in $\mathcal{Z}$ if the following properties hold [36].
(i) $\emptyset \in \mathcal{B}_{\mathcal{Z}}$ and $\mathcal{Z} \in \mathcal{B}_{\mathcal{Z}}$;
(ii) If $\mathcal{Z}_{i} \in \mathcal{B}_{\mathcal{Z}}, i=1,2, \ldots$, $n$, then $\bigcap_{i=1}^{n} \mathcal{Z}_{i} \in \mathcal{B}_{\mathcal{Z}}$;
(iii) If $\left\{\mathcal{Z}_{i}\right\}$ is an arbitrary collection of elements of $\mathcal{Z}$ (finite, countable, or uncountable), then $\bigcup_{i} \mathcal{Z}_{i} \in \mathcal{B}_{\mathcal{Z}}$.

The pair $\left(\mathcal{Z}, \mathcal{B}_{\mathcal{Z}}\right)$ is called a topological space and the members of $\mathcal{B}_{\mathcal{Z}}$ are called open sets in $\mathcal{Z}$. If $f:\left(\mathcal{Z}, \mathcal{B}_{\mathcal{Z}}\right) \rightarrow\left(\mathcal{Y}, \mathcal{B}_{\mathcal{Y}}\right)$, then $f$ is continuous provided $f^{-1}\left(\mathcal{Y}_{i}\right) \subset \mathcal{Z}$ is an open set for every open set $\mathcal{Y}_{i} \subset \mathcal{Y}$. Moreover, $f$ is continuous at the point $x_{0} \in \mathcal{Z}$ if for every neighborhood $A$ of $f\left(x_{0}\right)$ there exists a neighborhood B of $x_{0}$ such that $f(B) \subset A$.

Definition 2.8. (Convex Set) A set $S$ in a vector space $(\mathcal{X}, F)$ is called a convex set if the line segment joining any pair of points of $S$ lies entirely in $S$. The former statement is equivalent to saying that for any pair of vectors $u \in S, v \in S$, the vector $(1-t) u+t v \in S, \forall t \in[0,1]$.

Definition 2.9. (Convex Function) Let $\left(\mathcal{X}, \mathbb{R},\|\cdot\|_{\mathcal{X}}\right)$ be any Banach space and $f$ a (possibly extended) real valued function defined on $\mathcal{X}, f: \mathcal{X} \mapsto \mathbb{R} \cup\{+\infty,-\infty\}$. The function $f$ is said to be convex if $\mathcal{X}$ is a convex set and if for any $x, y \in \mathcal{X}, x \neq y$, and $\alpha \in[0,1]$

$$
f((1-\alpha) x+a y) \leq(1-\alpha) f(x)+\alpha f(y)
$$

Similarly, if $\mathcal{X}$ is replaced by a closed convex subset $\Gamma \subseteq \mathcal{X}$, and $f$ satisfies the above inequality for all $x, y \in \Gamma$, we say that $f$ is convex on $\Gamma$. The function $f$ is said to be concave if $-f$ is convex.

Definition 2.10. Let $\left(\mathcal{X}, \mathbb{R},\|\cdot\|_{\mathcal{X}}\right)$ be any Banach space and $f$ a real-valued function $f$ : $\mathcal{X} \mapsto \mathbb{R}$. The function $f$ is said to be lower semi-continuous at $x \in \mathcal{X}$ iffor every sequence $\left\{x_{n}: n \in \mathbb{Z}_{+}\right\}$converging to $x$

$$
f(x) \leq \lim _{n \rightarrow \infty} \inf f\left(x_{n}\right)=\sup _{n \geq 1} \inf _{k \geq n} f\left(x_{k}\right)
$$

and it is said to be upper semi-continuous at $x$ if

$$
f(x) \geq \lim _{n \rightarrow \infty} \sup f\left(x_{n}\right)=\inf _{n \geq 1} \sup _{k \geq n} f\left(x_{k}\right)
$$

and it is said to be lower or upper semi-continuous on set $\Gamma \subset \mathcal{X}$, if the corresponding statements hold for all $x \in \Gamma$.

### 2.1.2. Measurable Space and Probability Space

Probability theory deals with random experiments associated with elementary outcomes $\Omega$ and the set of all events of interest $\mathcal{F}$.

Definition 2.11. (Algebra) Let $\Omega$ be a set of elementary outcomes and $\mathcal{F}$ be a non-empty collection of subsets of $\Omega$. Then $\mathcal{F}$ is called an Algebra on $\Omega$ if the following properties hold.
(i) $\Omega \in \mathcal{F}$ (The Sample Space is an element of $\mathcal{F}$ );
(ii) If $A \in \mathcal{F}$ then $A^{c}=\Omega-A \in \mathcal{F}$, where $A^{c}$ is the complementation of $A$ relative to $\Omega$ (if a subset of $\Omega$ belongs to $\mathcal{F}$, then so is its complement);
(iii) If $A_{i} \in \mathcal{F}, i=1,2, \ldots, n$, then $\bigcup_{i=1}^{n} A_{i} \in \mathcal{F}$ (if a finite number of subsets belong to $\mathcal{F}$, then so is their union).

Clearly, an algebra is a collection of subsets of a set $\Omega$, which a) contains $\Omega$ and b ) is closed under complementation and finite unions. The members of $\mathcal{F}$ are called $\mathcal{F}$-measurable sets or measurable sets.

Definition 2.12. ( $\sigma$-Algebra) An algebra $\mathcal{F}$ on $\Omega$ is called a $\sigma$-Algebra on $\Omega$ if it is closed under countable unions, that is, if the following properties hold.
(i) $\Omega \in \mathcal{F}$;
(ii) If $A \in \mathcal{F}$ then $A^{c} \in \mathcal{F}$;
(iii) If $A_{i} \in \mathcal{F}, i=1,2, \ldots$ then $\bigcup_{i=1}^{\infty} A_{i} \in \mathcal{F}$.

If $\mathcal{F}$ is a field the pair $(\Omega, \mathcal{F})$ is called a measurable space and the elements of $\mathcal{F}$ are called events and are said to be measurable sets in $\Omega$. Fields and $\sigma$-fields are convenient mathematical objects which express how much we know about the outcome of the experiment.

Probability Space. In order to grade the possibility of occurrences of events associated with a random experiment we need to define a function (set function) which attaches a numerical value to events $A \in \mathcal{F}$. A function

$$
\mu: \mathcal{F} \mapsto[0, \infty], \quad \mu(A) \in[0, \infty], \quad \forall A \in \mathcal{F}
$$

is called a finite-additive set function, if $\mu$ satisfies the following two conditions.
(i) $\mu(\emptyset)=0$;
(ii) $\mu(A \cup B)=\mu(A)+\mu(B)$, if $A, B \in \mathcal{F}$ and $A \cap B=\emptyset$.

A finite-additive set function $\mu$ on a $\sigma$-algebra is called a measure, if it is countably-additive, and a probability measure if it is countably-additive and $\mu(\Omega)=1$, hence the following definition.

Definition 2.13. (Probability Measure) Let $(\Omega, \mathcal{F})$ be a measurable space. The function

$$
\mathbb{P}: \mathcal{F} \rightarrow[0,1], \mathbb{P}(A) \in[0,1], \forall A \in \mathcal{F}
$$

is called a probability measure on $(\Omega, \mathcal{F})$ if it satisfies the following properties.
(i) $\mathbb{P}(\emptyset)=0$;
(ii) $\mathbb{P}(\Omega)=1$;
(iii) $\mathbb{P}\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} \mathbb{P}\left(A_{i}\right)$, if $A_{i} \in \mathcal{F}, \forall i$ and $\left\{A_{j}\right\}_{j=1}^{\infty}$ are disjoint, e.g., $A_{i} \cap A_{j}=\emptyset, \forall i \neq j$.

The triple $(\Omega, \mathcal{F}, \mathbb{P})$ is called a probability space.

A probability Space $(\Omega, \mathcal{F}, \mathbb{P})$ is called complete if whenever $B \in \mathcal{F}$ and $\mathbb{P}(B)=0$ then $A \in \mathcal{F}$ for all $A \subset B$. The subsets $A$ of an event $B$ of zero probability is called a null set, therefore $(\Omega, \mathcal{F}, \mathbb{P})$ is complete if $\mathcal{F}$ includes all events of zero probability. If $\mathcal{F}_{1}, \mathcal{F}_{2}$ are two $\sigma$-algebras on $\Omega$ then the $\sigma$-algebra generated by $\mathcal{F}_{1}, \mathcal{F}_{2}$ is denoted by $\mathcal{F}_{1} \vee \mathcal{F}_{2}$. Any probability space $(\Omega, \mathcal{F}, \mathbb{P})$ which is not complete can be uniquely extended to the $\sigma$-algebra $\overline{\mathcal{F}}=\mathcal{F} \bigvee\{$ null sets $\}$.

Since the intersection of arbitrary $\sigma$-algebras of a subset of $\Omega$ is a $\sigma$-algebra of subsets of $\Omega$, then for an arbitrary family $\mathcal{A}$ of subsets of $\Omega$ there is a smallest $\sigma$-algebra $\mathcal{F}$ in $\Omega$ such that $\mathcal{A} \subset \mathcal{F}$.

Theorem 2.1. (Smallest $\sigma$-algebra) Let $\Omega$ be a sample space and $\mathcal{A}$ be a collection of subsets of $\Omega$. There exists a smallest $\sigma$-algebra $\mathcal{F}(\mathcal{A})$ on $\Omega$ containing $\mathcal{A}$, which is constructed by

$$
\mathcal{F}(\mathcal{A})=\bigcap_{i}\left\{\mathcal{N}_{i}: \mathcal{N}_{i} \text { is a } \sigma \text {-algebra on } \Omega, \mathcal{A} \subset \mathcal{N}_{i}\right\} .
$$

This is called the $\sigma$-algebra generated by $\mathcal{A}$, and it is often denoted by $\mathcal{F}(\mathcal{A})=\sigma(\mathcal{A})$.

Borel Set. Let $\mathcal{X}$ be a topological space (e.g., $\mathcal{X}=\mathbb{R}^{n}$ : the collection of all $n$-tuples $\left.\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right): x_{i} \in \mathbb{R}, 1 \leq i \leq n\right\}\right)$. Then there exists a smallest $\sigma$-algebra $\mathcal{F}$ on $\mathcal{X}$ such that every open set $\mathcal{A} \subset \mathcal{X}$ belongs to $\mathcal{F}$. The elements $A \in \mathcal{F}$ are called Borel sets and the $\sigma$-algebra $\mathcal{F}=\mathcal{F}(\mathcal{X})$ is called a Borel $\sigma$-algebra. For example, if $\mathcal{X}=\mathbb{R}^{n}$, and $\mathcal{A}$ is the collection of all open sets of $\mathbb{R}^{n}$, the Borel $\sigma$-algebra denoted by $\mathcal{B}\left(\mathbb{R}^{n}\right)$, contains all open sets, their complements (closed sets), all the countable unions of open sets, and all the countable unions of closed sets. In fact, $\mathcal{B}\left(\mathbb{R}^{n}\right)$ is the smallest $\sigma$-algebra of subsets of $\mathbb{R}^{n}$ containing all sets of the form $\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right): x_{1} \in A_{1}, x_{2} \in A_{2}, \ldots, x_{n} \in A_{n}\right\}$, where $A_{j}, j=1, \ldots, n$ are intervals in $\mathbb{R}$, which are closed, open, semi-open, points, etc. Clearly, $\mathcal{A}=\left\{\right.$ Collection of all open intervals of $\left.\mathbb{R}^{n}\right\}$ is not a $\sigma$-algebra, but there exists many $\sigma$-algebra containing $\mathcal{A}$ as a subset. The smallest $\sigma$-algebra containing $\mathcal{A}$ is the $\sigma$-algebra generated by $\mathcal{A}$. The pair $\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)$ is a measurable space, called, the Borel measurable space, and probability measures defined on it are called Borel probability measures.

### 2.1.3. Measurable Functions and Random Variables

Let $\left(\Omega_{1}, \mathcal{F}_{1}\right)$ and $\left(\Omega_{2}, \mathcal{F}_{2}\right)$ be two measurable spaces, and let $f:\left(\Omega_{1}, \mathcal{F}_{1}\right) \rightarrow\left(\Omega_{2}, \mathcal{F}_{2}\right)$. Then, the function $f$ is called $\mathcal{F}_{1} / \mathcal{F}_{2}$ or $\mathcal{F}_{1}$ measurable if

$$
f^{-1}(A) \triangleq\{\omega: f(\omega) \in A\} \in \mathcal{F}_{1}, \forall A \in \mathcal{F}_{2} .
$$

The set $f^{-1}(A)$ is called the inverse image of $A \in \mathcal{F}_{2}$. If $f: \Omega \rightarrow \mathcal{Y}$ where $(\Omega, \mathcal{F})$ is a measurable space, $\mathcal{Y}$ is a topological space (e.g., $\mathbb{R}^{n}$ ), then $f$ is $\mathcal{F} / \mathcal{B}\left(\mathbb{R}^{n}\right)$-measurable provided $f^{-1}(V) \in \mathcal{F}$ for every open set $V \subset \mathcal{B}\left(\mathbb{R}^{n}\right)$.

The $\sigma$-algebra $\mathcal{F}(f)$ generated by $f$ is the smallest $\sigma$-algebra on $\Omega$ containing all the sets $\left\{f^{-1}(V): V \subset \mathcal{Y}\right.$ is open $\}$ and $f$ will be $\mathcal{F}(f) / \mathcal{Y}$. Moreover, if $\mathcal{Y}=\mathbb{R}^{n}$ then

$$
\mathcal{F}(f)=\left\{f^{-1}(V): V \in \mathcal{B}\left(\mathbb{R}^{n}\right)\right\} .
$$

Clearly, if $(\Omega, \mathcal{B})$ is a Borel measurable space and $f: \Omega \rightarrow \mathcal{Y}$, where $\mathcal{Y}$ is a topological space and $f$ is a continuous function, then from the definition of continuous function

$$
\begin{equation*}
f^{-1}(V) \in \mathcal{B}, \quad \forall \text { open set } V \subset \mathcal{Y} \tag{2.1}
\end{equation*}
$$

Hence, every continuous function is Borel measurable, called Borel function, e.g., $f$ : $\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right) \rightarrow\left(\mathbb{R}^{m}, \mathcal{B}\left(\mathbb{R}^{m}\right)\right)$ is a Borel function.

If a probability measure $\mathbb{P}$ on $(\Omega, \mathcal{F})$ is defined, where $X:(\Omega, \mathcal{F}) \rightarrow\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)$, is a measurable function then $X$ is called a Random Variable (RV) defined on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

Definition 2.14. (Random Variable) Let $X:(\Omega, \mathcal{F}) \rightarrow\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)$ be a function defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Then $X$ is called an $n$-dimensional random variable $R V$ (measurable function)

$$
X:(\Omega, \mathcal{F}) \rightarrow\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)
$$

iffor every $A \in \mathcal{B}\left(\mathbb{R}^{n}\right)$ the set

$$
X^{-1}(A) \triangleq\{\omega: X(\omega) \in A\} \in \mathcal{F}
$$

Clearly, the $\sigma$-algebra $\mathcal{F}(X)$ generated by X is the smallest $\sigma$-algebra on $\Omega$ containing all the sets

$$
X^{-1}(A): A \subset \mathbb{R}^{n} \text { is open }
$$

under which $X$ is measurable. Equivalently,

$$
\mathcal{F}(X)=X^{-1}\left(\mathcal{B}\left(\mathbb{R}^{n}\right)\right)=\left\{X^{-1}(B): B \in \mathcal{B}\left(\mathbb{R}^{n}\right)\right\}
$$

is the smallest $\sigma$-algebra on $\Omega$ under which $X$ is measurable. However, $\mathcal{B}\left(\mathbb{R}^{n}\right)$ is generated by products of open sets of the form

$$
\begin{equation*}
\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right):-\infty<x_{1} \leq \alpha_{1}, \ldots,-\infty<x_{n} \leq \alpha_{n}\right\}, \alpha_{j} \in \mathbb{R}, 1 \leq j \leq n \tag{2.2}
\end{equation*}
$$

Therefore, for X to be a RV it is sufficient for every set of the form

$$
\left\{\omega: X_{1}(\omega) \leq \alpha_{1}, \ldots, X_{n}(\omega) \leq \alpha_{n}\right\}, \alpha_{j} \in \mathbb{R}, 1 \leq j \leq n
$$

to be an event. This is because $\mathcal{B}\left(\mathbb{R}^{n}\right)$ is the family of subsets obtained by starting with (2.2) and taking repeatedly all complements, countable unions, intersections. Also, if $\left\{X_{t}: 0 \leq t \leq T\right\}$ is a family of random variables $\mathcal{F}_{0, T}^{X} \triangleq \sigma\left(X_{t}: 0 \leq t \leq T\right)=$ $\bigvee_{t \in T} \mathcal{F}\left(X_{t}\right)=\sigma\left(\bigcup_{t \in T} \mathcal{F}\left(X_{t}\right)\right)$ is the smallest $\sigma$-algebra on $\Omega$ under which $\left\{X_{t}: 0 \leq t \leq T\right\}$ are measurable.

### 2.1.4. Probability Distribution Function

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and let $X:(\Omega, \mathcal{F}) \rightarrow\left(\Omega_{1}, \mathcal{F}_{1}\right)$ be an $\mathcal{F} / \mathcal{F}_{1}$ - measurable RV. From the point of view of computations, it is often convenient to work with an induced measure on $\mathcal{F}_{1}$. This amounts to defining the probability measure induced by the RV on its range space rather than treat points with respect to the measure $\mathbb{P}$ and work with a probability measure on $\mathcal{F}_{1}$ with $\omega \in \Omega_{1}$ as its sample values.

The RV, $X:(\Omega, \mathcal{F}) \rightarrow\left(\Omega_{1}, \mathcal{F}_{1}\right)$ induces a probability measure $P_{X}$ on $\left(\Omega_{1}, \mathcal{F}_{1}\right)$ by

$$
P_{X}\left(A_{1}\right) \triangleq \mathbb{P} \circ X^{-1}\left(A_{1}\right)=\mathbb{P}\left(\left\{\omega: X(\omega) \in A_{1}\right\}\right)=P\left(X \in A_{1}\right), \quad A_{1} \in \mathcal{F}_{1} .
$$

If $\left(\Omega_{1}, \mathcal{F}_{1}\right)=(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ then we can work with a probability measure on $\mathcal{B}(\mathbb{R})$ with $x \in \mathbb{R}$ as its sample points.

Definition 2.15. (Probability Distribution) Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a Probability Space and $X$ : $(\Omega, \mathcal{F}) \rightarrow(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ a RV. The function $F_{X}(\cdot)$ defined as

$$
F_{X}(x) \triangleq \mathbb{P}(\{\omega: X(\omega) \leq x\})=P_{X}(X \leq x)
$$

is called the (cumulative) probability distribution of the $R V X$.
Thus, the relationship

$$
P_{X}(A)=\mathbb{P}(\{\omega: X(\omega) \in A\})
$$

defines a probability measure $P_{X}$ on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$. Note that $F_{X}(x)$ is a probability distribution defined on $\mathbb{R}$, e.g., it corresponds to the probability measure corresponding to $\mathbb{P}$ induced by $X(\cdot)$ on $\mathbb{R}$.

Suppose $X_{1}, X_{2}, \ldots, X_{n}$ are $n$ real-valued RV's and $X \triangleq\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, then

$$
X:(\Omega, \mathcal{F}) \rightarrow\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)
$$

is a measurable function. The function

$$
F_{X}(x)=F_{X}\left(x_{1}, x_{2}, \ldots x_{n}\right)=\mathbb{P}\left(\left\{\omega: \bigcap_{i=1}^{n}\left\{X_{i}(\omega) \leq x_{i}\right\}\right\}\right), \quad x \in \mathbb{R}^{n}
$$

is called the joint probability distribution function of X. Similarly as above, the relationship

$$
P_{X}(A)=\mathbb{P}(\{\omega: X(\omega) \in A\}), \quad A \in \mathcal{B}\left(\mathbb{R}^{n}\right)
$$

defines a Borel probability measure.
A real-valued $\mathrm{RV} X$ is said to be discrete if there exists a countable set $\Sigma=\left\{x_{i}: i \in \mathbb{Z}_{+}\right\}$ such that

$$
\sum_{x_{i} \in \Sigma} \mathbb{P}\left(\left\{\omega: X(\omega)=x_{i}\right\}\right)=1
$$

If X is discrete, then the distribution function $F_{X}$ is a function which is constant except for jumps at $x_{i}, i=1,2, \ldots$, the size of the jump at $x_{i}$ being $\mathbb{P}\left(\left\{\omega: X(\omega)=x_{i}\right\}\right)$. For an arbitrary Borel set A, we have

$$
P_{X}(A)=\sum_{x_{i} \in A \bigcap \Sigma} \mathbb{P}\left(\left\{\omega: X(\omega)=x_{i}\right\}\right) .
$$

Let $P$ be a probability measure on $\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)$. It is said to be singular (with respect to the Lebesgue measure) if there exist a set $S \in \mathcal{B}\left(\mathbb{R}^{n}\right)$ such that $P(S)=1$ and the Lebesgue measure of S is zero. On the other hand, $P$ is said to be absolutely continuous (w.r.t. the Lebesgue measure) if for every measurable set $A$ the Lebesgue measure of $A$ equals zero implies $P(A)=0$. Clearly, if $X_{1}, X_{2}, \ldots, X_{n}$ are discrete RV's, then $P_{X}$ is singular. If $X_{1}, X_{2}, \ldots, X_{n}$ are such that $P_{X}$ is absolutely continuous, then there exists a non-negative Borel function $p_{X}(x), x \in \mathbb{R}^{n}$ such that

$$
P_{X}(A)=\int_{A} p_{X}(x) d x, \quad A \in \mathcal{B}\left(\mathbb{R}^{n}\right)
$$

The function $p_{X}$ is called the probability density function for X . In terms of the distribution

$$
F_{X}\left(x_{1}, x_{2}, \ldots x_{n}\right)=\int_{-\infty}^{x_{1}} \ldots \int_{-\infty}^{x_{n}} p_{X}\left(x_{1}, \ldots, x_{n}\right) d x_{1} \ldots d x_{n}
$$

which implies

$$
p_{X}\left(x_{1}, \ldots x_{n}\right) \triangleq \frac{\partial^{n}}{\partial x_{1} \ldots \partial x_{n}} F_{X}\left(x_{1}, x_{2}, \ldots, x_{n}\right) .
$$

Let $(\Omega, \mathcal{F})$ be a measurable space, and $\mathbb{Q}$ and $\mathbb{P}$ are two probability measures defined on $(\Omega, \mathcal{F})$. Then $\mathbb{Q}$ is called absolutely continuous with respect to $\mathbb{P}$ (denoted by $\mathbb{Q} \ll \mathbb{P}$ ) if $\mathbb{Q}(A)=0$ whenever $A \in \mathcal{F}$ and $\mathbb{P}=0$. If $\mathbb{P} \ll \mathbb{Q}$ and $\mathbb{Q} \ll \mathbb{P}$ then $\mathbb{P}$ and $\mathbb{Q}$ are called equivalent probability measures and this is denoted by $\mathbb{P} \sim \mathbb{Q}$.

Theorem 2.2. (Radon-Nikodym) Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, and let $Q$ be another measure defined also on $\mathcal{F}$ such that $Q \ll P$. Then there exists an $\mathcal{F}$-measurable function $\phi: \Omega \rightarrow[0, \infty]$, such that $\phi \in L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ and,

$$
Q(B)=\int_{B} \phi(\omega) d P(\omega), \forall B \in \mathcal{F}
$$

The function $\phi$ is unique except on a subset of P-measure zero. This function $\phi$ is often written as $\phi=\left.\frac{d Q}{d P}\right|_{\mathcal{F}}$ and is called Radon-Nikodym derivative (RND) since it satisfies

$$
Q(B)=\int_{B} d Q=\int_{B} \phi d P, \forall B \in \mathcal{F}
$$

Definition 2.16. (Regular Conditional Probability Measure) Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and $\mathcal{G}$ be a sub- $\sigma$-algebra of $\mathcal{F}$. A regular conditional probability measure $P(\cdot \mid \mathcal{G})(\cdot)$ on $(\Omega, \mathcal{F})$ is a function $P(A \mid \mathcal{G})(\omega), A \in \mathcal{F}, \omega \in \Omega$ having the following properties [12].
(a) For each $A \in \mathcal{F}$, the function mapping $\omega \in \Omega \longmapsto P(A \mid \mathcal{G})(\omega)$ is measurable with respect to $\mathcal{G}$.
(b) For each $\omega \in \Omega, P(\cdot \mid \mathcal{G})(\omega)$ is a probability measure on $\mathcal{F}$.
(c) For each $A \in \mathcal{F}, P(A \mid \mathcal{G})(\omega)$ is a version of the conditional probability of $A$ given $\mathcal{G}$. Moreover,

$$
P(A \cap B)=\int_{B} P(A \mid \mathcal{G})(\omega) P_{\mathcal{G}}(d \omega), \forall A \in \mathcal{G}
$$

where $P_{\mathcal{G}}$ is the restriction of $P$ to $\mathcal{G}$.
Statements $(a)$ and $(c)$ state that $P(A \mid \mathcal{G})(\omega)$ is a version of the conditional probability of $A$ given $\mathcal{G}$ (and it is a function of $\omega$ ). If such a version $P(\cdot \mid \mathcal{G})(\cdot)$ exists then it is unique in the sense that, if $\bar{P}(\cdot \mid \mathcal{G})(\cdot)$ is another function with these properties, then there exists a $P_{\mathcal{G}}-$ null set $N$ such that $P(A \mid \mathcal{G})(\omega)=\bar{P}(A \mid \mathcal{G})(\omega), \forall A \in \mathcal{F}$ and $\omega \in N^{c}$ (e.g., $P(\cdot \mid \mathcal{G})(\omega)=\bar{P}(\cdot \mid \mathcal{G})(\omega), P_{\mathcal{G}}-$ a.s. $)$. Thus, a regular conditional probability measure exists if it can be shown that a version of the conditional probability measure can be chosen to be a probability measure on $\mathcal{F}$ for each $\omega \in \Omega$. Although in general, a regular conditional probability measure may not exist, for the case when $\mathcal{G}$ is generated by a countable partition of $\Omega$, a regular conditional probability measure given $\mathcal{G}$ always exists. Moreover, if $(\Omega, d)$ is a metric space which is complete and separable (Polish space), and $\mathcal{F}$ is a Borel $\sigma$-algebra, then for any probability measure $P$ on $(\Omega, \mathcal{F})$ and any sub- $\sigma$-algebra $\mathcal{G} \subseteq \mathcal{F}$, a regular conditional probability measure of $P$ given $\mathcal{G}$ always exists.

Lemma 2.1. (Absolute Continuity of Probability Measures)
a) Suppose $Q_{\mathcal{G}} \ll P_{\mathcal{G}}$. If $Q(\cdot \mid \mathcal{G})(\omega) \ll P(\cdot \mid \mathcal{G})(\omega), Q_{\mathcal{G}}-$ a.s., then $Q \ll P$.
b) Conversely, if $Q \ll P$, then $Q(\cdot \mid \mathcal{G})(\omega) \ll P(\cdot \mid \mathcal{G})(\omega), P(\cdot \mid \mathcal{G})(\omega)-$ a.s.

Note that if $Y:(\Omega, \mathcal{F}) \longmapsto(\mathcal{Y}, \mathcal{A})$ is a RV on $(\Omega, \mathcal{F})$ into a measurable space $(\mathcal{Y}, \mathcal{A})$ and $\mathcal{Y}$ is a Polish space, then a regular conditional distribution for $Y$ given the sub- $\sigma$-algebra $\mathcal{G}$ of $\mathcal{F}$ denoted by $P(d y \mid \mathcal{G})(\omega)$ is defined according to Definition 2.16, and this always exists. Additionally, if $X:(\Omega, \mathcal{F}) \longmapsto(\mathcal{X}, \mathcal{B})$ is a $\operatorname{RV}$ on $(\Omega, \mathcal{F})$ into a measurable space $(\mathcal{X}, \mathcal{B})$, and $\mathcal{G}$ is the sub- $\sigma$-algebra of $\mathcal{F}$ generated by X , then $P(d y \mid X)(\omega)$ is called the regular conditional distribution of $Y$ given $X$. One can go one step further to define a regular conditional distribution for $Y$ given $X=x$ as a quantity $P(d y \mid X=x)$, and introduce an equivalent definition called stochastic kernel.

Definition 2.17. (Stochastic Kernel) Given a measurable space $(\Omega, \mathcal{F})$ on which the RVs, $X$ and $Y$ are defined, via $X:(\Omega, \mathcal{F}) \rightarrow\left(\mathcal{X}, \Sigma_{\mathcal{X}}\right)$, and $Y:(\Omega, \mathcal{F}) \rightarrow\left(\mathcal{Y}, \Sigma_{\mathcal{Y}}\right)$, respectively, then the relation between the $R V X$ and the $R V Y$ is defined via a probabilistic mapping. The mapping $\mu: \Sigma_{\mathcal{Y}} \times \mathcal{X} \rightarrow[0,1]$ satisfies the following two conditions.
(i) For every $x \in \mathcal{X}$, the set function $\mu(\cdot \mid x)$ is a probability measure on $\Sigma_{\mathcal{Y}}$ (possibly finite additive);
(ii) For every $F \in \Sigma_{\mathcal{Y}}$, the function $\mu(F \mid \cdot)$ is $\mathcal{X}$-measurable.

The mapping $\mu(\cdot ; \cdot \cdot)$ is called a stochastic kernel or transition probability. The set of all such stochastic kernels is denoted by $\mathcal{Q}(\mathcal{Y} ; \mathcal{X})$.

Definition 2.18. Let $(\Omega, \mathcal{F})$ denote a measurable space and $\mu$ a positive measure on $\Omega$. Let $f:(\Omega, \mathcal{F}) \rightarrow(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ be a measurable function. Define

$$
\|f\|_{p} \triangleq\left\{\int_{\Omega}|f|^{p}(\omega) d \mu(\omega)\right\}^{p}, \quad 1 \leq p<\infty
$$

$L_{p}(\Omega, \mathcal{F}, \mu)$ is the set of all measurable functions $f$ on $(\Omega, \mathcal{F})$ for which $\|f\|_{p}<\infty$ (often denoted by $L_{p}(\Omega, \mathcal{F}, \mu) \equiv L_{p}(\mu)$ ), and $\|f\|_{p}$ denotes the $L_{p}$-norm of $f$.

### 2.1.5. Signed Measures

This section summarizes results for signed measures that are particularly relevant to the characterization of the extremum measures. Additional details and the proofs of the following theorems can be found in [31].

Definition 2.19. Let $(\Sigma, \mathcal{B}(\Sigma))$ be a measurable space. A set function $\xi: \mathcal{B}(\Sigma) \mapsto \overline{\mathbb{R}} \triangleq$ $\mathbb{R} \cup\{-\infty, \infty\}$ is called a signed measure on $(\Sigma, \mathcal{B}(\Sigma))$ if
(i) $\xi(\emptyset)=0$.
(ii) $\xi(A)$ assumes at most one of the values $\pm \infty$ for all $A \in \mathcal{B}(\Sigma)$.
(iii) $\xi\left(\cup_{n=1}^{\infty} A_{n}\right)=\sum_{n=1}^{\infty} \xi\left(A_{n}\right)$ for all pairwise disjoint sets $A_{1}, A_{2}, \ldots \in \mathcal{B}(\Sigma)$.

A signed measure $\xi$ on $(\Sigma, \mathcal{B}(\Sigma))$ is called a non-negative signed measure, ${ }^{1}$ if and only if $\xi$ is a measure. If $\mu_{1}, \mu_{2}$ are two measures on $(\Sigma, \mathcal{B}(\Sigma))$, at least one of which is finite, then $\xi=\mu_{1}-\mu_{2}$ is well defined and it is a signed measure on $(\Sigma, \mathcal{B}(\Sigma))$. Note that a signed measure is not, in general, monotone ${ }^{2}$.

The next theorem describes sequentially continuity for signed measures.
Theorem 2.3. Let $\xi$ be a signed measure on $(\Sigma, \mathcal{B}(\Sigma))$.
(i) Let $A, B \in \mathcal{B}(\Sigma)$ and $A \subseteq B$. If $|\xi(B)|<+\infty$, then

$$
|\xi(A)|<+\infty .
$$

(ii) If $A_{1}, A_{2}, \ldots \in \mathcal{B}(\Sigma)$ and $A_{n} \subseteq A_{n+1}$ for all $n$, then

$$
\xi\left(\cup_{n=1}^{\infty} A_{n}\right)=\lim _{n \rightarrow+\infty} \xi\left(A_{n}\right) .
$$

(iii) If $A_{1}, A_{2}, \ldots \in \mathcal{B}(\Sigma)$ and $A_{n} \supseteq A_{n+1}$ for all $n$, then

$$
\xi\left(\cap_{n=1}^{\infty} A_{n}\right)=\lim _{n \rightarrow+\infty} \xi\left(A_{n}\right) .
$$

The concepts of positive and negative sets are introduced next, since these are important in representing signed measures via its Jordan decomposition.

Definition 2.20. Let $\xi$ be a signed measure on $(\Sigma, \mathcal{B}(\Sigma))$. A set $P \in \mathcal{B}(\Sigma)$ is called positive for $\xi$ if $\xi(A) \geq 0$ for every $A \in \mathcal{B}(\Sigma)$ and $A \subseteq P$. A set $N \in \mathcal{B}(\Sigma)$ is called negative for $\xi$ if $\xi(A) \leq 0$ for every $A \in \mathcal{B}(\Sigma)$ and $A \subseteq N$. A set which is both positive and negative for $\xi$ is a null set for $\xi$.

The next theorem known as Hahn decomposition establishes existence of positive and negative sets partitioning the space $\Sigma$.

Theorem 2.4. (Hahn Decomposition Theorem) If $\xi$ is a signed measure on $(\Sigma, \mathcal{B}(\Sigma))$ then there exist a positive set $P \in \mathcal{B}(\Sigma)$ and a negative set $N \in \mathcal{B}(\Sigma)$ for $\xi$ so that $P \cup N=\Sigma$ and $P \cap N=\emptyset$.

Note that, the sets $P$ and $N$ are not unique.

[^0]Definition 2.21. Let $\xi_{1}, \xi_{2}$ be two signed measures on $(\Sigma, \mathcal{B}(\Sigma))$. We say that they are mutually singular or that $\xi_{1}$ is singular with respect to $\xi_{2}$ or vice versa if there exists $A_{1}, A_{2} \in \mathcal{B}(\Sigma)$ so that $A_{1} \cup A_{2}=\Sigma, A_{1} \cap A_{2}=\emptyset$ such that $A_{1}$ is null for $\xi_{2}$ and $A_{2}$ is null for $\xi_{1}$. We use the symbol $\xi_{1} \perp \xi_{2}$ to denote that $\xi_{1}$, $\xi_{2}$ are mutually singular.

The next theorem is the Jordan decomposition of a signed measure into its positive and negative parts which are mutually singular.

Theorem 2.5. (Jordan Decomposition Theorem) Let $\xi$ be a signed measure on $(\Sigma, \mathcal{B}(\Sigma))$. There exist two non-negative measures $\xi^{+}, \xi^{-}$, at least one of which is finite, such that

$$
\xi=\xi^{+}-\xi^{-}, \quad \xi^{+} \perp \xi^{-}
$$

Consider any Hahn decomposition of $\Sigma$ for $\xi$. For every $A \in \mathcal{B}(\Sigma)$, define the set functions $\xi^{+}, \xi^{-}: \mathcal{B}(\Sigma) \longmapsto[0,+\infty]$ by

$$
\xi^{+}(A)=\xi(A \cap P), \quad \xi^{-}(A)=-\xi(A \cap N) .
$$

We say that the non-negative signed measures $\xi^{+}, \xi^{-}$constitute the Jordan decomposition of $\xi . \xi^{+}$is called the positive variation of $\xi$ and $\xi^{-}$the negative variation of $\xi$. The measure $|\xi|=\xi^{+}+\xi^{-}$is called the absolute variation of $\xi$, while $|\xi|(\Sigma)$ is called the total variation of $\xi$ and is equal to

$$
|\xi|(\Sigma)=\xi^{+}(\Sigma)+\xi^{-}(\Sigma)=\xi(P)-\xi(N)
$$

where the sets $P, N$ constitute a Hahn decomposition of $\Sigma$ for $\xi$. Hence, the total variation of $\xi$ is equal to the difference between the largest and the smallest values of $\xi$.

Theorem 2.6. Let $\xi$ be a signed measure on $(\Sigma, \mathcal{B}(\Sigma))$ and $A \in \mathcal{B}(\Sigma)$. If $A_{1}, \ldots, A_{n} \in \mathcal{B}(\Sigma)$ are pairwise disjoint and $A=\bigcup_{k=1}^{n} A_{k}$, then for every $A \in \mathcal{B}(\Sigma)$,

$$
\begin{aligned}
\xi^{+}(A) & =\sup \left\{\sum_{k=1}^{n} \xi^{+}\left(A_{k}\right): n \in \mathbb{N}\right\} \\
\xi^{-}(A) & =\sup \left\{\sum_{k=1}^{n} \xi^{-}\left(A_{k}\right): n \in \mathbb{N}\right\} \\
|\xi|(A) & =\sup \left\{\sum_{k=1}^{n}\left|\xi\left(A_{k}\right)\right|: n \in \mathbb{N}\right\} .
\end{aligned}
$$

where sup is over all measurable partitions of the set $\Sigma$.
Definition 2.22. (Total Variation of a Signed Measure) Let $\xi$ be a signed measure of the measurable space $(\Sigma, \mathcal{B}(\Sigma))$. The total variation norm of $\xi$ is

$$
\|\xi\|_{T V}=\xi^{+}(\Sigma)+\xi^{-}(\Sigma)
$$

where $\left(\xi^{+}, \xi^{-}\right)$is the Hahn-Jordan decomposition of $\xi$.

If $\Sigma$ is finite or countable and $\xi$ is a signed measure, then

$$
\|\xi\|_{T V}=\sum_{x \in \Sigma}|\xi(x)| .
$$

If $\xi$ has a density $f$ with respect to $\lambda$ (a measure on $(\Sigma, \mathcal{B}(\Sigma))$ ), then

$$
\|\xi\|_{T V}=\int|f(x)| \lambda(d x), \quad f(x) \triangleq \frac{d \xi(\cdot)}{d \lambda(\cdot)}(x)
$$

### 2.2. Total Variation Distance Metric

In this section, we introduce the total variation distance metric and we review some of its properties.

Definition 2.23. (Total Variation Distance) Let $\xi_{1}, \xi_{2}$ be two measures on the measurable space $(\Sigma, \mathcal{B}(\Sigma))$. The total variation distance between $\xi_{1}$ and $\xi_{2}$ is the total variation norm of a signed measure $\xi_{1}-\xi_{2}$.

Let

$$
\begin{aligned}
& \mathcal{M}_{s m}(\Sigma)=\text { set of finite signed measures on } \mathcal{B}(\Sigma) \\
& \mathcal{M}_{1}(\Sigma)=\text { set of probability measures on } \mathcal{B}(\Sigma) \\
& \mathcal{M}_{0}(\Sigma)=\text { set of finite signed measures on }(\Sigma, \mathcal{B}(\Sigma)) \text { satisfying } \xi(\Sigma)=0
\end{aligned}
$$

Let $B M(\Sigma)$ denote the space of measurable real valued functions, and $\|f\|_{\infty}=\sup \{|f|(x)$ : $x \in \Sigma\}$, and $B M^{+}(\Sigma) \triangleq\{f \in B M(\Sigma): f \geq 0\}$. Note that, $B M(\Sigma)$ endowed with the sup norm is a Banach space. For any $\xi \in \mathcal{M}(\Sigma)$ and $f \in B M(\Sigma)$ define

$$
\xi(f)=\int f d \xi
$$

Any signed measure $\xi \in \mathcal{M}_{s m}(\Sigma)$ defines a linear function on the Banach space $(B M(\Sigma), \| \cdot$ $\left.\|_{\infty}\right)$.

## Lemma 2.2.

(i) For any $\xi \in \mathcal{M}_{s m}(\Sigma)$ and $f \in B M(\Sigma)$

$$
\left|\int f d \xi\right| \leq\|\xi\|_{T V}\|f\|_{\infty}
$$

(ii) For any $\xi \in \mathcal{M}_{s m}(\Sigma)$

$$
\|\xi\|_{T V}=\sup \left\{\xi(f): f \in B M(\Sigma),\|f\|_{\infty}=1\right\} .
$$

(iii) For any $f \in B M(\Sigma)$

$$
\|f\|_{\infty}=\sup \left\{\xi(f): \xi \in \mathcal{M}(\Sigma),\|\xi\|_{T V}=1\right\}
$$

Proof. See Appendix A.1.
Let $\xi \in \mathcal{M}_{0}(\Sigma), f \in B M(\Sigma)$. Since $\xi(\Sigma)=0$ for any $c \in \mathbb{R}$ then

$$
\xi(f)=\int_{\Sigma} f(x) d \xi(x)=\int_{\Sigma}(f(x)-c) d \xi(x)
$$

and, hence

$$
\begin{aligned}
& |\xi(f)| \leq\|\xi\|_{T V}\|f-c\|_{\infty} \\
& |\xi(f)| \leq\|\xi\|_{T V} \inf _{c \in \mathbb{R}}\|f-c\|_{\infty} .
\end{aligned}
$$

For $f \in B M(\Sigma), \inf _{c \in \mathbb{R}}\|f-c\|_{\infty}$ is related to the oscillation semi-norm of $f$, called the global modulus of continuity, by

$$
\begin{equation*}
\operatorname{osc}(f) \triangleq \sup _{\left(x_{1}, x_{2}\right) \in \Sigma \times \Sigma}\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right|=2 \inf _{c \in \mathbb{R}}\|f-c\|_{\infty} \tag{2.3}
\end{equation*}
$$

For $f \in B M^{+}(\Sigma)$

$$
\operatorname{osc}(f)=\sup _{x \in \Sigma}|f(x)|-\inf _{x \in \Sigma}|f(x)| .
$$

Lemma 2.3. For any $\xi \in \mathcal{M}(\Sigma)$ and $f \in B M(\Sigma)$

$$
|\xi(f)| \leq \sup _{\left(x_{1}, x_{2}\right) \in \Sigma \times \Sigma}\left|\xi^{+}(\Sigma) f\left(x_{1}\right)-\xi^{-}(\Sigma) f\left(x_{2}\right)\right|
$$

where $\left(\xi^{+}, \xi^{-}\right)$is the Hahn-Jordan decomposition of $\xi$. In particular, for any $\xi \in \mathcal{M}_{0}(\Sigma)$ and $f \in B M(\Sigma)$

$$
|\xi(f)| \leq \frac{1}{2}\|\xi\|_{T V} 2 \inf _{c \in \mathbb{R}}\|f-c\|_{\infty}=\frac{1}{2}\|\xi\|_{T V} \operatorname{osc}(f) .
$$

Proof. See Appendix A.2.
Hence, for $\xi \in \mathcal{M}_{0}(\Sigma),\|\xi\|_{T V}$ is the operator norm of $\xi$ considered as an operator over the space $B M(\Sigma)$ equipped with oscillation semi-norm. As an application take $\xi_{1}, \xi_{2} \in \mathcal{M}_{1}(\Sigma)$ and define $\xi_{1}-\xi_{2} \in \mathcal{M}_{0}(\Sigma)$. Then, for any $f \in B M(\Sigma)$

$$
\left|\xi_{1}(f)-\xi_{2}(f)\right| \leq \frac{1}{2}\left\|\xi_{1}-\xi_{2}\right\|_{T V} \operatorname{osc}(f)
$$

This is tighter than $\left|\xi_{1}(f)-\xi_{2}(f)\right| \leq\left\|\xi_{1}-\xi_{2}\right\|_{T V}\|f\|_{\infty}$, since osc $(f) \leq 2\|f\|_{\infty}$.
Lemma 2.4. For any $\xi_{1}, \xi_{2} \in \mathcal{M}_{1}(\Sigma)$

$$
\begin{equation*}
\frac{1}{2}\left\|\xi_{1}-\xi_{2}\right\|_{T V}=\sup _{A}\left|\xi_{1}(A)-\xi_{2}(A)\right| \tag{2.4}
\end{equation*}
$$

where the supremum is taken over all measurable subsets of $\Sigma$.
Proof. See Appendix A.3.

### 2.3. Relation of Total Variation Distance to Other Metrics

In this section, we briefly state relations of the total variation distance to other distance metrics, and we discuss some of its applications.

## $L_{1}$ Distance.

Given $\left(\Sigma, \mathcal{B}(\Sigma)\right.$ ), let $\sigma \in \mathcal{M}_{1}(\Sigma)$ be a fixed measure (as well as $\mu \in \mathcal{M}_{1}(\Sigma)$ ). Define the Radon-Nykodym derivatives $\psi \triangleq \frac{d \mu}{d \sigma}, \varphi \triangleq \frac{d \nu}{d \sigma}$, i.e., densities with respect to a fixed $\sigma \in \mathcal{M}_{1}(\Sigma)$. Then,

$$
\|\nu-\mu\|_{T V}=\int|\varphi(x)-\psi(x)| \sigma(d x) .
$$

This can be used to model uncertainty as follows. Define

$$
\mathbf{B}_{R}(\mu) \triangleq\left\{\nu \in \mathcal{M}_{1}(\Sigma):\|\nu-\mu\|_{T V} \leq R\right\}
$$

and, consider a subset of $\mathbf{B}_{R}(\mu)$ defined by

$$
\mathbf{B}_{R, \sigma}(\mu) \triangleq\left\{\nu \in \mathbf{B}_{R}(\mu): \nu \ll \sigma, \mu \ll \sigma\right\} \subseteq \mathbf{B}_{R}(\mu)
$$

Then,

$$
\mathbf{B}_{R, \sigma}(\mu)=\left\{\varphi \in L_{1}(\sigma), \varphi \geq 0, \sigma-\text { a.s. }: \int_{\Sigma}|\varphi(x)-\psi(x)| \sigma(d x) \leq R\right\}
$$

Thus, under the absolute continuity of measures the total variation distance reduces to $L_{1}$ distance. Robustness via $L_{1}$ distance uncertainty on the space of spectral densities is investigated in the context of Wiener-Kolmogorov theory in an estimation and decision framework in [47, 57].

## Relative Entropy.

The relative entropy of $\nu \in \mathcal{M}_{1}(\Sigma)$ with respect to $\mu \in \mathcal{M}_{1}(\Sigma)$ is a mapping $H(\cdot \|)$ : $\mathcal{M}_{1}(\Sigma) \times \mathcal{M}_{1}(\Sigma) \longmapsto[0, \infty]$ defined by [23]

$$
H(\nu \mid \mu) \triangleq \begin{cases}\int_{\Sigma} \log \left(\frac{d \nu}{d \mu}\right) d \nu, & \text { if } \nu \ll \mu \text { and } \log \left(\frac{d \nu}{d \mu}\right) \in L_{1}(\nu) \\ +\infty, & \text { otherwise } .\end{cases}
$$

It is well known that $H(\nu \mid \mu) \geq 0, \forall \nu, \mu \in \mathcal{M}_{1}(\Sigma)$, while $H(\nu \mid \mu)=0 \Leftrightarrow \nu=\mu$. Total variation distance is bounded above by relative entropy via Pinsker's inequality [45], giving

$$
\begin{equation*}
\|\nu-\mu\|_{T V} \leq \sqrt{2 H(\nu \mid \mu)}, \quad \nu, \mu \in \mathcal{M}_{1}(\Sigma) \tag{2.5}
\end{equation*}
$$

This can be used to model uncertainty as follows. Given a known or nominal probability measure $\mu \in \mathcal{M}_{1}(\Sigma)$ the uncertainty set based on relative entropy is defined by

$$
A_{\tilde{R}}(\mu) \triangleq\left\{\nu \in \mathcal{M}_{1}(\Sigma): H(\nu \mid \mu) \leq \tilde{R}\right\}, \quad \tilde{R} \in[0, \infty)
$$

Clearly, the uncertainty set determined by the total variation distance $d_{T V}$, is larger than that determined by the relative entropy. In other words, in view of Pinsker's inequality (2.5), for any $r \in[0, \infty)$

$$
\left\{\nu \in \mathcal{M}_{1}(\Sigma), \nu \ll \mu: H(\nu \mid \mu) \leq \frac{r^{2}}{2}\right\} \subseteq \mathbf{B}_{R}(\mu) \equiv\left\{\nu \in \mathcal{M}_{1}(\Sigma):\|\nu-\mu\|_{T V} \leq r\right\} .
$$

Hence, even for those measures which satisfy $\nu \ll \mu$, the uncertainty set described by relative entropy is a subset of the much larger total variation distance uncertainty set. Moreover, by Pinsker's inequality, distance in total variation of probability measures is a lower bound on their relative entropy or Kullback-Leibler distance.

Over the last few years, relative entropy uncertainty model has received particular attention due to various properties (convexity, compact level sets), its simplicity and its connection to risk sensitive pay-off, minimax games, and large deviations [2, 15, 44, 48, 56]. Recently, an uncertainty model along the spirit of Radon-Nikodym derivative is employed in [42] for portfolio optimization under uncertainty. Unfortunately, relative entropy uncertainty modeling has two disadvantages: 1) it does not define a true metric on the space of measures; 2) relative entropy between two measures is not defined if the measures are not absolutely continuous. The latter rules out the possibility of measures $\nu \in \mathcal{M}_{1}(\Sigma)$ and $\mu \in \mathcal{M}_{1}(\tilde{\Sigma})$, $\tilde{\Sigma} \subset \Sigma$ to be defined on different spaces ${ }^{3}$. It is one of the main disadvantages in employing relative entropy in the context of uncertainty modelling for stochastic controlled diffusions (or SDE's) [46]. Specifically, by invoking a change of measure it can be shown that relative entropy modelling allows uncertainty in the drift coefficient of stochastic controlled diffusions, but not in the diffusion coefficient, because the latter kind of uncertainty leads to measures which are not absolutely continuous with respect to the nominal measure [48].

## Kakutani-Hellinger Distance.

Another measure of distance of two probability measures which relates to their distance in variation is the Kakutani-Hellinger distance [30]. Consider $\nu \in \mathcal{M}_{1}(\Sigma), \mu \in \mathcal{M}_{1}(\Sigma)$ and a fixed measure $\sigma \in \mathcal{M}_{1}(\Sigma)$ such that $\nu \ll \sigma, \mu \ll \sigma$ and define $\varphi \triangleq \frac{d \nu}{d \sigma}, \psi \triangleq \frac{d \mu}{d \sigma}$. The

[^1]Kakutani-Hellinger distance is a mapping $d_{K H}: L_{1}(\sigma) \times L_{1}(\sigma) \mapsto[0, \infty)$ defined by

$$
\begin{equation*}
d_{K H}^{2}(\nu, \mu) \triangleq \frac{1}{2} \int(\sqrt{\varphi(x)}-\sqrt{\psi(x)})^{2} d \sigma(x) . \tag{2.6}
\end{equation*}
$$

Indeed, the function $d_{K H}$ given by (2.6) is a metric on the set of probability measures. A related quantity is the Hellinger integral of measures $\nu \in \mathcal{M}_{1}(\Sigma)$ and $\mu \in \mathcal{M}_{1}(\Sigma)$ defined by

$$
\begin{equation*}
H(\nu, \mu) \triangleq \int \sqrt{\varphi(x) \psi(x)} d \sigma(x) \tag{2.7}
\end{equation*}
$$

which is related to the Kakutani-Hellinger distance via $d_{K H}^{2}(\nu, \mu)=1-H(\nu, \mu)$. The relations between distance in variation and Kakutani-Hellinger distance (and Hellinger integral) are given by the following inequalities:

$$
\begin{align*}
2(1-H(\nu, \mu)) \leq\|\nu-\mu\|_{T V} & \leq \sqrt{8(1-H(\nu, \mu))}  \tag{2.8}\\
\|\nu-\mu\|_{T V} & \leq 2 \sqrt{1-H^{2}(\nu, \mu)}  \tag{2.9}\\
2 d_{K H}^{2}(\nu, \mu) \leq\|\nu-\mu\|_{T V} & \leq \sqrt{8} d_{K H}(\nu, \mu) \tag{2.10}
\end{align*}
$$

The above inequalities imply that these distances define the same topology on the space of probability measure on $(\Sigma, \mathcal{B}(\Sigma))$. Specifically, convergence in total variation of probability measures defined on a metric space $(\Sigma, \mathcal{B}(\Sigma), d)$, implies their weak convergence with respect to the Kakutani-Hellinger distance metric, [30]. In [27], the Hellinger distance on the space of spectral densities is used to define a pay-off subject to constraints in the context of approximation theory.

## Levy-Prohorov Distance.

Given a metric space $(\Sigma, \mathcal{B}(\Sigma), d)$, and a family of probability measures $\mathcal{M}_{1}(\Sigma)$ on $\left(\Sigma, \mathcal{M}_{1}(\Sigma)\right)$ it is possible to "metrize" weak convergence of probability measure, denoted by $P_{n} \xrightarrow{w} P$, where $\left\{P_{n}: n \in \mathbb{N}\right\} \subset \mathcal{M}_{1}(\Sigma), P \in \mathcal{M}_{1}(\Sigma)$ via the so called Levy-Prohorov metric denoted by $d_{L P}(\nu, \mu)$ [23]. Thus, this metric is also a candidate for a measure of proximity between two probability measures. The Levi-Prohorov metric is related to distance in variation via the upper bound [30],

$$
d_{L P}(\nu, \mu) \leq \min \left\{\|\nu-\mu\|_{T V}, 1\right\}, \quad \forall \nu \in \mathcal{M}_{1}(\Sigma), \mu \in \mathcal{M}_{1}(\Sigma) .
$$

The function defined by $L(\nu, \mu)=\max \left\{d_{L P}(\nu, \mu), d_{L P}(\mu, \nu)\right\}$, is actually a distance metric (it satisfies the properties of distance).

In view of the relations between different metrics, such as relative entropy, Levy-Prohorov metric, Kakutani-Hellinger metric, etc, it is clear that the extremum problems under investigation will give sub-optimal solution to the same extremum problems with distance in variation replaced by these metrics. An anthology of other distances and distance metrics related to total variation distance can be found in [23].


## Extremum Problems

In this chapter, we investigate extremum problems with pay-off being the total variation distance metric defined on the space of probability measures, subject to linear functional constraints on the space of probability measures, and vice-versa; that is, with the roles of total variation metric and linear functional interchanged. Utilizing concepts from signed measures, the extremum probability measures of such problems are obtained in closed form, by identifying the partition of the support set and the mass of these extremum measures on the partition. Throughout the derivations we make extensive use of lower and upper bounds of pay-offs which are achievable. The results are derived for abstract spaces; specifically, complete separable metric spaces known as Polish spaces, while the high level ideas are also discussed for denumerable spaces endowed with the discrete topology. The results of this part include:

- characterization of the properties of the extremum problems under investigation;
- characterization of extremum measures on abstract spaces, and closed form solutions of the extremum measures for finite alphabet spaces;
- convexity and concavity properties of the extremum solutions;
- simulations which illustrate the different scenarios of the extremum solution of the various problems, and an application to the area of information theory.


### 3.1. Problem Formulation

In this section, we will introduce the extremum problems we investigate in this chapter. Let $\left(\Sigma, d_{\Sigma}\right)$ denote a complete, separable metric space and $(\Sigma, \mathcal{B}(\Sigma))$ the corresponding measurable space, where $\mathcal{B}(\Sigma)$ is the $\sigma$-algebra generated by open sets in $\Sigma$. Let $\mathcal{M}_{1}(\Sigma)$ denote the set of probability measures on $\mathcal{B}(\Sigma)$. The total variation distance ${ }^{1}$ is a metric [22] $d_{T V}: \mathcal{M}_{1}(\Sigma) \times \mathcal{M}_{1}(\Sigma) \rightarrow[0, \infty)$ defined by

$$
\begin{equation*}
d_{T V}(\alpha, \beta) \equiv\|\alpha-\beta\|_{T V} \triangleq \sup _{P \in \mathcal{P}(\Sigma)} \sum_{F_{i} \in P}\left|\alpha\left(F_{i}\right)-\beta\left(F_{i}\right)\right| \tag{3.1}
\end{equation*}
$$

where $\alpha, \beta \in \mathcal{M}_{1}(\Sigma)$ and $\mathcal{P}(\Sigma)$ denotes the collection of all finite partitions of $\Sigma$. With respect to this metric, $\left(\mathcal{M}_{1}(\Sigma), d_{T V}\right)$ is a complete metric space. The total variation distance is a true metric, hence it is a measure of difference between two distributions, $\nu, \mu \in \mathcal{M}_{1}(\Sigma)$. By the properties of the distance metric then $\|\nu-\mu\|_{T V} \leq\|\nu\|_{T V}+\|\mu\|_{T V}=2$, hence $\|\cdot\|_{T V}$ is further restricted to the interval $[0,2]$. The two extreme cases are $\|\cdot\|_{T V}=0$ implying $\nu=\mu$, and $\|\cdot\|_{T V}=2$ implying that the support sets of $\nu$ and $\mu$ denoted by $\operatorname{supp}(\nu)$ and $\operatorname{supp}(\mu)$, respectively, are non-overlapping, that is, $\operatorname{supp}(\nu) \cap \operatorname{supp}(\mu)=\emptyset$. In minimax problems one can introduce an uncertainty set based on distance in variation as follows. Suppose the probability measure $\nu \in \mathcal{M}_{1}(\Sigma)$ is unknown, while modeling techniques give access to a nominal probability measure $\mu \in \mathcal{M}_{1}(\Sigma)$. Having constructed the nominal probability measure, one may construct from empirical data, the distance of the two measures with respect to the total variation distance $\|\nu-\mu\|_{T V}$. This will provide an estimate of the radius $R$, such that $\|\nu-\mu\|_{T V} \leq R$, and hence characterize the set of all possible true measures $\nu \in \mathcal{M}_{1}(\Sigma)$, centered at the nominal distribution $\mu \in \mathcal{M}_{1}(\Sigma)$, and lying within the ball of radius $R$, with respect to the total variation distance $\|\cdot\|_{T V}$. Such a procedure is used in information theory to define strong typicality of sequences. Unlike other distances used in the past such as relative entropy $[2,15,44,48,56]$, quantifying uncertainty via the metric $\|\cdot\|_{T V}$ does not require absolute continuity of measures ${ }^{2}$, i.e., singular measures are admissible, and hence $\nu$ and $\mu$ need not be defined on the same space. Thus, the support set of $\mu$ may be $\tilde{\Sigma} \subset \Sigma$, hence $\mu(\Sigma \backslash \tilde{\Sigma})=0$ but $\nu(\Sigma \backslash \tilde{\Sigma}) \neq 0$ is allowed. For measures induced by stochastic differential equations (SDE's), variation distance uncertainty set models situations in which both the drift and diffusion coefficient of SDE's are unknown.

[^2]Define the spaces

$$
\begin{aligned}
B C(\Sigma) & \triangleq\left\{\text { Bounded continuous functions } \ell: \Sigma \longrightarrow \mathbb{R}:\|\ell\| \triangleq \sup _{x \in \Sigma}|\ell(x)|<\infty\right\} \\
B C^{+}(\Sigma) & \triangleq\{\ell \in B C(\Sigma): \ell \geq 0\} \\
B M(\Sigma) & \triangleq\{\text { Bounded measurable functions } \ell: \Sigma \longrightarrow \mathbb{R}:\|\ell\|<\infty\} \\
B M^{+}(\Sigma) & \triangleq\{\ell \in B M(\Sigma): \ell \geq 0\} \\
C(\Sigma) & \triangleq\{\text { Continuous functions } \ell: \Sigma \longrightarrow \mathbb{R}:\|\ell\|<\infty\} \\
C^{+}(\Sigma) & \triangleq\{\ell \in C(\Sigma): \ell \geq 0\} .
\end{aligned}
$$

Note that, $B C(\Sigma), B M(\Sigma)$ and $C(\Sigma)$ endowed with the sup norm $\|\ell\| \triangleq \sup _{x \in \Sigma}|\ell(x)|$, are Banach spaces [22]. We derive the maximizing measure for $\ell \in B C^{+}(\Sigma)$ or $B M^{+}(\Sigma)$. However, the results can be generalized to real-valued functions $\ell \in L^{\infty,+}(\Sigma, \mathcal{B}(\Sigma), \nu)$, the set of all $\mathcal{B}(\Sigma)$-measurable, non-negative essentially bounded functions defined $\nu-$ a.e. endowed with the essential supremum norm $\|\ell\|_{\infty, \nu}=\nu$-ess $\sup _{x \in \Sigma} \ell(x) \triangleq$ $\inf _{\Delta \in \mathcal{N}_{\eta}} \sup _{x \in \Delta^{c}}\|\ell(x)\|$, where $\mathcal{N}_{\nu}=\{A \in \mathcal{B}(\Sigma): \nu(A)=0\}$.

Before we proceed with the formulation of the extremum problems, we introduce first two main definitions.

Definition 3.1. Given a fixed nominal distribution $\mu \in \mathcal{M}_{1}(\Sigma)$ and a parameter $R \in[0,2]$, define the class of true distributions by

$$
\begin{equation*}
\mathbf{B}_{R}(\mu) \triangleq\left\{\nu \in \mathcal{M}_{1}(\Sigma):\|\nu-\mu\|_{T V} \leq R\right\} \tag{3.2}
\end{equation*}
$$

and the average pay-off with respect to any $\nu \in \mathbf{B}_{R}(\mu)$ by

$$
\begin{equation*}
\mathbb{L}_{1}(\nu) \triangleq \int_{\Sigma} \ell(x) \nu(d x), \quad \ell \in B C^{+}(\Sigma) \text { or } \quad B M^{+}(\Sigma) \tag{3.3}
\end{equation*}
$$

Definition 3.2. Given a fixed nominal distribution $\mu \in \mathcal{M}_{1}(\Sigma)$ and a parameter $D \in[0, \infty)$, define the class of true distributions by

$$
\begin{equation*}
\boldsymbol{Q}(D) \triangleq\left\{\nu \in \mathcal{M}_{1}(\Sigma): \int_{\Sigma} \ell(x) \nu(d x) \leq D\right\}, \quad \ell \in B C^{+}(\Sigma) \text { or } \quad B M^{+}(\Sigma) \tag{3.4}
\end{equation*}
$$

and the total variation pay-off with respect to the true probability measure $\nu \in \boldsymbol{Q}(D)$ by

$$
\begin{equation*}
\mathbb{L}_{2}(\nu) \triangleq\|\nu-\mu\|_{T V} . \tag{3.5}
\end{equation*}
$$

### 3.1.1. Maximization Problems

In this section we introduce the maximization problems under investigation ${ }^{3}$.

[^3]Problem 3.1. Find the solution of the extremum problem

$$
\begin{equation*}
D^{+}(R) \triangleq \sup _{\nu \in \mathbf{B}_{R}(\mu)} \mathbb{L}_{1}(\nu)=\sup _{\nu \in \mathcal{M}_{1}(\Sigma):\|\nu-\mu\|_{T V} \leq R} \int_{\Sigma} \ell(x) \nu(d x), \quad \forall R \in[0,2] . \tag{3.6}
\end{equation*}
$$

Problem 3.1 is a convex optimization problem on the space of probability measures. In the context of minimax theory, Problem 3.1 is important in minimax stochastic control, estimation, and decision. Such formulations are found in [2, 15, 44, 48, 56] utilizing relative entropy to describe a class of models, and in [47,57] utilizing $L_{1}$ distance to describe a class of power spectral densities.

Problem 3.2. Find the solution of the extremum problem

$$
\begin{equation*}
R^{+}(D) \triangleq \sup _{\nu \in \boldsymbol{Q}(D)} \mathbb{L}_{2}(\nu)=\sup _{\nu \in \mathcal{M}_{1}(\Sigma): \int_{\Sigma} \ell(x) \nu(d x) \leq D}\|\nu-\mu\|_{T V}, \quad \forall D \in[0, \infty) \tag{3.7}
\end{equation*}
$$

Problem 3.2, i.e., $R^{+}(D)$, is the inverse mapping of Problem 3.1, i.e., $D^{+}(R)$, and hence the solution of $D^{+}(R)$ gives the solution of $R^{+}(D) . D^{+}(R)$ is investigated in [50] in the context of minimax stochastic control, following an alternative approach which utilizes large deviation theory to express the extremum measure by a convex combination of a tilted and the nominal probability measures. The two disadvantages of the method pursued in [2, 15,44,56] are the following. 1) No explicit closed form expression for the extremum measure is given, and as a consequence, 2) its application to dynamic programming is restricted to a class of uncertain probability measures which are absolutely continuous with respect to the nominal measure $\mu(\Sigma) \in \mathcal{M}_{1}(\Sigma)$.

### 3.1.2. Minimization Problems

In this section we introduce the minimization problems under investigation.
Problem 3.3. Find the solution of the extremum problem

$$
\begin{equation*}
D^{-}(R) \triangleq \inf _{\nu \in \mathbf{B}_{R}(\mu)} \mathbb{L}_{1}(\nu)=\inf _{\nu \in \mathcal{M}_{1}(\Sigma):\|\nu-\mu\|_{T V} \leq R} \int_{\Sigma} \ell(x) \nu(d x), \quad \forall R \in[0, \infty) \tag{3.8}
\end{equation*}
$$

Problem 3.3 is important in approximating a class of probability distributions or spectral measures by reduced ones. In fact, the solution of (3.8) is obtained precisely as that of Problem 3.1, with a reverse computation of the partition of the space $\Sigma$ and the mass of the extremum measure on the partition moving in the opposite direction.

Problem 3.4. Find the solution of the extremum problem

$$
\begin{equation*}
R^{-}(D) \triangleq \inf _{\nu \in \boldsymbol{Q}(D)} \mathbb{L}_{2}(\nu)=\inf _{\nu \in \mathcal{M}_{1}(\Sigma): \int_{\Sigma}^{\ell(x) \nu(d x) \leq D}}\|\nu-\mu\|_{T V}, \quad \forall D \in[0, \infty) \tag{3.9}
\end{equation*}
$$

whenever $\int_{\Sigma} \ell(x) \mu(d x)>D$. If $\int_{\Sigma} \ell(x) \mu(d x) \leq D$ then $\nu^{*}=\mu$ is the trivial extremum measure of (3.9).

Problem 3.4 is important in the context of approximation theory, since distance in variation is a measure of proximity of two probability distributions subject to constraints. It is also important in spectral measure or density approximation as follows. Recall that a function $\{R(\tau):-\infty \leq \tau \leq \infty\}$ is the covariance function of a quadratic mean continuous and wide-sense stationary process if and only if it is of the form [60]

$$
R(\tau)=\int_{-\infty}^{\infty} e^{2 \pi \nu \tau} F(d \nu)
$$

where $F(\cdot)$ is a finite Borel measure on $\mathbb{R}$, called spectral measure. Thus, by proper normalization of $F(\cdot)$ via $F_{N}(d \nu) \triangleq \frac{1}{R(0)} F(d \nu)$, then $F_{N}(d \nu)$ is a probability measure on $\mathcal{B}(\mathbb{R})$, and hence Problem 3.2 can be used to approximate the class of spectral measures with moment estimates belonging to the class described by inequality constraints. Spectral estimation problems are discussed extensively in [26-29,43], utilizing relative entropy and Hellinger distances, under moment estimates involving equality constraints. However, in these references, the approximated spectral density is absolutely continuous with respect to the nominal spectral density; hence, it can not deal with reduced order approximation. In this respect, distance in total variation between spectral measures is very attractive.

### 3.1.3. Related Extremum Problems

Problems 3.1-3.4 are related to additional extremum problems which are introduced below.

1. Let $\nu$ and $\mu$ be absolutely continuous with respect to the Lebesgue measure so that $\varphi(x) \triangleq \frac{d \nu}{d x}(x), \psi(x) \triangleq \frac{d \mu}{d x}(x)$ (e.g., $\varphi(\cdot), \psi(\cdot)$ are the probability density functions of $\nu(\cdot)$ and $\mu(\cdot)$, respectively). Then, $\|\nu-\mu\|_{T V}=\int_{\Sigma}|\varphi(x)-\psi(x)| d x$ and hence, (3.6) and (3.7) reduce to

$$
\begin{aligned}
& D^{+}(R)=\sup _{\varphi \in L_{1}: \int_{\Sigma}|\varphi(x)-\psi(x)| d x \leq R} \int_{\Sigma} \ell(x) \varphi(x) d x \\
& R^{+}(D)=\sup _{\varphi \in L_{1}: \int_{\Sigma} \ell(x) \varphi(x) d x \leq D} \int_{\Sigma}|\varphi(x)-\psi(x)| d x .
\end{aligned}
$$

2. Let $\Sigma$ be a non-empty denumerable set endowed with the discrete topology including finite cardinality $|\Sigma|$, with $\mathcal{M}_{1}(\Sigma)$ identified with the standard probability simplex in $\mathbb{R}^{|\Sigma|}$, that is, the set of all $|\Sigma|$-dimensional vectors which are probability vectors, and $\ell(x) \triangleq-\log \nu(x), x \in \Sigma$, where $\{\nu(x): x \in \Sigma\} \in \mathcal{M}_{1}(\Sigma),\{\mu(x): x \in \Sigma\} \in$ $\mathcal{M}_{1}(\Sigma)$. Then, (3.6) is equivalent to maximizing the entropy of $\{\nu(x): x \in \Sigma\}$ subject to total variational distance metric constraint defined by

$$
\begin{equation*}
D^{+}(R)=\sup _{\nu \in \mathcal{M}_{1}(\Sigma): \sum_{x \in \Sigma}|\nu(x)-\mu(x)| \leq R} H(\nu), \quad H(\nu)=-\sum_{x \in \Sigma} \log (\nu(x)) \nu(x) \text {. } \tag{3.10}
\end{equation*}
$$

Problem (3.10) is of interest when the concept of insufficient reasoning (e.g., Jayne's maximum entropy principle $[34,35]$ ) is applied to construct a model for $\nu \in \mathcal{M}_{1}(\Sigma)$, subject to information quantified via the total variational distance metric between $\nu$ and an empirical distribution $\mu$. In the context of stochastic uncertain control systems and its relation to robustness, Problem (3.10) with the total variational distance constraint replaced by relative entropy distance constraint is investigated in [3,51].

### 3.2. Characterization of Measures on Abstract Spaces

This section utilizes signed measures and some of their properties to convert Problems 3.13.4 into equivalent extremum problems, and to characterize the extremum measures on abstract spaces. We describe the results using abstract spaces to avoid excluding measures defined on Borel spaces.

Let $\mathcal{M}_{s m}(\Sigma)$ denote the set of finite signed measures. Then, any $\eta \in \mathcal{M}_{s m}(\Sigma)$ has a Jordan decomposition $\left\{\eta^{+}, \eta^{-}\right\}$such that $\eta=\eta^{+}-\eta^{-}$, and the total variation of $\eta$ is defined by $\|\eta\|_{T V} \triangleq \eta^{+}(\Sigma)+\eta^{-}(\Sigma)$. Define the following subset

$$
\mathcal{M}_{s m}^{0}(\Sigma) \triangleq\left\{\eta \in \mathcal{M}_{s m}(\Sigma): \eta(\Sigma)=0\right\} .
$$

For $\xi \in \mathcal{M}_{s m}^{0}(\Sigma)$, then $\xi(\Sigma)=0$, which implies that $\xi^{+}(\Sigma)=\xi^{-}(\Sigma)$, and hence $\xi^{+}(\Sigma)=$ $\xi^{-}(\Sigma)=\frac{\|\xi\|_{T V}}{2}$. For any $\nu, \mu \in \mathcal{M}_{1}(\Sigma)$ then $\xi \triangleq \nu-\mu \in \mathcal{M}_{s m}^{0}(\Sigma)$ and hence

$$
\xi=(\nu-\mu)^{+}-(\nu-\mu)^{-} \equiv \xi^{+}-\xi^{-} .
$$

### 3.2.1. Equivalent Formulation of Maximization Problems

In this section we investigate maximization Problems 3.1 and 3.2.

## Equivalent Formulation of $D^{+}(R)$

Before we proceed with the equivalent formulation of Problem 3.1, we discuss first some of its properties.

Lemma 3.1. Consider Problem 3.1. Then

1) $D^{+}(R)$ is a non-decreasing concave function of $R$.
2) If $R \leq R_{\max }$,

$$
\begin{equation*}
D^{+}(R)=\sup _{\|\nu-\mu\|_{T V}=R} \int_{\Sigma} \ell(x) \nu(d x) \tag{3.11}
\end{equation*}
$$

where $R_{\max }$ is the smallest non-negative number belonging to $[0,2]$ such that $D^{+}(R)$ is constant in $\left[R_{\max }, 2\right]$.

Proof. 1) Suppose $0 \leq R_{1} \leq R_{2}$, then for every $\nu \in \mathbf{B}_{R_{1}}(\mu)$ we have $\|\nu-\mu\|_{T V} \leq R_{1} \leq R_{2}$, and therefore $\nu \in \mathbf{B}_{R_{2}}(\mu)$, hence

$$
\sup _{\nu \in \mathbf{B}_{R_{1}}(\mu)} \int_{\Sigma} \ell(x) \nu(d x) \leq \sup _{\nu \in \mathbf{B}_{R_{2}}(\mu)} \int_{\Sigma} \ell(x) \nu(d x)
$$

which is equivalent to $D^{+}\left(R_{1}\right) \leq D^{+}\left(R_{2}\right)$. So $D^{+}(R)$ is a non-decreasing function of $R$. Now consider two points $\left(R_{1}, D^{+}\left(R_{1}\right)\right)$ and $\left(R_{2}, D^{+}\left(R_{2}\right)\right)$ on the linear functional curve, such that $\nu_{1} \in \mathbf{B}_{R_{1}}(\mu)$ achieves the supremum of (3.6) for $R_{1}$, and $\nu_{2} \in \mathbf{B}_{R_{2}}(\mu)$ achieves the supremum of (3.6) for $R_{2}$. Then, $\left\|\nu_{1}-\mu\right\|_{T V} \leq R_{1}$ and $\left\|\nu_{2}-\mu\right\|_{T V} \leq R_{2}$. For any $\lambda \in(0,1)$, we have

$$
\left\|\lambda \nu_{1}+(1-\lambda) \nu_{2}-\mu\right\|_{T V} \leq \lambda\left\|\nu_{1}-\mu\right\|_{T V}+(1-\lambda)\left\|\nu_{2}-\mu\right\|_{T V} \leq \lambda R_{1}+(1-\lambda) R_{2}=R .
$$

Define $\nu^{*} \triangleq \lambda \nu_{1}+(1-\lambda) \nu_{2}, R \triangleq \lambda R_{1}+(1-\lambda) R_{2}$. The previous equation implies that $\nu^{*} \in \mathbf{B}_{R}(\mu)$, hence $D^{+}\left(\lambda R_{1}+(1-\lambda) R_{2}\right) \geq \int_{\Sigma} \ell(x) \nu^{*}(d x)$. Therefore,

$$
\begin{aligned}
D^{+}(R) & =\sup _{\nu \in \mathbf{B}_{R}(\mu)} \int_{\Sigma} \ell(x) \nu(d x) \geq \int_{\Sigma} \ell(x) \nu^{*}(d x)=\int_{\Sigma} \ell(x)\left(\lambda \nu_{1}(d x)+(1-\lambda) \nu_{2}(d x)\right) \\
& =\lambda \int_{\Sigma} \ell(x) \nu_{1}(d x)+(1-\lambda) \int_{\Sigma} \ell(x) \nu_{2}(d x)=\lambda D^{+}\left(R_{1}\right)+(1-\lambda) D^{+}\left(R_{2}\right)
\end{aligned}
$$

So, $D^{+}(R)$ is a concave function of $R$.
2) The right side of (3.11), say $\bar{D}^{+}(R)$, is a concave function of $R$. But $D^{+}(R)=$ $\sup _{R^{\prime} \leq R} \bar{D}^{+}\left(R^{\prime}\right)$ which completes the derivation of (3.11).

Consider the pay-off of Problem 3.1, for $\ell \in B C^{+}(\Sigma)$. The solution is based on finding an upper bound which is achievable. The following inequalities hold.

$$
\begin{align*}
\mathbb{L}_{1}(\nu) \triangleq \int_{\Sigma} \ell(x) \nu(d x) & =\int_{\Sigma} \ell(x)(\nu(d x)-\mu(d x))+\int_{\Sigma} \ell(x) \mu(d x) \\
& \stackrel{(a)}{=} \int_{\Sigma} \ell(x)\left(\xi^{+}(d x)-\xi^{-}(d x)\right)+\int_{\Sigma} \ell(x) \mu(d x) \\
& =\int_{\Sigma} \ell(x) \xi^{+}(d x)-\int_{\Sigma} \ell(x) \xi^{-}(d x)+\int_{\Sigma} \ell(x) \mu(d x) \\
& \stackrel{(b)}{\leq} \sup _{x \in \Sigma} \ell(x) \xi^{+}(\Sigma)-\inf _{x \in \Sigma} \ell(x) \xi^{-}(\Sigma)+\int_{\Sigma} \ell(x) \mu(d x) \\
& \stackrel{(c)}{=} \sup _{x \in \Sigma} \ell(x) \frac{\|\xi\|_{T V}}{2}-\inf _{x \in \Sigma} \ell(x) \frac{\|\xi\|_{T V}}{2}+\int_{\Sigma} \ell(x) \mu(d x) \\
& =\left\{\sup _{x \in \Sigma} \ell(x)-\inf _{x \in \Sigma} \ell(x)\right\} \frac{\|\xi\|_{T V}}{2}+\int_{\Sigma} \ell(x) \mu(d x) \tag{3.12}
\end{align*}
$$

where (a) follows from the Jordan decomposition of $(\nu-\mu)$, (b) follows due to $\ell \in B C^{+}(\Sigma)$, (c) follows because any $\xi \in \mathcal{M}_{s m}^{0}(\Sigma)$ satisfies $\xi^{+}(\Sigma)=\xi^{-}(\Sigma)=\frac{1}{2}\|\xi\|_{T V}$. For a given $\mu \in \mathcal{M}_{1}(\Sigma)$ and $\nu \in \mathbf{B}_{R}(\mu)$ define the set

$$
\widetilde{\mathbf{B}}_{R}(\mu) \triangleq\left\{\xi \in \mathcal{M}_{s m}^{0}(\Sigma): \xi=\nu-\mu, \nu \in \mathcal{M}_{1}(\Sigma),\|\xi\|_{T V} \leq R\right\} .
$$

The upper bound in the right hand side of (3.12) is achieved by $\xi^{*} \in \widetilde{\mathbf{B}}_{R}(\mu)$ as follows. Let

$$
\begin{aligned}
& x^{0} \in \Sigma^{0} \triangleq\left\{x \in \bar{\Sigma}: \ell(x)=\sup \{\ell(y): y \in \Sigma\} \equiv \ell_{\max }\right\} \\
& x_{0} \in \Sigma_{0} \triangleq\left\{x \in \bar{\Sigma}: \ell(x)=\inf \{\ell(y): y \in \Sigma\} \equiv \ell_{\min }\right\} .
\end{aligned}
$$

where $\bar{\Sigma}$ denotes the closure ${ }^{4}$ of $\Sigma$. Take

$$
\begin{equation*}
\xi^{*}(d x)=\nu^{*}(d x)-\mu(d x)=\frac{R}{2}\left(\delta_{x^{0}}(d x)-\delta_{x_{0}}(d x)\right) \tag{3.13}
\end{equation*}
$$

where $\delta_{y}(d x)$ denotes the Dirac measure concentrated at $y \in \Sigma$. This is indeed a signed measure with total variation $\left\|\xi^{*}\right\|_{T V}=\left\|\nu^{*}-\mu\right\|_{T V}=R$, and $\int_{\Sigma} \ell(x)\left(\nu^{*}-\mu\right)(d x)=$ $\frac{R}{2}\left(\ell_{\max }-\ell_{\min }\right)$. Hence, by using (3.13) as a candidate of the maximizing distribution then the extremum Problem 3.1 is equivalent to

$$
\begin{equation*}
\int_{\Sigma} \ell(x) \nu^{*}(d x)=\frac{R}{2}\left\{\sup _{x \in \Sigma} \ell(x)-\inf _{x \in \Sigma} \ell(x)\right\}+\int_{\Sigma} \ell(x) \mu(d x) \tag{3.14}
\end{equation*}
$$

where $\nu^{*}$ satisfies the constraint $\left\|\zeta^{*}\right\|_{T V}=\left\|\nu^{*}-\mu\right\|_{T V}=R$, it is normalized $\nu^{*}(\Sigma)=1$, and $0 \leq \nu^{*}(A) \leq 1$ on any $A \in \mathcal{B}(\Sigma)$. Alternatively, the pay-off $\int_{\Sigma} \ell(x) \nu^{*}(d x)$ can be written as

$$
\begin{align*}
D^{+}(R) & =\int_{\Sigma} \ell(x) \nu^{*}(d x) \\
& =\int_{\Sigma^{0}} \ell_{\max } \nu^{*}(d x)+\int_{\Sigma_{0}} \ell_{\min } \nu^{*}(d x)+\int_{\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}} \ell(x) \mu(d x) . \tag{3.15}
\end{align*}
$$

Hence, the optimal distribution $\nu^{*} \in \mathbf{B}_{R}(\mu)$ satisfies

$$
\begin{align*}
\int_{\Sigma^{0}} \nu^{*}(d x) & =\mu\left(\Sigma^{0}\right)+\frac{R}{2} \in[0,1]  \tag{3.16a}\\
\int_{\Sigma_{0}} \nu^{*}(d x) & =\mu\left(\Sigma_{0}\right)-\frac{R}{2} \in[0,1]  \tag{3.16b}\\
\nu^{*}(A) & =\mu(A), \quad \forall A \subseteq \Sigma \backslash \Sigma^{0} \cup \Sigma_{0} . \tag{3.16c}
\end{align*}
$$

For any $R \in[0,2]$ such that $\nu^{*}\left(\Sigma^{0}\right)<1$ and $\nu^{*}\left(\Sigma_{0}\right)>0$, then (3.16) is the maximizing distribution while the resulting pay-off is (3.15). When these conditions are violated the measure $\nu^{*}$ on the sets $\Sigma^{0}, \Sigma_{0}$ and $\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}$ remains to be identified so the maximizing measure $\nu^{*}$ is characterized for all $R \in[0,2]$. The complete characterization of the extremum measure $\nu^{*}$ will be given in the Section 3.3.1 building on the discussion of this section.

[^4]
## Remark 3.1.

(i) For $\mu \in \mathcal{M}_{1}(\Sigma)$ which do not include point mass, and for $f \in B C^{+}(\Sigma)$, if $\Sigma^{0}$ and $\Sigma_{0}$ are countable, then (3.16) is $\mu\left(\Sigma^{0}\right)=\mu\left(\Sigma_{0}\right)=0, \nu^{*}\left(\Sigma_{0}\right)=0, \nu^{*}\left(\Sigma^{0}\right)=\frac{R}{2}$, $\nu^{*}\left(\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}\right)=\mu\left(\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}\right)-\frac{R}{2}$.
(ii) The first right side term in (3.14) is related to the oscillator semi-norm of $f \in B M(\Sigma)$ called global modulus of continuity defined by (2.3). Clearly, for $f \in B M^{+}(\Sigma)$ then

$$
\operatorname{osc}(f)=\sup _{x \in \Sigma}|f(x)|-\inf _{x \in \Sigma}|f(x)|=\sup _{x \in \Sigma} f(x)-\inf _{x \in \Sigma} f(x) .
$$

Corollary 3.1. The value of $R_{\max }$ described in Lemma 3.1 is given by

$$
\begin{equation*}
R_{\max }=2\left(1-\mu\left(\Sigma^{0}\right)\right) \tag{3.17}
\end{equation*}
$$

Proof. We know that $D^{+}(R) \leq \sup _{x \in \Sigma} \ell(x), \forall R \geq 0$, hence $D^{+}\left(R_{\max }\right)$ can be at most $\sup _{x \in \Sigma} \ell(x)$. Since $D^{+}(R)$ is non-decreasing then

$$
\begin{equation*}
D^{+}\left(R_{\max }\right) \leq D^{+}(R) \leq \sup _{x \in \Sigma} \ell(x), \quad \text { for any } R \geq R_{\max } \tag{3.18}
\end{equation*}
$$

Consider a $\nu$ that achieves the supremum in (3.18). Let $\mu\left(\Sigma^{0}\right)$ and $\nu\left(\Sigma^{0}\right)$ to denote the nominal and true probability measures on $\Sigma^{0}$, respectively. If $\nu\left(\Sigma^{0}\right)=1$ then $\nu\left(\Sigma \backslash \Sigma^{0}\right)=0$. Therefore,

$$
\begin{aligned}
\|\nu-\mu\|_{T V} & =\sum_{x \in \Sigma^{0}}|\nu(x)-\mu(x)|+\sum_{x \in \Sigma \backslash \Sigma^{0}}|\nu(x)-\mu(x)| \\
& \stackrel{(a)}{=} \sum_{x \in \Sigma^{0}}|\nu(x)-\mu(x)|+\sum_{x \in \Sigma \backslash \Sigma^{0}}|-\mu(x)| \\
& \stackrel{(b)}{=} \sum_{x \in \Sigma^{0}} \nu(x)-\sum_{x \in \Sigma^{0}} \mu(x)+\sum_{x \in \Sigma \backslash \Sigma^{0}} \mu(x) \\
& =1-\sum_{x \in \Sigma^{0}} \mu(x)+\sum_{x \in \Sigma \backslash \Sigma^{0}} \mu(x) \\
& =2\left(1-\sum_{x \in \Sigma^{0}} \mu(x)\right)=2\left(1-\mu\left(\Sigma^{0}\right)\right)
\end{aligned}
$$

where (a) follows due to $\nu\left(\Sigma \backslash \Sigma^{0}\right)=0$ which implies $\nu(x)=0$ for any $x \in \Sigma \backslash \Sigma^{0}$, and (b) follows because $\nu(x) \geq \mu(x)$ for all $x \in \Sigma^{0}$. Therefore, $R_{\max }=2\left(1-\mu\left(\Sigma^{0}\right)\right)$ implies that $D^{+}\left(R_{\max }\right)=\sup _{x \in \Sigma} \ell(x)$. Hence, $D^{+}(R)=\sup _{x \in \Sigma} \ell(x)$, for any $R \geq R_{\max }$.

## Equivalent Formulation of $\boldsymbol{R}^{+}(\boldsymbol{D})$

Before we proceed with the equivalent formulation of Problem 3.2, we discuss first some of its properties.

Lemma 3.2. Consider Problem 3.2. Then

1) $R^{+}(D)$ is a non-decreasing convex function of $D$.
2) If $D \leq D_{\max }$,

$$
\begin{equation*}
R^{+}(D)=\sup _{\int_{\Sigma} \ell(x) \nu(d x)=D}\|\nu-\mu\|_{T V} \tag{3.19}
\end{equation*}
$$

where $D_{\max }$ is the smallest non-negative number belonging to $[0, \infty)$ such that $R^{-}(D)$ is constant in $\left[D_{\max , \infty}\right)$.

Proof. 1) Suppose $0 \leq D_{1} \leq D_{2}$, then $\mathbf{Q}\left(D_{1}\right) \subset \mathbf{Q}\left(D_{2}\right)$, and $\sup _{\nu \in \mathbf{Q}\left(D_{1}\right)}\|\nu-\mu\|_{T V} \leq$ $\sup _{\nu \in \mathbf{Q}\left(D_{2}\right)}\|\nu-\mu\|_{T V}$ which is equivalent to $R^{+}\left(D_{1}\right) \leq R^{+}\left(D_{2}\right)$. Hence, $R^{+}(D)$ is a nondecreasing function of D . Convexity is obtained by using the fact that $R^{+}(D)$ is the inverse mapping of $D^{+}(R)$. So, $R^{+}(D)$ is a convex function of $D$.
2) The right side of (3.19), say $\bar{R}^{+}(D)$, is convex function of $D$. But, $R^{+}(D)=$ $\sup _{D^{\prime} \leq D} \bar{R}^{+}\left(D^{\prime}\right)$ which completes the derivation of (3.19).

Consider the constraint of Problem 3.2, for $\ell \in B C^{+}(\Sigma)$. By following the same procedure as in Section 3.2.1, we obtain (3.14), that is

$$
\begin{equation*}
\int_{\Sigma} \ell(x) \nu^{*}(d x)=\frac{R}{2}\left\{\sup _{x \in \Sigma} \ell(x)-\inf _{x \in \Sigma} \ell(x)\right\}+\int_{\Sigma} \ell(x) \mu(d x) . \tag{3.20}
\end{equation*}
$$

Solving the above equation with respect to $R \equiv R^{+}$, the extremum Problem 3.2 is equivalent to

$$
\begin{equation*}
R^{+}(D)=\frac{2\left(D-\int_{\Sigma} \ell(x) \mu(d x)\right)}{\left\{\sup _{x \in \Sigma} \ell(x)-\inf _{x \in \Sigma} \ell(x)\right\}} \tag{3.21}
\end{equation*}
$$

where $\nu^{*}$ in (3.20) satisfies the constraint $\int_{\Sigma} \ell(x) \nu^{*}(d x)=D$, it is normalized $\nu^{*}(\Sigma)=1$, and $0 \leq \nu(A) \leq 1$ on any $A \in \mathcal{B}(\Sigma)$. We can now identify $D_{\max }$ described in Lemma 3.2.

Corollary 3.2. The value of $D_{\max }$ described in Lemma 3.2 is given by

$$
\begin{equation*}
D_{\max }=\ell_{\max } \tag{3.22}
\end{equation*}
$$

Proof. We know that $R^{+}(D) \leq 2$ for all $D \geq 0$, hence $R^{+}\left(D_{\max }\right)$ can be at most equal to 2 . For the extreme case $R^{+}(D)=2$, we have that $\nu$ and $\mu$ are disjoint in the sense that $\Sigma$ can be partitioned into two disjoint subsets $\Sigma^{0}$ and $\Sigma \backslash \Sigma^{0}$ such that $\nu$ puts all of its probability mass in $\Sigma^{0}$, that is, $\nu\left(\Sigma^{0}\right)=1$ and hence $\nu\left(\Sigma \backslash \Sigma^{0}\right)=0$, and $\mu$ puts all of its in $\Sigma \backslash \Sigma^{0}$, that is, $\mu\left(\Sigma \backslash \Sigma^{0}\right)=1$ and hence $\mu\left(\Sigma^{0}\right)=0$.
Without loss of generality, assume that $\mu$ puts all of its probability mass in $\Sigma \backslash \Sigma^{0}$. Let $D_{\max }=\ell_{\max }$, then it is obvious that $\nu\left(\Sigma^{0}\right)=1$, and hence $R^{+}\left(D_{\max }\right)=2$. Since $R^{+}(D)$ is non-decreasing then $R^{+}\left(D_{\max }\right) \leq R^{+}(D) \leq 2$ for any $D \geq D_{\max }$. Hence, $R^{+}(D)=2$ for any $D \geq D_{\max }$.

### 3.2.2. Equivalent Formulation of Minimization Problems

In this section we investigate minimization Problems 3.3 and 3.4.

## Equivalent Formulation of $D^{-}(R)$

Before we proceed with the equivalent formulation of Problem 3.3, we discuss first some of its properties.

Lemma 3.3. Consider Problem 3.3. Then

1) $D^{-}(R)$ is a non-increasing convex function of $R$.
2) If $R \leq R_{\max }$,

$$
\begin{equation*}
D^{-}(R)=\inf _{\|\nu-\mu\|_{T V}=R} \int_{\Sigma} \ell(x) \nu(d x) \tag{3.23}
\end{equation*}
$$

where $R_{\max }$ is the smallest non-negative number belonging to $[0,2]$ such that $D^{-}(R)$ is constant in $\left[R_{\max }, 2\right]$.

Proof. 1) Suppose $0 \leq R_{1} \leq R_{2}$, then for every $\nu \in \mathbf{B}_{R_{1}}(\mu)$ we have $\|\nu-\mu\|_{T V} \leq R_{1} \leq R_{2}$, and therefore $\nu \in \mathbf{B}_{R_{2}}(\mu)$, hence

$$
\inf _{\nu \in \mathbf{B}_{R_{1}}(\mu)} \int_{\Sigma} \ell(x) \nu(d x) \geq \inf _{\nu \in \mathbf{B}_{R_{2}}(\mu)} \int_{\Sigma} \ell(x) \nu(d x)
$$

which is equivalent to $D^{-}\left(R_{1}\right) \geq D^{-}\left(R_{2}\right)$. So $D^{-}(R)$ is a non-increasing function of $R$. Now consider two points $\left(R_{1}, D^{+}\left(R_{1}\right)\right)$ and $\left(R_{2}, D^{+}\left(R_{2}\right)\right)$ on the linear functional curve, such that $\nu_{1} \in \mathbf{B}_{R_{1}}(\mu)$ achieves the infimum of (3.8) for $R_{1}$, and $\nu_{2} \in \mathbf{B}_{R_{2}}(\mu)$ achieves the infimum of (3.8) for $R_{2}$. Then, $\left\|\nu_{1}-\mu\right\|_{T V} \leq R_{1}$ and $\left\|\nu_{2}-\mu\right\|_{T V} \leq R_{2}$. For any $\lambda \in(0,1)$, we have

$$
\left\|\lambda \nu_{1}+(1-\lambda) \nu_{2}-\mu\right\|_{T V} \leq \lambda\left\|\nu_{1}-\mu\right\|_{T V}+(1-\lambda)\left\|\nu_{2}-\mu\right\|_{T V} \leq \lambda R_{1}+(1-\lambda) R_{2}=R
$$

Define $\nu^{*} \triangleq \lambda \nu_{1}+(1-\lambda) \nu_{2}, R \triangleq \lambda R_{1}+(1-\lambda) R_{2}$. The previous equation implies that $\nu^{*} \in \mathbf{B}_{R}(\mu)$, hence $D^{-}\left(\lambda R_{1}+(1-\lambda) R_{2}\right) \leq \int_{\Sigma} \ell(x) \nu^{*}(d x)$. Therefore,

$$
\begin{aligned}
D^{-}(R) & =\inf _{\nu \in \mathbf{B}_{R}(\mu)} \int_{\Sigma} \ell(x) \nu(d x) \leq \int_{\Sigma} \ell(x) \nu^{*}(d x)=\int_{\Sigma} \ell(x)\left(\lambda \nu_{1}(d x)+(1-\lambda) \nu_{2}(d x)\right) \\
& =\lambda \int_{\Sigma} \ell(x) \nu_{1}(d x)+(1-\lambda) \int_{\Sigma} \ell(x) \nu_{2}(d x)=\lambda D^{-}\left(R_{1}\right)+(1-\lambda) D^{-}\left(R_{2}\right)
\end{aligned}
$$

So, $D^{-}(R)$ is a convex function of $R$.
2) The right side of (3.23), say $\bar{D}^{-}(R)$, is convex function of $R$. But $D^{-}(R)=$ $\inf _{R^{\prime} \leq R} \bar{D}^{+}\left(R^{\prime}\right)$ which completes the derivation of (3.23).

Consider the pay-off of Problem 3.3, for $\ell \in B C^{+}(\Sigma)$. The solution is based on finding a lower bound which is achievable. The following inequalities hold.

$$
\begin{align*}
\mathbb{L}_{1}(\nu) \triangleq \int_{\Sigma} \ell(x) \nu(d x) & =\int_{\Sigma} \ell(x)(\nu(d x)-\mu(d x))+\int_{\Sigma} \ell(x) \mu(d x) \\
& \stackrel{(a)}{=} \int_{\Sigma} \ell(x)\left(\xi^{+}(d x)-\xi^{-}(d x)\right)+\int_{\Sigma} \ell(x) \mu(d x) \\
& =\int_{\Sigma} \ell(x) \xi^{+}(d x)-\int_{\Sigma} \ell(x) \xi^{-}(d x)+\int_{\Sigma} \ell(x) \mu(d x) \\
& \stackrel{(b)}{\geq} \inf _{x \in \Sigma} \ell(x) \xi^{+}(\Sigma)-\sup _{x \in \Sigma} \ell(x) \xi^{-}(\Sigma)+\int_{\Sigma} \ell(x) \mu(d x) \\
& \stackrel{(c)}{=} \inf _{x \in \Sigma} \ell(x) \frac{\|\xi\|_{T V}}{2}-\sup _{x \in \Sigma} \ell(x) \frac{\|\xi\|_{T V}}{2}+\int_{\Sigma} \ell(x) \mu(d x) \\
& =\left\{\inf _{x \in \Sigma} \ell(x)-\sup _{x \in \Sigma} \ell(x)\right\} \frac{\|\xi\|_{T V}}{2}+\int_{\Sigma} \ell(x) \mu(d x) \tag{3.24}
\end{align*}
$$

where (a) follows from the Jordan decomposition of $(\nu-\mu)$, (b) follows due to $\ell \in B C^{+}(\Sigma)$, (c) follows because any $\xi \in \mathcal{M}_{s m}^{0}(\Sigma)$ satisfies $\xi^{+}(\Sigma)=\xi^{-}(\Sigma)=\frac{1}{2}\|\xi\|_{T V}$. For a given $\mu \in \mathcal{M}_{1}(\Sigma)$ and $\nu \in \mathbf{B}_{R}(\mu)$ define the set

$$
\widetilde{\mathbf{B}}_{R}(\mu) \triangleq\left\{\xi \in \mathcal{M}_{s m}^{0}(\Sigma): \xi=\nu-\mu, \nu \in \mathcal{M}_{1}(\Sigma),\|\xi\|_{T V} \leq R\right\}
$$

The lower bound in the right hand side of (3.24) is achieved by $\xi^{*} \in \widetilde{\mathbf{B}}_{R}(\mu)$ as follows. Let

$$
\begin{aligned}
& x^{0} \in \Sigma^{0} \triangleq\left\{x \in \bar{\Sigma}: \ell(x)=\sup \{\ell(y): y \in \Sigma\} \equiv \ell_{\max }\right\} \\
& x_{0} \in \Sigma_{0} \triangleq\left\{x \in \bar{\Sigma}: \ell(x)=\inf \{\ell(y): y \in \Sigma\} \equiv \ell_{\min }\right\} .
\end{aligned}
$$

Take

$$
\begin{equation*}
\xi^{*}(d x)=\nu^{*}(d x)-\mu(d x)=\frac{R}{2}\left(\delta_{x_{0}}(d x)-\delta_{x^{0}}(d x)\right) \tag{3.25}
\end{equation*}
$$

where $\delta_{y}(d x)$ denotes the Dirac measure concentrated at $y \in \Sigma$. This is indeed a signed measure with total variation $\left\|\xi^{*}\right\|_{T V}=\left\|\nu^{*}-\mu\right\|_{T V}=R$, and $\int_{\Sigma} \ell(x)\left(\nu^{*}-\mu\right)(d x)=$
$\frac{R}{2}\left(\ell_{\min }-\ell_{\text {max }}\right)$. Hence, by using (3.25) as a candidate of the minimizing distribution then the extremum Problem 3.2 is equivalent to

$$
\begin{equation*}
\int_{\Sigma} \ell(x) \nu^{*}(d x)=\frac{R}{2}\left\{\inf _{x \in \Sigma} \ell(x)-\sup _{x \in \Sigma} \ell(x)\right\}+\int_{\Sigma} \ell(x) \mu(d x) \tag{3.26}
\end{equation*}
$$

where $\nu^{*}$ satisfies the constraint $\left\|\xi^{*}\right\|_{T V}=\left\|\nu^{*}-\mu\right\|_{T V}=R$, it is normalized $\nu^{*}(\Sigma)=1$, and $0 \leq \nu^{*}(A) \leq 1$ on any $A \in \mathcal{B}(\Sigma)$. Alternatively, the pay-off $\int_{\Sigma} \ell(x) \nu^{*}(d x)$ can be written as

$$
\begin{align*}
D^{-}(R) & =\int_{\Sigma} \ell(x) \nu^{*}(d x) \\
& =\int_{\Sigma^{0}} \ell_{\max } \nu^{*}(d x)+\int_{\Sigma_{0}} \ell_{\min } \nu^{*}(d x)+\int_{\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}} \ell(x) \mu(d x) . \tag{3.27}
\end{align*}
$$

Hence, the optimal distribution $\nu^{*} \in \mathbf{B}_{R}(\mu)$ satisfies

$$
\begin{align*}
\int_{\Sigma_{0}} \nu^{*}(d x) & =\mu\left(\Sigma^{0}\right)+\frac{R}{2} \in[0,1]  \tag{3.28a}\\
\int_{\Sigma^{0}} \nu^{*}(d x) & =\mu\left(\Sigma_{0}\right)-\frac{R}{2} \in[0,1]  \tag{3.28b}\\
\nu^{*}(A) & =\mu(A), \quad \forall A \subseteq \Sigma \backslash \Sigma^{0} \cup \Sigma_{0} . \tag{3.28c}
\end{align*}
$$

For any $R \in[0,2]$ such that $\nu^{*}\left(\Sigma_{0}\right)<1$ and $\nu^{*}\left(\Sigma^{0}\right)>0$, then (3.28) is the minimizing distribution while the resulting pay-off is (3.27). When these conditions are violated the measure $\nu^{*}$ on the sets $\Sigma^{0}, \Sigma_{0}$ and $\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}$ remains to be identified so the minimizing measure $\nu^{*}$ is characterized for all $R \in[0,2]$. The complete characterization of the extremum measure $\nu^{*}$ will be given in the Section 3.3.4 building on the discussion of this section. Next, we identify $R_{\text {max }}$ described in Lemma 3.3.

Corollary 3.3. The value of $R_{\max }$ described in Lemma 3.3 is given by

$$
\begin{equation*}
R_{\max }=2\left(1-\mu\left(\Sigma_{0}\right)\right) \tag{3.29}
\end{equation*}
$$

Proof. We know that $D^{-}(R) \geq \inf _{x \in \Sigma} \ell(x), \forall R \geq 0$, hence $D^{-}\left(R_{\max }\right)$ can be at least $\inf _{x \in \Sigma} \ell(x)$. Since $D^{-}(R)$ is non-increasing then $\inf _{x \in \Sigma} \ell(x) \leq D^{-}(R) \leq D^{-}\left(R_{\max }\right)$, for any $R \geq R_{\text {max }}$. Consider a $\nu$ that achieves this infimum. Let $\mu\left(\Sigma_{0}\right)$ and $\nu\left(\Sigma_{0}\right)$ to denote the nominal and true probability measures on $\Sigma_{0}$, respectively. If $\nu\left(\Sigma_{0}\right)=1$ then $\nu\left(\Sigma \backslash \Sigma_{0}\right)=0$.

Therefore,

$$
\begin{aligned}
\|\nu-\mu\|_{T V} & =\sum_{x \in \Sigma_{0}}|\nu(x)-\mu(x)|+\sum_{x \in \Sigma \backslash \Sigma_{0}}|\nu(x)-\mu(x)| \\
& \stackrel{(a)}{=} \sum_{x \in \Sigma_{0}}|\nu(x)-\mu(x)|+\sum_{x \in \Sigma \backslash \Sigma_{0}}|-\mu(x)| \\
& \stackrel{(b)}{=} \sum_{x \in \Sigma_{0}} \nu(x)-\sum_{x \in \Sigma_{0}} \mu(x)+\sum_{x \in \Sigma \backslash \Sigma_{0}} \mu(x) \\
& =1-\sum_{x \in \Sigma_{0}} \mu(x)+\sum_{x \in \Sigma \backslash \Sigma_{0}} \mu(x) \\
& =2\left(1-\sum_{x \in \Sigma_{0}} \mu(x)\right)=2\left(1-\mu\left(\Sigma_{0}\right)\right)
\end{aligned}
$$

where (a) follows due to $\nu\left(\Sigma \backslash \Sigma_{0}\right)=0$ which implies $\nu(x)=0$ for any $x \in \Sigma \backslash \Sigma_{0}$, and (b) follows because $\nu(x) \geq \mu(x)$ for all $x \in \Sigma_{0}$. Therefore, $R_{\max }=2\left(1-\mu\left(\Sigma_{0}\right)\right)$ implies that $D^{-}\left(R_{\max }\right)=\inf _{x \in \Sigma} \ell(x)$. Hence, $D^{-}(R)=\inf _{x \in \Sigma} \ell(x)$, for any $R \geq R_{\max }$.

## Equivalent Formulation of $\boldsymbol{R}^{-}(\boldsymbol{D})$

Before we proceed with the equivalent formulation of Problem 3.4, we discuss first some of its properties.

Lemma 3.4. Consider Problem 3.4. Then

1) $R^{-}(D)$ is a non-increasing convex function of $D$.
2) If $D \leq D_{\max }$,

$$
\begin{equation*}
R^{-}(D)=\inf _{\int_{\Sigma} \ell(x) \nu(d x)=D}\|\nu-\mu\|_{T V} \tag{3.30}
\end{equation*}
$$

where $D_{\max }$ is the smallest non-negative number belonging to $[0, \infty)$ such that $R^{-}(D)=0$ for any $D \in\left[D_{\max }, \infty\right)$.

Proof. 1) Suppose $0 \leq D_{1} \leq D_{2}$, then $\mathbf{Q}\left(D_{1}\right) \subset \mathbf{Q}\left(D_{2}\right)$, and $\inf _{\nu \in \mathbf{Q}\left(D_{1}\right)}\|\nu-\mu\|_{T V} \geq$ $\inf _{\nu \in \mathbf{Q}\left(D_{2}\right)}\|\nu-\mu\|_{T V}$ which is equivalent to $R^{-}\left(D_{1}\right) \geq R^{-}\left(D_{2}\right)$. Hence, $R^{-}(D)$ is a nonincreasing function of D . Now consider two points $\left(D_{1}, R^{-}\left(D_{1}\right)\right)$ and $\left(D_{2}, R^{-}\left(D_{2}\right)\right)$ on the total variation curve. Let $D \triangleq \lambda D_{1}+(1-\lambda) D_{2}, \nu^{*} \triangleq \lambda \nu_{1}+(1-\lambda) \nu_{2}$ and $\nu_{1} \in$ $\mathbf{Q}\left(D_{1}\right), \nu_{2} \in \mathbf{Q}\left(D_{2}\right)$ such that $\left\|\nu_{1}-\mu\right\|_{T V}=R^{-}\left(D_{1}\right)$ and $\left\|\nu_{2}-\mu\right\|_{T V}=R^{-}\left(D_{2}\right)$. Then, $\int_{\Sigma} \ell(x) \nu_{1}(d x) \leq D_{1}$ and $\int_{\Sigma} \ell(x) \nu_{2}(d x) \leq D_{2}$. Taking convex combination leads to

$$
\lambda \int_{\Sigma} \ell(x) \nu_{1}(d x)+(1-\lambda) \int_{\Sigma} \ell(x) \nu_{2}(d x) \leq \lambda D_{1}+(1-\lambda) D_{2}=D
$$

and hence $\nu^{*} \in \mathbf{Q}(D)$. So,

$$
\begin{aligned}
R^{-}(D) & =\inf _{\nu \in \mathbf{Q}(D)}\|\nu-\mu\|_{T V} \leq\left\|\nu^{*}-\mu\right\|_{T V}=\left\|\lambda \nu_{1}+(1-\lambda) \nu_{2}-\mu\right\|_{T V} \\
& \leq \lambda\left\|\nu_{1}-\mu\right\|_{T V}+(1-\lambda)\left\|\nu_{2}-\mu\right\|_{T V}=\lambda R^{-}\left(D_{1}\right)+(1-\lambda) R^{-}\left(D_{2}\right) .
\end{aligned}
$$

This shows that $R^{-}(D)$ is convex function of $D$.
2) The right side of (3.30), say $\bar{R}^{-}(D)$, is convex function of $D$. But, $R^{-}(D)=$ $\inf _{D^{\prime} \leq D} \bar{R}^{-}\left(D^{\prime}\right)$ which completes the derivation of (3.30).

Consider the constraint of Problem 3.4, for $\ell \in B C^{+}(\Sigma)$. By following the same procedure as in Section 3.2.2, we obtain (3.26), that is

$$
\begin{equation*}
\int_{\Sigma} \ell(x) \nu^{*}(d x)=\frac{R}{2}\left\{\inf _{x \in \Sigma} \ell(x)-\sup _{x \in \Sigma} \ell(x)\right\}+\int_{\Sigma} \ell(x) \mu(d x) . \tag{3.31}
\end{equation*}
$$

Solving the above equation with respect to $R$ the extremum Problem 3.4 (for $D<$ $\left.\int_{\Sigma} \ell(x) \mu(d x)\right)$ is equivalent to

$$
\begin{equation*}
R^{-}(D)=\frac{2\left(D-\int_{\Sigma} \ell(x) \mu(d x)\right)}{\left\{\inf _{x \in \Sigma} \ell(x)-\sup _{x \in \Sigma} \ell(x)\right\}} \tag{3.32}
\end{equation*}
$$

where $\nu^{*}$ satisfies the constraint $\int_{\Sigma} \ell(x) \nu^{*}(d x)=D$, it is normalized $\nu^{*}(\Sigma)=1$, and $0 \leq$ $\nu(A) \leq 1$ on any $A \in \mathcal{B}(\Sigma)$. We can now identify $D_{\max }$ described in Lemma 3.4.

Corollary 3.4. The value of $D_{\max }$ described in Lemma 3.4 is given by

$$
D_{\max }=\int_{\Sigma} \ell(x) \mu(d x)
$$

Proof. We know that $R^{-}(D) \geq 0$ for all $D \geq 0$ hence $R^{-}\left(D_{\max }\right)$ can be at least zero. Let $D_{\max }=\int_{\Sigma} \ell(x) \mu(d x)$, then it is obvious that $R^{-}\left(D_{\max }\right)=0$. Since $R^{-}(D)$ in nonincreasing, then $0 \leq R^{-}(D) \leq R^{-}\left(D_{\max }\right)$, for any $D \geq D_{\max }$. Hence, $R^{-}(D)=0$, for any $D \geq D_{\text {max }}$.

### 3.3. Characterization of Measures for Finite Alphabets

This section uses the results of Section 3.2 to compute closed form expressions for the extremum measures $\nu^{*}$ for any $R \in[0,2]$, when $\Sigma$ is a finite alphabet space to give the intuition into the solution procedure. This is done by identifying the sets $\Sigma^{0}, \Sigma_{0}, \Sigma \backslash \Sigma^{0} \cup \Sigma_{0}$, and the measure $\nu^{*}$ on these sets for any $R \in[0,2]$. Although this can be done for probability measures on complete separable metric spaces (Polish spaces) $\left(\Sigma, d_{\Sigma}\right)$, and for $\ell \in B M^{+}(\Sigma)$,
$\ell \in B C^{+}(\Sigma), L^{\infty,+}(\Sigma, \mathcal{B}(\Sigma), \nu)$, we prefer to discuss the finite alphabet case to gain additional insight into these problems. At section 3.3.7 we shall use the finite alphabet case to discuss the extensions to countable alphabet and to $\ell \in L^{\infty,+}(\Sigma, \mathcal{B}(\Sigma), \nu)$.

Consider the finite alphabet case $(\Sigma, \mathcal{M})$, where $\operatorname{card}(\Sigma)=|\Sigma|$ is finite, $\mathcal{M}=2^{|\Sigma|}$. Thus, $\nu$ and $\mu$ are point mass distributions on $\Sigma$. Define the set of probability vectors on $\Sigma$ by

$$
\begin{equation*}
\mathbb{P}(\Sigma) \triangleq\left\{p=\left(p_{1}, \ldots, p_{|\Sigma|}\right): p_{i} \geq 0, i=0, \ldots,|\Sigma|, \sum_{i \in \Sigma} p_{i}=1\right\} \tag{3.33}
\end{equation*}
$$

Thus, $p \in \mathbb{P}(\Sigma)$ is a probability vector in $\mathbb{R}_{+}^{|\Sigma|}$. Also let $\ell \triangleq\left\{\ell_{1}, \ldots, \ell_{|\Sigma|}\right\}$ so that $\ell \in$ $\mathbb{R}_{+}^{|\Sigma|}$ (e.g., set of non-negative vectors of dimension $|\Sigma|$ ). Next, we introduce some basic definitions which will be used for the solution of the extremum problems.

Define the maximum and minimum values of the sequence $\left\{\ell_{1}, \ldots, \ell_{|\Sigma|}\right\}$ by

$$
\ell_{\max } \triangleq \max _{i \in \Sigma} \ell_{i}, \quad \ell_{\min } \triangleq \min _{i \in \Sigma} \ell_{i}
$$

and its corresponding support sets by

$$
\Sigma^{0} \triangleq\left\{i \in \Sigma: \ell_{i}=\ell_{\max }\right\}, \quad \Sigma_{0} \triangleq\left\{i \in \Sigma: \ell_{i}=\ell_{\min }\right\}
$$

For any remaining sequence, $\left\{\ell_{i}: i \in \Sigma \backslash \Sigma^{0} \cup \Sigma_{0}\right\}$, and for $1 \leq r \leq\left|\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}\right|$ define recursively the set of indices for which $\ell$ achieves its $(k+1)^{\text {th }}$ smallest value by

$$
\begin{equation*}
\Sigma_{k} \triangleq\left\{i \in \Sigma: \ell_{i}=\min \left\{\ell_{\alpha}: \alpha \in \Sigma \backslash \Sigma^{0} \cup\left(\bigcup_{j=1}^{k} \Sigma_{j-1}\right)\right\}\right\}, k \in\{1,2, \ldots, r\} \tag{3.34}
\end{equation*}
$$

and the set of indices for which $\ell$ achieves its $(k+1)^{\text {th }}$ largest value by

$$
\begin{equation*}
\Sigma^{k} \triangleq\left\{i \in \Sigma: \ell_{i}=\max \left\{\ell_{\alpha}: \alpha \in \Sigma \backslash \Sigma_{0} \cup\left(\bigcup_{j=1}^{k} \Sigma^{j-1}\right)\right\}\right\}, k \in\{1,2, \ldots, r\} \tag{3.35}
\end{equation*}
$$

till all the elements of $\Sigma$ are exhausted (i.e., $k$ is at most $\left.\left|\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}\right|\right)$. Define the corresponding values of the sequence of sets in (3.34) by

$$
\begin{equation*}
\ell\left(\Sigma_{k}\right) \triangleq \min _{i \in \Sigma \backslash \Sigma^{0} \cup\left(\bigcup_{j=1}^{k} \Sigma_{j-1}\right)} \ell_{i}, \quad k \in\{1,2, \ldots, r\} \tag{3.36}
\end{equation*}
$$

and the corresponding values of the sequence of sets in (3.35) by

$$
\begin{equation*}
\ell\left(\Sigma^{k}\right) \triangleq \max _{i \in \Sigma \backslash \Sigma_{0} \cup\left(\cup_{j=1}^{k} \Sigma^{j-1}\right)} \ell_{i}, \quad k \in\{1,2, \ldots, r\} \tag{3.37}
\end{equation*}
$$

where $r$ is the number of the support sets which is at most $\left|\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}\right|$; for example, when $k=1, \ell\left(\Sigma_{1}\right)=\min _{i \in \Sigma \backslash \Sigma^{0} \cup \Sigma_{0}} \ell_{i}$ and $\ell\left(\Sigma^{1}\right)=\max _{i \in \Sigma \backslash \Sigma^{0} \cup \Sigma_{0}} \ell_{i}$, when $k=2, \ell\left(\Sigma_{2}\right)=$
$\min _{i \in \Sigma \backslash \Sigma^{0} \cup \Sigma_{0} \cup \Sigma_{1}} \ell_{i}$ and $\ell\left(\Sigma^{2}\right)=\max _{i \in \Sigma \backslash \Sigma^{0} \cup \Sigma_{0} \cup \Sigma^{1}} \ell_{i}$, etc. Furthermore, if $\ell_{1}<\ell_{2}<\cdots<$ $\ell_{|\Sigma|}$ then $\Sigma^{0}=\{|\Sigma|\}, \Sigma_{0}=\{1\}$ and $\Sigma_{k}=\{k+1\}, \Sigma^{k}=\{|\Sigma|-k\}$ for $k=1,2, \ldots,|\Sigma|-$ 2. Note that, (3.34) and (3.36) will be used exclusively for the solution of maximization Problems 3.1 and 3.2, while (3.35) and (3.37) will be used exclusively for the solution of minimization Problems 3.3 and 3.4.

### 3.3.1. $D^{+}(R)$ : The Finite Alphabet Case

Suppose $\nu \in \mathbb{P}(\Sigma)$ is the true probability vector and $\mu \in \mathbb{P}(\Sigma)$ is the nominal fixed probability vector. The extremum problem reduces to

$$
\begin{equation*}
D^{+}(R) \triangleq \max _{\nu \in \mathbf{B}_{R}(\mu)} \sum_{i \in \Sigma} \ell_{i} \nu_{i}=\max _{\nu \in \mathbb{P}(\Sigma): \sum_{i \in \Sigma}\left|\nu_{i}-\mu_{i}\right| \leq R} \sum_{i \in \Sigma} \ell_{i} \nu_{i} . \tag{3.38}
\end{equation*}
$$

Next, we apply the results of Section 3.2 to characterize the optimal $\nu^{*}$ for any $R \in[0,2]$. By defining, $\xi_{i} \triangleq \nu_{i}-\mu_{i}, i=1, \ldots,|\Sigma|$ and $\xi \in \mathcal{M}_{s m}^{0}(\Sigma)$, Problem 3.1 can be reformulated as follows.

$$
\begin{equation*}
\max _{\nu \in \mathbf{B}_{R}(\mu)} \sum_{i \in \Sigma} \ell_{i} \nu_{i} \longrightarrow \sum_{i \in \Sigma} \ell_{i} \mu_{i}+\max _{\xi \in \widetilde{\mathbf{B}}_{R}(\mu)} \sum_{i \in \Sigma} \ell_{i} \xi_{i} . \tag{3.39}
\end{equation*}
$$

Note that $\xi \in \widetilde{\mathbf{B}}_{R}(\mu)$ is described by the constraints

$$
\begin{equation*}
\alpha \triangleq \sum_{i \in \Sigma}\left|\xi_{i}\right| \leq R, \quad \sum_{i \in \Sigma} \xi_{i}=0, \quad 0 \leq \xi_{i}+\mu_{i} \leq 1, \quad \forall i \in \Sigma . \tag{3.40}
\end{equation*}
$$

The positive and negative variation of the signed measure $\xi=\nu-\mu \in \mathcal{M}_{s m}^{0}(\Sigma)$ are defined by $\xi^{+}=\max \{\xi, 0\}$ and $\xi^{-}=\max \{-\xi, 0\}$. Therefore,

$$
\begin{equation*}
\sum_{i \in \Sigma} \xi_{i}=\sum_{i \in \Sigma} \xi_{i}^{+}-\sum_{i \in \Sigma} \xi_{i}^{-}, \quad \sum_{i \in \Sigma}\left|\xi_{i}\right|=\sum_{i \in \Sigma} \xi_{i}^{+}+\sum_{i \in \Sigma} \xi_{i}^{-} \tag{3.41}
\end{equation*}
$$

and hence

$$
\begin{align*}
& \sum_{i \in \Sigma} \xi_{i}^{+}=\frac{\sum_{i \in \Sigma} \xi_{i}+\sum_{i \in \Sigma}\left|\xi_{i}\right|}{2} \equiv \frac{\alpha}{2}  \tag{3.42}\\
& \sum_{i \in \Sigma} \xi_{i}^{-}=\frac{-\sum_{i \in \Sigma} \xi_{i}+\sum_{i \in \Sigma}\left|\xi_{i}\right|}{2} \equiv \frac{\alpha}{2} . \tag{3.43}
\end{align*}
$$

In addition,

$$
\begin{equation*}
\sum_{i \in \Sigma} \ell_{i} \xi_{i}=\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{+}-\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-} . \tag{3.44}
\end{equation*}
$$

The following theorem characterizes the solution of Problem 3.1.

Theorem 3.1. The solution of the finite alphabet version of Problem 3.1 is given by

$$
\begin{equation*}
D^{+}(R)=\ell_{\max } \nu^{*}\left(\Sigma^{0}\right)+\ell_{\min } \nu^{*}\left(\Sigma_{0}\right)+\sum_{k=1}^{r} \ell\left(\Sigma_{k}\right) \nu^{*}\left(\Sigma_{k}\right) \tag{3.45}
\end{equation*}
$$

where the optimal probabilities are given by

$$
\begin{align*}
& \nu^{*}\left(\Sigma^{0}\right) \triangleq \sum_{i \in \Sigma^{0}} \nu_{i}^{*}=\sum_{i \in \Sigma^{0}} \mu_{i}+\frac{\alpha}{2}  \tag{3.46a}\\
& \nu^{*}\left(\Sigma_{0}\right) \triangleq \sum_{i \in \Sigma_{0}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma_{0}} \mu_{i}-\frac{\alpha}{2}\right)^{+}  \tag{3.46b}\\
& \nu^{*}\left(\Sigma_{k}\right) \triangleq \sum_{i \in \Sigma_{k}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma_{k}} \mu_{i}-\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}\right)^{+}\right)^{+}  \tag{3.46c}\\
& \alpha=\min \left(R, R_{\max }\right), \quad R_{\max } \triangleq 2\left(1-\sum_{i \in \Sigma^{0}} \mu_{i}\right) \tag{3.46d}
\end{align*}
$$

with $k=1,2, \ldots, r$ and $r$ is the number of $\Sigma_{k}$ sets which is at most $\left|\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}\right|$.

The solution of Problem 3.1 is obtained by identifying the partition of $\Sigma$ into disjoint sets $\left\{\Sigma^{0}, \Sigma_{0}, \Sigma_{1}, \ldots, \Sigma_{k}\right\}$ and the measures on this partition. The main idea is to express the total variation distance constraint as a summation of the positive and negative variation of a signed measure, and then to find upper and lower bounds on the probabilities of $\Sigma^{0}$ and $\Sigma \backslash \Sigma^{0}$, which are achievable. Utilizing the fact that the positive and negative variation parts of the total variation distance have equal mass concentrated on them, closed form expressions of the probability measures, on these sets, which achieve the upper and lower bounds are derived (i.e., using (3.41), then (3.42) holds).

In the following Lemma upper and lower bounds which are achievable are obtained. These they will be used for the derivation of Theorem 3.1.

## Lemma 3.5. Consider Problem 3.1.

(a) Upper Bound.

$$
\begin{equation*}
\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{+} \leq \ell_{\max }\left(\frac{\alpha}{2}\right) \tag{3.47}
\end{equation*}
$$

The bound holds with equality if

$$
\begin{align*}
& \sum_{i \in \Sigma^{0}} \mu_{i}+\frac{\alpha}{2} \leq 1  \tag{3.48a}\\
& \sum_{i \in \Sigma^{0}} \xi_{i}^{+}=\frac{\alpha}{2}  \tag{3.48b}\\
& \xi_{i}^{+}=0 \text { for } i \in \Sigma \backslash \Sigma^{0} . \tag{3.48c}
\end{align*}
$$

(b) Lower Bound.

Case 1. If $\sum_{i \in \Sigma_{0}} \mu_{i}-\frac{\alpha}{2} \geq 0$ then

$$
\begin{equation*}
\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-} \geq \ell_{\min }\left(\frac{\alpha}{2}\right) \tag{3.49}
\end{equation*}
$$

The bound holds with equality if

$$
\begin{align*}
& \sum_{i \in \Sigma_{0}} \mu_{i}-\frac{\alpha}{2} \geq 0  \tag{3.50a}\\
& \sum_{i \in \Sigma_{0}} \xi_{i}^{-}=\frac{\alpha}{2}  \tag{3.50b}\\
& \xi_{i}^{-}=0 \text { for } i \in \Sigma \backslash \Sigma_{0} \tag{3.50c}
\end{align*}
$$

Case 2. If $\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}-\frac{\alpha}{2} \leq 0$ for any $k \in\{1,2, \ldots, r\}$ then

$$
\begin{equation*}
\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-} \geq \ell\left(\Sigma_{k}\right)\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}\right)+\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \ell_{i} \mu_{i} \tag{3.51}
\end{equation*}
$$

Moreover, equality holds if

$$
\begin{align*}
& \sum_{i \in \Sigma_{j-1}} \xi_{i}^{-}=\sum_{i \in \Sigma_{j-1}} \mu_{i}, \text { for all } j=1,2, \ldots, k  \tag{3.52a}\\
& \sum_{i \in \Sigma_{k}} \xi_{i}^{-}=\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}\right)  \tag{3.52b}\\
& \sum_{j=0}^{k} \sum_{i \in \Sigma_{j}} \mu_{i}-\frac{\alpha}{2} \geq 0  \tag{3.52c}\\
& \xi_{i}^{-}=0 \text { for all } i \in \Sigma \backslash \Sigma_{0} \cup \Sigma_{1} \cup \ldots \cup \Sigma_{k} . \tag{3.52d}
\end{align*}
$$

Proof. Part (a) and Part (b), case 1, follows from Section 3.2.1 (equivalent formulation of $D^{+}(R)$ ). For Part (b), case 2, we proceed as follows. Consider any $k \in\{1,2, \ldots, r\}$. First, we show that inequality holds. From Part (b), case 1, we have that

$$
\begin{aligned}
\sum_{i \in \Sigma \backslash \cup \cup_{j=1}^{k} \Sigma_{j-1}} \ell_{i} \xi_{i}^{-} & \geq \min _{j \in \Sigma \backslash \cup_{j=1}^{k} \Sigma_{j-1}} \ell_{j} \sum_{i \in \Sigma \backslash \cup_{j=1}^{k} \Sigma_{j-1}} \xi_{i}^{-} \\
& =\ell\left(\Sigma_{k}\right) \sum_{i \in \Sigma \backslash \cup_{j=1}^{k} \Sigma_{j-1}} \xi_{i}^{-}=\ell\left(\Sigma_{k}\right)\left(\sum_{i \in \Sigma} \xi_{i}^{-}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \xi_{i}^{-}\right) .
\end{aligned}
$$

Hence

$$
\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \ell_{i} \xi_{i}^{-} \geq \ell\left(\Sigma_{k}\right)\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}\right)
$$

which implies

$$
\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-} \geq \ell\left(\Sigma_{k}\right)\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}\right)+\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \ell_{i} \mu_{i}
$$

Next, we show under the stated conditions that equality holds.

$$
\begin{aligned}
\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-} & =\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \ell_{i} \xi_{i}^{-}+\sum_{i \in \Sigma_{k}} \ell_{i} \xi_{i}^{-}+\sum_{i \in \Sigma \backslash \cup_{j=0}^{k} \Sigma_{j}} \ell_{i} \xi_{i}^{-} \\
& =\sum_{j=1}^{k} \ell\left(\Sigma_{j-1}\right) \sum_{i \in \Sigma_{j-1}} \xi_{i}^{-}+\ell\left(\Sigma_{k}\right) \sum_{i \in \Sigma_{k}} \xi_{i}^{-} \\
& =\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \ell_{i} \mu_{i}+\ell\left(\Sigma_{k}\right)\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}\right) .
\end{aligned}
$$

Proof of Theorem 3.1. From Lemma 3.1, and Corollary 3.1, we know that for $R \leq R_{\max }$, where $R_{\max }=2\left(1-\mu\left(\Sigma^{0}\right)\right)$, the total variation constraint holds with equality, that is, $\|\xi\|_{T V}=R$. Let $\alpha=\|\xi\|_{T V}$. From (3.39) and (3.40), Problem 3.1 is given by

$$
\begin{equation*}
D^{+}(R)=\sum_{i \in \Sigma} \ell_{i} \mu_{i}+\max _{\xi \in \widetilde{\mathbf{B}}_{R}(\mu)} \sum_{i \in \Sigma} \ell_{i} \xi_{i} . \tag{3.53}
\end{equation*}
$$

where $\xi \in \widetilde{\mathbf{B}}_{R}(\mu)$ is described by the constraints

$$
\begin{equation*}
\alpha \triangleq \sum_{i \in \Sigma}\left|\xi_{i}\right|=R, \quad \sum_{i \in \Sigma} \xi_{i}=0, \quad 0 \leq \xi_{i}+\mu_{i} \leq 1, \quad \forall i \in \Sigma \tag{3.54}
\end{equation*}
$$

To maximize (3.53) we employ (3.44). It is obvious that an upper and a lower bound must be obtained for $\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{+}$and $\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-}$, respectively.

From Lemma 3.5, Part (a), the upper bound (3.47), holds with equality if conditions given by (3.48) are satisfied. Note that, $\sum_{i \in \Sigma^{0}} \mu_{i}+\frac{\alpha}{2} \leq 1$ is always satisfied and from (3.48b) we have that $\sum_{i \in \Sigma^{0}} \nu_{i}=\sum_{i \in \Sigma^{0}} \mu_{i}+\frac{\alpha}{2}$ and hence the optimal probability on $\Sigma^{0}$ is given by

$$
\begin{equation*}
\nu^{*}\left(\Sigma^{0}\right) \triangleq \sum_{i \in \Sigma^{0}} \nu_{i}^{*}=\sum_{i \in \Sigma^{0}} \mu_{i}+\frac{\alpha}{2} . \tag{3.55}
\end{equation*}
$$

From Lemma 3.5, Part (b), case 1, the lower bound (3.49), holds with equality if conditions given by (3.50) are satisfied. Furthermore, from (3.50b) we have that $\sum_{i \in \Sigma_{0}} \nu_{i}=\sum_{i \in \Sigma_{0}} \mu_{i}-$ $\frac{\alpha}{2}$ and condition (3.50a) must be satisfied, hence the optimal probability on $\Sigma_{0}$ is given by

$$
\begin{equation*}
\nu^{*}\left(\Sigma_{0}\right) \triangleq \sum_{i \in \Sigma_{0}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma_{0}} \mu_{i}-\frac{\alpha}{2}\right)^{+} \tag{3.56}
\end{equation*}
$$

The extremum solution for any $R \leq R_{\text {max }}$, under equality conditions (3.48) and (3.50) is given by

$$
\begin{equation*}
D^{+}(R)=\left\{\ell_{\max }-\ell_{\min }\right\} \frac{\alpha}{2}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} \tag{3.57}
\end{equation*}
$$

Lemma 3.5, Part (b), case 1, characterize the extremum solution for $\sum_{i \in \Sigma_{0}} \mu_{i}-\frac{\alpha}{2} \geq 0$. Next, the characterization of extremum solution when this condition is violated, that is, when $\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}-\frac{\alpha}{2} \leq 0$ for any $k \in\{1,2, \ldots, r\}$, is discussed.
From Lemma 3.5, Part (b), case 2, the lower bound (3.51), holds with equality if conditions given by (3.52) are satisfied. Furthermore, from (3.52b) we have that

$$
\begin{equation*}
\sum_{i \in \Sigma_{k}} \nu_{i}=\sum_{i \in \Sigma_{k}} \mu_{i}-\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}\right), \tag{3.58}
\end{equation*}
$$

and conditions $\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i} \geq 0$ and (3.52c) must be satisfied, hence the optimal probability on $\Sigma_{k}$ is given by

$$
\begin{equation*}
\nu^{*}\left(\Sigma_{k}\right) \triangleq \sum_{i \in \Sigma_{k}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma_{k}} \mu_{i}-\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}\right)^{+}\right)^{+} . \tag{3.59}
\end{equation*}
$$

The extremum solution for any $R \leq R_{\max }$, under equality conditions (3.48) and (3.52) is given by

$$
\begin{aligned}
D^{+}(R) & =\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{+}-\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} \\
& =\ell_{\max }\left(\frac{\alpha}{2}\right)-\ell\left(\Sigma_{k}\right)\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}\right)+\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \ell_{i} \mu_{i}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} .
\end{aligned}
$$

For $R \in\left[R_{\max }, 2\right]$, Lemma 3.1, states that $D^{+}(R)$ is constant. Indeed for $\alpha=\|\xi\|_{T V}=$ $R_{\max }=2\left(1-\mu\left(\Sigma^{0}\right)\right)$ equality conditions of Lemma 3.5, Part (a), become

$$
\begin{equation*}
\sum_{i \in \Sigma^{0}} \mu_{i}+\frac{\alpha}{2}=1, \quad \sum_{i \in \Sigma^{0}} \xi_{i}^{+}=\frac{\alpha}{2}, \quad \xi_{i}^{+}=0 \text { for } i \in \Sigma \backslash \Sigma^{0} . \tag{3.60}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\sum_{i \in \Sigma \backslash \Sigma^{0}} \mu_{i}-\frac{\alpha}{2}=0, \quad \sum_{i \in \Sigma \backslash \Sigma^{0}} \xi_{i}^{-}=\frac{\alpha}{2}, \quad \xi_{i}^{-}=0 \text { for } i \in \Sigma^{0} . \tag{3.61}
\end{equation*}
$$

Therefore, $\sum_{i \in \Sigma \backslash \Sigma^{0}} \xi_{i}^{-}=\sum_{i \in \Sigma \backslash \Sigma^{0}} \mu_{i}$ and hence $\xi_{i}^{-}=\mu_{i}$ for all $i \in \Sigma \backslash \Sigma^{0}$. The extremum solution for any $R \in\left[R_{\text {max }}, 2\right]$ is given by

$$
\begin{aligned}
D^{+}(R) & =\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{+}-\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} \stackrel{(a)}{=} \sum_{i \in \Sigma^{0}} \ell_{i} \xi_{i}^{+}-\sum_{i \in \Sigma \backslash \Sigma^{0}} \ell_{i} \xi_{i}^{-}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} \\
& =\ell_{\max }\left(\frac{\alpha}{2}\right)-\sum_{i \in \Sigma \backslash \Sigma^{0}} \ell_{i} \mu_{i}+\sum_{i \in \Sigma} \ell_{i} \mu_{i}=\ell_{\max }\left(1-\sum_{i \in \Sigma^{0}} \mu_{i}\right)+\sum_{i \in \Sigma^{0}} \ell_{i} \mu_{i}=\ell_{\max }
\end{aligned}
$$

where (a) follows from (3.60) and (3.61).

### 3.3.2. $R^{+}(D)$ : The Finite Alphabet Case

Consider the finite alphabet version of Problem 3.2, that is

$$
\begin{equation*}
R^{+}(D) \triangleq \max _{\nu \in \mathbf{Q}(D)}\|\nu-\mu\|_{T V}=\max _{\nu \in \mathbb{P}(\Sigma): \sum_{i \in \Sigma} \ell_{i} \nu_{i} \leq D} \sum_{i \in \Sigma}\left|\nu_{i}-\mu_{i}\right| . \tag{3.62}
\end{equation*}
$$

The solution of (3.62) is obtained from the solution of Problem 3.1, by finding the inverse mapping or by following a similar procedure to the one utilized to derive Theorem 3.1. Below, we give the main theorem.

Theorem 3.2. The solution of the finite alphabet version of (3.62) is given by

$$
\begin{equation*}
R^{+}(D)=\sum_{i \in \Sigma}\left|\nu_{i}^{*}-\mu_{i}\right| \tag{3.63}
\end{equation*}
$$

where the value of $R^{+}(D)$ is calculated as follows.
(1) If

$$
\begin{equation*}
D \geq \ell_{\max }\left(\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}+\sum_{i \in \Sigma^{0}} \mu_{i}\right)+\sum_{j=k}^{r} \sum_{i \in \Sigma_{j}} \ell_{i} \mu_{i} \tag{3.64a}
\end{equation*}
$$

and

$$
\begin{equation*}
D \leq \ell_{\max }\left(\sum_{j=0}^{k} \sum_{i \in \Sigma_{j}} \mu_{i}+\sum_{i \in \Sigma^{0}} \mu_{i}\right)+\sum_{j=k+1}^{r} \sum_{i \in \Sigma_{j}} \ell_{i} \mu_{i} \tag{3.64b}
\end{equation*}
$$

then

$$
\begin{equation*}
R^{+}(D)=\frac{2\left(D-\ell_{\max } \sum_{i \in \Sigma^{0}} \mu_{i}-\ell\left(\Sigma_{k}\right) \sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}-\sum_{j=k}^{r} \sum_{i \in \Sigma_{j}} \ell_{i} \mu_{i}\right)}{\ell_{\max }-\ell\left(\Sigma_{k}\right)} . \tag{3.65}
\end{equation*}
$$

(2) If

$$
\begin{equation*}
D \leq\left(\ell_{\max }-\ell_{\min }\right) \sum_{i \in \Sigma_{0}} \mu_{i}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} \tag{3.66}
\end{equation*}
$$

then

$$
\begin{equation*}
R^{+}(D)=\frac{2\left(D-\sum_{i \in \Sigma} \ell_{i} \mu_{i}\right)}{\ell_{\max }-\ell_{\min }} \tag{3.67}
\end{equation*}
$$

The optimal probabilities are given by

$$
\begin{align*}
& \nu^{*}\left(\Sigma^{0}\right) \triangleq \sum_{i \in \Sigma^{0}} \nu_{i}^{*}=\sum_{i \in \Sigma^{0}} \mu_{i}+\alpha  \tag{3.68a}\\
& \nu^{*}\left(\Sigma_{0}\right) \triangleq \sum_{i \in \Sigma_{0}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma_{0}} \mu_{i}-\alpha\right)^{+}  \tag{3.68b}\\
& \nu^{*}\left(\Sigma_{k}\right) \triangleq \sum_{i \in \Sigma_{k}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma_{k}} \mu_{i}-\left(\alpha-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}\right)^{+}\right)^{+}  \tag{3.68c}\\
& \alpha=\min \left(R^{+}(D), 2\left(1-\sum_{i \in \Sigma^{0}} \mu_{i}\right)\right) . \tag{3.68d}
\end{align*}
$$

where $k=1,2, \ldots, r$ and $r$ is the number of $\Sigma_{k}$ sets which is at most $\left|\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}\right|$.
Proof. For the derivation of the Theorem see Appendix B.1.

### 3.3.3. Example

This example demonstrates the inverse mapping relation of maximization Problems 3.1 and 3.2. The optimal solution is found by implementing Theorem 3.1 and 3.2 for a fixed value of $R$ and $D$, respectively.

Let $\Sigma=\{1,2,3\}$ and for simplicity consider an ascending sequence of non-negative lengths $\ell: \Sigma \longmapsto[0, \infty)$, with corresponding nominal probability vector $\mu \in \mathcal{M}_{1}(\Sigma)$. Specifically, let $\ell=\{\ell(1), \ell(2), \ell(3): \ell(1)=4, \ell(2)=6, \ell(3)=8\}$ and $\mu=$ $\left\{\mu(1), \mu(2), \mu(3): \mu(1)=\frac{2}{6}, \mu(2)=\frac{2}{6}, \mu(3)=\frac{2}{6}\right\}$. The sets which correspond to the maximum, minimum and the remaining length are equal to $\Sigma^{0}=\{3\}, \Sigma_{0}=\{1\}$ and $\Sigma_{1}=\{2\}$, respectively. We proceed first with the solution of Problem 3.1.
Let $R=\frac{1}{3}$. By implementing (3.46) we have that, $\alpha=\min \left(\frac{R}{2}, 1-\mu(3)\right)=$ $\min \left(\frac{1}{6}, 1-\frac{2}{6}\right)=\frac{1}{6}$, and the optimal probabilities are given by

$$
\begin{aligned}
& \nu^{*}\left(\Sigma^{0}\right)=\mu(3)+\alpha=\frac{2}{6}+\frac{1}{6}=\frac{3}{6}, \quad \nu^{*}\left(\Sigma_{0}\right)=(\mu(1)-\alpha)^{+}=\left(\frac{2}{6}-\frac{1}{6}\right)^{+}=\frac{1}{6} \\
& \nu^{*}\left(\Sigma_{1}\right)=\left(\mu(2)-(\alpha-\mu(1))^{+}\right)^{+}=\left(\frac{2}{6}-\left(\frac{1}{6}-\frac{2}{6}\right)^{+}\right)^{+}=\frac{2}{6}
\end{aligned}
$$

Hence, for $R=\frac{1}{3}$, the maximum pay-off (3.45), is given by

$$
D^{+}(R)=\ell(3) \nu^{*}\left(\Sigma^{0}\right)+\ell(1) \nu^{*}\left(\Sigma_{0}\right)+\ell(2) \nu^{*}\left(\Sigma_{1}\right)=8\left(\frac{3}{6}\right)+4\left(\frac{1}{6}\right)+6\left(\frac{2}{6}\right)=\frac{40}{6}
$$

Next, we proceed with the solution of Problem 3.2. Let $D=\frac{40}{6}$. By implementing (3.66) we get that,

$$
\left(\ell_{\max }-\ell_{\min }\right) \sum_{i \in \Sigma_{0}} \mu_{i}+\sum_{i \in \Sigma} \ell_{i} \mu_{i}=(\ell(3)-\ell(1)) \mu(1)+\ell(1) \mu(1)+\ell(2) \mu(2)+\ell(3) \mu(3)=\frac{44}{6}>D
$$

and hence, from (3.67)

$$
R^{+}(D)=\frac{2\left(D-\sum_{i \in \Sigma} \ell_{i} \mu_{i}\right)}{\ell_{\max }-\ell_{\min }}=\frac{2\left(\frac{40}{6}-\frac{36}{6}\right)}{8-4}=\frac{1}{3}
$$

It is clear that the optimal probabilities given by (3.68) are equal to the ones already calculated for Problem 3.1.

### 3.3.4. $D^{-}(R)$ : The Finite Alphabet Case

Consider the finite alphabet version of Problem 3.3, that is

$$
\begin{equation*}
D^{-}(R) \triangleq \min _{\nu \in \mathbf{B}_{R}(\mu)} \sum_{i \in \Sigma} \ell_{i} \nu_{i}=\min _{\nu \in \mathbb{P}(\Sigma): \sum_{i \in \Sigma}\left|\nu_{i}-\mu_{i}\right| \leq R} \sum_{i \in \Sigma} \ell_{i} \nu_{i} . \tag{3.69}
\end{equation*}
$$

The solution of (3.69) is obtained from that of Problem 3.1, but with a reverse computation on the partition of $\Sigma$ and the mass of the extremum measure on the partition moving in the opposite direction. Problem 3.3 can be reformulated as follows.

$$
\begin{equation*}
\min _{\nu \in \mathbf{B}_{R}(\mu)} \sum_{i \in \Sigma} \ell_{i} \nu_{i} \longrightarrow \sum_{i \in \Sigma} \ell_{i} \mu_{i}+\min _{\xi \in \widetilde{\mathbf{B}}_{R}(\mu)} \sum_{i \in \Sigma} \ell_{i} \xi_{i} . \tag{3.70}
\end{equation*}
$$

Note that $\xi \in \widetilde{\mathbf{B}}_{R}(\mu)$ is described by the constraints

$$
\begin{equation*}
\alpha \triangleq \sum_{i \in \Sigma}\left|\xi_{i}\right| \leq R, \quad \sum_{i \in \Sigma} \xi_{i}=0, \quad 0 \leq \xi_{i}+\mu_{i} \leq 1, \quad \forall i \in \Sigma . \tag{3.71}
\end{equation*}
$$

Below, we give the main theorem.
Theorem 3.3. The solution of the finite alphabet version of (3.69) is given by

$$
\begin{equation*}
D^{-}(R)=\ell_{\max } \nu^{*}\left(\Sigma^{0}\right)+\ell_{\min } \nu^{*}\left(\Sigma_{0}\right)+\sum_{k=1}^{r} \ell\left(\Sigma^{k}\right) \nu^{*}\left(\Sigma^{k}\right) \tag{3.72}
\end{equation*}
$$

where the optimal probabilities are given by

$$
\begin{align*}
& \nu^{*}\left(\Sigma_{0}\right) \triangleq \sum_{i \in \Sigma_{0}} \nu_{i}^{*}=\sum_{i \in \Sigma_{0}} \mu_{i}+\alpha  \tag{3.73a}\\
& \nu^{*}\left(\Sigma^{0}\right) \triangleq \sum_{i \in \Sigma^{0}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma^{0}} \mu_{i}-\alpha\right)^{+}  \tag{3.73b}\\
& \nu^{*}\left(\Sigma^{k}\right) \triangleq \sum_{i \in \Sigma^{k}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma^{k}} \mu_{i}-\left(\alpha-\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}\right)^{+}\right)^{+}  \tag{3.73c}\\
& \alpha=\min \left(R, R_{\max }\right), \quad R_{\max } \triangleq 2\left(1-\sum_{i \in \Sigma_{0}} \mu_{i}\right) \tag{3.73d}
\end{align*}
$$

with $k=1,2, \ldots, r$ and $r$ is the number of $\Sigma^{k}$ sets which is at most $\left|\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}\right|$.
Proof. For the derivation of the Theorem see Appendix B.2.

### 3.3.5. $R^{-}(D)$ : The Finite Alphabet Case

In this subsection we provide the solution of Problem 3.4, by following the procedure utilized to derive the solution of Problem 3.2. The extremum problem is defined by

$$
\begin{equation*}
R^{-}(D) \triangleq \min _{\nu \in \mathbf{Q}(D)}\|\nu-\mu\|_{T V}=\min _{\nu \in \mathbb{P}(\Sigma): \sum_{i \in \Sigma} \ell_{i} \nu_{i} \leq D} \sum_{i \in \Sigma}\left|\nu_{i}-\mu_{i}\right| . \tag{3.74}
\end{equation*}
$$

The main theorem which characterizes the extremum solution of Problem 3.4 is given below.
Theorem 3.4. The solution of the finite alphabet version of Problem 3.4 is given by

$$
\begin{equation*}
R^{-}(D)=\sum_{i \in \Sigma}\left|\nu_{i}^{*}-\mu_{i}\right| \tag{3.75}
\end{equation*}
$$

where the value of $R^{-}(D)$ is calculated as follows.
(1) If

$$
\begin{equation*}
D \geq \ell_{\min }\left(\sum_{j=0}^{k} \sum_{i \in \Sigma^{j}} \mu_{i}+\sum_{i \in \Sigma_{0}} \mu_{i}\right)+\sum_{j=k+1}^{r} \sum_{i \in \Sigma^{j}} \ell_{i} \mu_{i} \tag{3.76a}
\end{equation*}
$$

and

$$
\begin{equation*}
D \leq \ell_{\min }\left(\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}+\sum_{i \in \Sigma_{0}} \mu_{i}\right)+\sum_{j=k}^{r} \sum_{i \in \Sigma^{j}} \ell_{i} \mu_{i} \tag{3.76b}
\end{equation*}
$$

then

$$
\begin{equation*}
R^{-}(D)=\frac{2\left(D-\ell_{\min } \sum_{i \in \Sigma_{0}} \mu_{i}-\ell\left(\Sigma^{k}\right) \sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}-\sum_{j=k}^{r} \sum_{i \in \Sigma^{j}} \ell_{i} \mu_{i}\right)}{\ell_{\min }-\ell\left(\Sigma^{k}\right)} . \tag{3.77}
\end{equation*}
$$

(2) If

$$
\begin{equation*}
D \geq\left(\ell_{\min }-\ell_{\max }\right) \sum_{i \in \Sigma^{0}} \mu_{i}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} \tag{3.78}
\end{equation*}
$$

then

$$
\begin{equation*}
R^{-}(D)=\frac{2\left(D-\sum_{i \in \Sigma} \ell_{i} \mu_{i}\right)}{\ell_{\min }-\ell_{\max }} \tag{3.79}
\end{equation*}
$$

The optimal probabilities are given by

$$
\begin{align*}
& \nu^{*}\left(\Sigma_{0}\right) \triangleq \sum_{i \in \Sigma_{0}} \nu_{i}^{*}=\sum_{i \in \Sigma_{0}} \mu_{i}+\frac{\alpha}{2}  \tag{3.80a}\\
& \nu^{*}\left(\Sigma^{0}\right) \triangleq \sum_{i \in \Sigma^{0}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma^{0}} \mu_{i}-\frac{\alpha}{2}\right)^{+}  \tag{3.80b}\\
& \nu^{*}\left(\Sigma^{k}\right) \triangleq \sum_{i \in \Sigma^{k}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma^{k}} \mu_{i}-\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}\right)^{+}\right)^{+}  \tag{3.80c}\\
& \alpha=\min \left(R^{-}(D), 2\left(1-\sum_{i \in \Sigma_{0}} \mu_{i}\right)\right) \tag{3.80d}
\end{align*}
$$

where $k=1,2, \ldots, r$ and $r$ is the number of $\Sigma^{k}$ sets which is at most $\left|\Sigma \backslash \Sigma^{0} \cup \Sigma_{0}\right|$.

Before we proceed with the proof of Theorem 3.4, we give the following Lemma in which lower and upper bounds, which are achievable, are obtained.

Lemma 3.6. Consider Problem 3.4.
(a) Lower Bound.

$$
\begin{equation*}
\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{+} \geq \ell_{\min }\left(\frac{\alpha}{2}\right) \tag{3.81}
\end{equation*}
$$

The bound holds with equality if

$$
\begin{align*}
& \sum_{i \in \Sigma_{0}} \mu_{i}+\frac{\alpha}{2} \leq 1  \tag{3.82a}\\
& \sum_{i \in \Sigma_{0}} \xi_{i}^{+}=\frac{\alpha}{2}  \tag{3.82b}\\
& \xi_{i}^{+}=0 \text { for } i \in \Sigma \backslash \Sigma_{0} . \tag{3.82c}
\end{align*}
$$

(b) Upper Bound.

Case 1. If $\sum_{i \in \Sigma^{0}} \mu_{i}-\frac{\alpha}{2} \geq 0$ then

$$
\begin{equation*}
\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-} \leq \ell_{\max }\left(\frac{\alpha}{2}\right) \tag{3.83}
\end{equation*}
$$

The bound holds with equality if

$$
\begin{align*}
& \sum_{i \in \Sigma^{0}} \mu_{i}-\frac{\alpha}{2} \geq 0  \tag{3.84a}\\
& \sum_{i \in \Sigma^{0}} \xi_{i}^{-}=\frac{\alpha}{2}  \tag{3.84b}\\
& \xi_{i}^{-}=0 \text { for } i \in \Sigma \backslash \Sigma^{0} . \tag{3.84c}
\end{align*}
$$

Case 2. If $\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}-\frac{\alpha}{2} \leq 0$ for any $k \in\{1,2, \ldots, r\}$ then:

$$
\begin{equation*}
\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-} \leq \ell\left(\Sigma^{k}\right)\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}\right)+\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \ell_{i} \mu_{i} \tag{3.85}
\end{equation*}
$$

Moreover, equality holds if

$$
\begin{align*}
& \sum_{i \in \Sigma^{j-1}} \xi_{i}^{-}=\sum_{i \in \Sigma^{j-1}} \mu_{i} \text { for all } j=1,2, \ldots, k,  \tag{3.86a}\\
& \sum_{i \in \Sigma^{k}} \xi_{i}^{-}=\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}\right)  \tag{3.86b}\\
& \sum_{j=0}^{k} \sum_{i \in \Sigma^{j}} \mu_{i}-\frac{\alpha}{2} \geq 0  \tag{3.86c}\\
& \xi_{i}^{-}=0 \text { for all } i \in \Sigma \backslash \Sigma^{0} \cup \Sigma_{1} \cup \ldots \cup \Sigma^{k} . \tag{3.86d}
\end{align*}
$$

Proof. Part (a) and Part (b), case 1, follows from Section 3.2.2 (equivalent formulation of $R^{-}(D)$ ). The proof of Part (b), case 2, is similar to the proof given for Lemma 3.5, Part (b), case 2 , with appropriate changes on $\Sigma^{k}$ sets.

Proof of Theorem 3.4. From Lemma 3.4, and Corollary 3.4, we know that for $D \leq D_{\max }$, where $D_{\max }=\sum_{i \in \Sigma} \ell_{i} \mu_{i}$, the average constraint holds with equality, that is

$$
\sum_{i \in \Sigma} \ell_{i} \nu_{i}=\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{+}-\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-}+\sum_{i \in \Sigma} \ell_{i} \mu_{i}=D .
$$

From Lemma 3.6, Part (a) and from Part (b), case 1, when equality conditions (3.82) and (3.84) are satisfied we have that

$$
\ell_{\min }\left(\frac{\alpha}{2}\right)-\ell_{\max }\left(\frac{\alpha}{2}\right)+\sum_{i \in \Sigma} \ell_{i} \mu_{i}=D
$$

Solving the above equation with respect to $\alpha$ we get that

$$
\begin{equation*}
\alpha=\frac{2\left(D-\sum_{i \in \Sigma} \ell_{i} \mu_{i}\right)}{\ell_{\min }-\ell_{\max }} . \tag{3.87}
\end{equation*}
$$

Since (3.82a) is always satisfied, it remains to ensure that (3.84a) is also satisfied. By substituting (3.87) into (3.84a) and solving with respect to $D$ we get that if $D \geq$ $\left(\ell_{\min }-\ell_{\max }\right) \sum_{i \in \Sigma^{0}} \mu_{i}+\sum_{i \in \Sigma} \ell_{i} \mu_{i}$ then $R^{-}(D)$ is given by (3.79). Moreover, the optimal probabilities given by (3.80a) and (3.80b) are obtained from (3.82b) and (3.84b), respectively.
Lemma 3.6, Part (b), case 1, characterize the extremum solution for $\sum_{i \in \Sigma^{0}} \mu_{i}-\frac{\alpha}{2} \geq 0$. Next, the characterization of extremum solution when this condition is violated, that is, when $\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}-\frac{\alpha}{2} \leq 0$ for any $k \in\{1,2, \ldots, r\}$, is discussed.
From Lemma 3.6, Part (b), case 2, the upper bound (3.85), holds with equality if conditions given by (3.86) are satisfied. Hence,

$$
\ell_{\min }\left(\frac{\alpha}{2}\right)-\ell\left(\Sigma^{k}\right)\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}\right)+\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \ell_{i} \mu_{i}=D .
$$

Solving the above equation with respect to $\alpha$ we get that

$$
\begin{equation*}
\alpha=\frac{2\left(D-\ell_{\min } \sum_{i \in \Sigma_{0}} \mu_{i}-\ell\left(\Sigma^{k}\right) \sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}-\sum_{j=k}^{r} \sum_{i \in \Sigma^{j}} \ell_{i} \mu_{i}\right)}{\ell_{\min }-\ell\left(\Sigma^{k}\right)} . \tag{3.88}
\end{equation*}
$$

Substituting (3.88) into $\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}-\frac{\alpha}{2} \leq 0$ and into (3.86c) and solving with respect to $D$ we get that if

$$
\begin{aligned}
& D \geq \ell_{\min }\left(\sum_{j=0}^{k} \sum_{i \in \Sigma^{j}} \mu_{i}+\sum_{i \in \Sigma_{0}} \mu_{i}\right)+\sum_{j=k+1}^{r} \sum_{i \in \Sigma^{j}} \ell_{i} \mu_{i} \\
& D \leq \ell_{\min }\left(\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}+\sum_{i \in \Sigma_{0}} \mu_{i}\right)+\sum_{j=k}^{r} \sum_{i \in \Sigma^{j}} \ell_{i} \mu_{i}
\end{aligned}
$$

then $R^{-}(D)$ is given by (3.77). Moreover, the optimal probability on $\Sigma^{k}$ given by (3.80c) is obtained from (3.86b).

For $D \in\left[D_{\max }, \infty\right)$, is straightforward that, the extremum measure is given by $\nu^{*}=\mu$ and hence $R^{-}(D)=0$.

### 3.3.6. Example

This example demonstrates the inverse mapping relation of minimization Problems 3.3 and 3.4. The optimal solution is found by implementing Theorem 3.3 and 3.4 for a fixed value of $R$ and $D$, respectively.

Let $\Sigma=\{1,2,3\}$ and for simplicity consider an ascending sequence of non-negative lengths $\ell: \Sigma \longmapsto[0, \infty)$, with corresponding nominal probability vector $\mu \in \mathcal{M}_{1}(\Sigma)$. Specifically, let $\ell=\{\ell(1), \ell(2), \ell(3): \ell(1)=4, \ell(2)=6, \ell(3)=8\}$ and $\mu=$ $\left\{\mu(1), \mu(2), \mu(3): \mu(1)=\frac{2}{6}, \mu(2)=\frac{2}{6}, \mu(3)=\frac{2}{6}\right\}$. The sets which correspond to the maximum, minimum and the remaining length are equal to $\Sigma^{0}=\{3\}, \Sigma_{0}=\{1\}$ and $\Sigma^{1}=\{2\}$, respectively. We proceed first with the solution of Problem 3.3.
Let $R=\frac{1}{3}$. By implementing (3.73) we have that, $\alpha=\min \left(\frac{R}{2}, 1-\mu(1)\right)=$ $\min \left(\frac{1}{6}, 1-\frac{2}{6}\right)=\frac{1}{6}$, and the optimal probabilities are given by

$$
\begin{aligned}
& \nu^{*}\left(\Sigma_{0}\right)=\mu(1)+\alpha=\frac{2}{6}+\frac{1}{6}=\frac{3}{6}, \quad \nu^{*}\left(\Sigma^{0}\right)=(\mu(3)-\alpha)^{+}=\left(\frac{2}{6}-\frac{1}{6}\right)^{+}=\frac{1}{6} \\
& \nu^{*}\left(\Sigma^{1}\right)=\left(\mu(2)-(\alpha-\mu(3))^{+}\right)^{+}=\left(\frac{2}{6}-\left(\frac{1}{6}-\frac{2}{6}\right)^{+}\right)^{+}=\frac{2}{6} .
\end{aligned}
$$

Hence, for $R=\frac{1}{3}$, the maximum pay-off (3.72), is given by

$$
D^{-}(R)=\ell(3) \nu^{*}\left(\Sigma^{0}\right)+\ell(1) \nu^{*}\left(\Sigma_{0}\right)+\ell(2) \nu^{*}\left(\Sigma^{1}\right)=8\left(\frac{1}{6}\right)+4\left(\frac{3}{6}\right)+6\left(\frac{2}{6}\right)=\frac{32}{6} .
$$

Next, we proceed with the solution of Problem 3.3. Let $D=\frac{32}{6}$. By implementing (3.78) we get that,

$$
\left(\ell_{\min }-\ell_{\max }\right) \sum_{i \in \Sigma^{0}} \mu_{i}+\sum_{i \in \Sigma} \ell_{i} \mu_{i}=(\ell(3)-\ell(1)) \mu(3)+\ell(1) \mu(1)+\ell(2) \mu(2)+\ell(3) \mu(3)=\frac{28}{6}<D
$$

and hence, from (3.79)

$$
R^{+}(D)=\frac{2\left(D-\sum_{i \in \Sigma} \ell_{i} \mu_{i}\right)}{\ell_{\min }-\ell_{\max }}=\frac{2\left(\frac{32}{6}-\frac{36}{6}\right)}{4-8}=\frac{1}{3} .
$$

It is clear that the optimal probabilities given by (3.80) are equal to the ones already calculated for Problem 3.3.

### 3.3.7. Extension to Countable Alphabets

The statements of Theorems 3.1, 3.2, 3.3 and 3.4 are also valid for the countable alphabet case, because their derivations are not restricted to $\Sigma$ being finite alphabet.
It also holds for any $\ell \in B C^{+}(\Sigma)$ as seen in Section 3.2.
The extensions of Theorems 3.1-3.4 to $\ell \in L^{\infty,+}(\Sigma, \mathcal{B}(\Sigma), \nu)$ can be shown as well; for example, $D^{+}(R)$ is given by

$$
\begin{equation*}
D^{+}(R)=\ell_{\max } \nu^{*}\left(\Sigma^{0}\right)+\ell_{\min } \nu^{*}\left(\Sigma_{0}\right)+\sum_{k=1}^{r} \ell\left(\Sigma_{k}\right) \nu^{*}\left(\Sigma_{k}\right) \tag{3.89}
\end{equation*}
$$

where the optimal probabilities are given by

$$
\begin{aligned}
& \nu^{*}\left(\Sigma^{0}\right)=\mu\left(\Sigma^{0}\right)+\frac{\alpha}{2}, \quad \nu^{*}\left(\Sigma_{0}\right)=\left(\mu\left(\Sigma_{0}\right)-\frac{\alpha}{2}\right)^{+} \\
& \nu^{*}\left(\Sigma_{k}\right)=\left(\mu\left(\Sigma_{k}\right)-\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \mu\left(\Sigma_{j-1}\right)\right)^{+}\right)^{+} \\
& \alpha=\min \left(R, R_{\max }\right), \quad R_{\max } \triangleq 2\left(1-\mu\left(\Sigma^{0}\right)\right)
\end{aligned}
$$

$k$ is at most countable. We outline the main steps of the derivation. For any $n \in \mathbb{N}, \ell \in$ $B C^{+}(\Sigma)$ define $\ell_{n} \triangleq \ell \wedge n$ (i.e., the minimum between $\ell$ and $n$ ), then $\ell_{n} \in B C^{+}(\Sigma)$, and for any $\nu \in \mathbb{B}_{R}(\mu)$ we have

$$
\sup _{\nu \in \mathbf{B}_{R}(\mu)} \int_{\Sigma} \ell_{n}(x) \nu(d x)=\frac{R}{2}\left\{\sup _{x \in \Sigma} \ell_{n}(x)-\inf _{x \in \Sigma} \ell_{n}(x)\right\}+\int_{\Sigma} \ell_{n}(x) \mu(d x)
$$

For any $\nu \in \mathbf{B}_{R}(\mu)$, we obtain the following

$$
\begin{aligned}
\int_{\Sigma} \ell(x) \nu(d x) & =\sup _{n \in \mathbb{N}} \int_{\Sigma} \ell_{n}(x) \nu(d x) \\
& \leq \sup _{n \in \mathbb{N}} \sup _{\nu \in \mathbf{B}_{R}(\mu)} \int_{\Sigma} \ell_{n}(x) \nu(d x) \\
& =\sup _{n \in \mathbb{N}}\left\{\frac{R}{2}\left(\sup _{x \in \Sigma} \ell_{n}(x)-\inf _{x \in \Sigma} \ell_{n}(x)\right)+\int_{\Sigma} \ell_{n}(x) \mu(d x)\right\} \\
& \leq \sup _{n \in \mathbb{N}}\left\{\frac{R}{2}\left(\sup _{x \in \Sigma} \ell_{n}(x)-\inf _{x \in \Sigma} \ell_{n}(x)\right)\right\}+\sup _{n \in \mathbb{N}} \int_{\Sigma} \ell_{n}(x) \mu(d x) \\
& =\sup _{n \in \mathbb{N}}\left\{\frac{R}{2}\left(\sup _{x \in \Sigma} \ell_{n}(x)-\inf _{x \in \Sigma} \ell_{n}(x)\right)\right\}+\int_{\Sigma} \ell(x) \mu(d x) .
\end{aligned}
$$

Hence,

$$
\sup _{\nu \in \mathbf{B}_{R}(\mu)} \int_{\Sigma} \ell(x) \nu(d x) \leq \frac{R}{2} \sup _{n \in \mathbb{N}}\left\{\sup _{x \in \Sigma} \ell_{n}(x)-\inf _{x \in \Sigma} \ell_{n}(x)\right\}+\int_{\Sigma} \ell(x) \mu(d x) .
$$

Next, we show the reverse inequality. For any $\nu \in \mathbf{B}_{R}(\mu)$, we have that

$$
\int_{\Sigma} \ell(x) \nu(d x) \geq \int_{\Sigma} \ell_{n}(x) \nu(d x)
$$

and therefore

$$
\begin{aligned}
\sup _{\nu \in \mathbf{B}_{R}(\mu)} \int_{\Sigma} \ell(x) \nu(d x) & \geq \sup _{\nu \in \mathbf{B}_{R}(\mu)} \int_{\Sigma} \ell_{n}(x) \nu(d x) \\
& =\frac{R}{2}\left\{\sup _{x \in \Sigma} \ell_{n}(x)-\inf _{x \in \Sigma} \ell_{n}(x)\right\}+\int_{\Sigma} \ell_{n}(x) \mu(d x) .
\end{aligned}
$$

Since the above inequality holds for all $n \in \mathbb{N}$, then

$$
\begin{aligned}
\sup _{\nu \in \mathbf{B}_{R}(\mu)} \int_{\Sigma} \ell(x) \nu(d x) & \geq \frac{R}{2} \sup _{n \in \mathbb{N}}\left\{\sup _{x \in \Sigma} \ell_{n}(x)-\inf _{x \in \Sigma} \ell_{n}(x)\right\}+\sup _{n \in \mathbb{N}} \int_{\Sigma} \ell_{n}(x) \mu(d x) \\
& =\frac{R}{2} \sup _{n \in \mathbb{N}}\left\{\sup _{x \in \Sigma} \ell_{n}(x)-\inf _{x \in \Sigma} \ell_{n}(x)\right\}+\int_{\Sigma} \ell(x) \mu(d x) .
\end{aligned}
$$

Hence,

$$
\sup _{\nu \in \mathbf{B}_{R}(\mu)} \int_{\Sigma} \ell(x) \nu(d x)=\frac{R}{2} \sup _{n \in \mathbb{N}}\left\{\sup _{x \in \Sigma} \ell_{n}(x)-\inf _{x \in \Sigma} \ell_{n}(x)\right\}+\int_{\Sigma} \ell(x) \mu(d x) .
$$

Utilizing the fact that $\sup _{n \in \mathbb{N}} \sup _{x \in \Sigma} \ell_{n}=\sup _{n}\left\|\ell_{n}\right\|_{\infty, \nu}\left(\|\ell\|_{\infty, \nu}=\inf _{\Delta \in \mathcal{N}} \sup _{x \in \Delta^{c}} \ell(x)\right.$, $\mathcal{N} \triangleq\{A \in \mathcal{B}(\Sigma): \nu(A)=0\}$, and similarly for the infimum) we obtain the results.

Remark 3.2. Consider the maximization $\sup _{\nu \in \boldsymbol{B}_{R}(\mu)} \int_{\Sigma} \ell(x) \nu(d x), \ell \in B C^{+}(\Sigma)$. Let $\mathcal{M}_{1}^{F S}(\Sigma)$ denote the set of probability measures on $\Sigma$ with finite support. Since the set of probability measures $\mathcal{M}_{1}^{F S}(\Sigma)$ are dense in $\mathcal{M}_{1}(\Sigma)$ ([11, Theorem 4], see also Appendix B.3), there exists a probability measure $\mu^{F S}$ with finite support $\left\{x_{1}, \ldots, x_{k}\right\}$ which approximates $\mu \in \mathcal{M}_{1}(\Sigma)$ and since $\ell \in B C^{+}(\Sigma)$ then

$$
\int_{\Sigma} \ell(x) \nu^{*}(d x)=\frac{R}{2}\left\{\sup _{x \in\left\{A_{i}: i=1, \ldots, k\right\}} \ell(x)-\inf _{x \in\left\{A_{i}: i=1, \ldots, k\right\}} \ell(x)\right\}+\sum_{j=1}^{k} \ell\left(x_{j}\right) \mu^{F S}\left(A_{j}\right) .
$$

### 3.4. Examples

In this section, we illustrate through examples how the optimal solution of the different extremum problems behaves, and in addition, we present an application to the area of information theory. In particular, we present calculations through Example 3.4.1 for $D^{+}(R)$ and $R^{+}(D)$, and calculations through Example 3.4.2 for $R^{-}(D)$ and $D^{-}(R)$ when the sequence $\ell=\left\{\begin{array}{llll}\ell_{1} & \ell_{2} & \ldots & \ell_{n}\end{array}\right\} \in \mathbb{R}_{+}^{n}$ consists of a number of $\ell_{i}$ 's which are equal. We further present calculations through Example 3.4 .3 for $D^{+}(R), R^{+}(D)$ and $D^{-}(R), R^{-}(D)$ using a large number of $\ell_{i}$ 's which are not equal. In Example 3.4.4, the results are applied to universal lossless coding for a class of source distributions maximizing the entropy.

### 3.4.1. Maximization Problems with a Number of Equal Lengths

Let $\Sigma=\{i: i=1,2, \ldots, 8\}$ and for simplicity consider a descending sequence of lengths $\ell=\left\{\ell \in \mathbb{R}_{+}^{8}: \ell_{1}=\ell_{2}>\ell_{3}=\ell_{4}>\ell_{5}>\ell_{6}=\ell_{7}>\ell_{8}\right\}$ with corresponding nominal probability vector $\mu \in \mathbb{P}_{1}(\Sigma)$. Specifically, let $\ell=[1,1,0.8,0.8,0.6,0.4,0.4,0.2]$, and $\mu=$ $\left[\frac{23}{72}, \frac{13}{72}, \frac{10}{72} \frac{9}{72}, \frac{8}{72}, \frac{4}{72}, \frac{3}{72}, \frac{2}{72}\right]$. Note that, the sets which correspond to the maximum, minimum and all the remaining lengths are equal to $\Sigma^{0}=\{1,2\}, \Sigma_{0}=\{8\}, \Sigma_{1}=\{7,6\}, \Sigma_{2}=$ $\{5\}, \Sigma_{3}=\{4,3\}$.

Fig.3.1a depicts the maximum linear functional pay-off subject to total variational constraint, $D^{+}(R)$, given by Theorem 3.1. Fig.3.1b depicts the maximum total variational payoff subject to linear functional constraint, $R^{+}(D)$, given by Theorem 3.2. Recall Lemma 3.1 and Corollary 3.1. Fig.3.1a shows that, $D^{+}(R)$ is a non-decreasing concave function of $R$ and also that is constant in $\left[R_{\max }, 2\right]$, where $R_{\max }=2\left(1-\mu\left(\Sigma^{0}\right)\right)=1$. Also, from Lemma 3.2 and Corollary 3.2, Fig.3.1b shows that, $R^{+}(D)$ is a non-decreasing convex function of $D$ and is constant in $\left[D_{\max }, \infty\right)$ where $D_{\max }=\ell_{\max }=1$. Fig.3.1c depicts the optimal probabilities as a function of the total variation parameter $R$. Note that, the optimal probabilities are the same for both problems.

### 3.4.2. Minimization Problems with a Number of Equal Lengths

Let $\Sigma=\{i: i=1,2, \ldots, 8\}$ and for simplicity consider a descending sequence of lengths $\ell=\left\{\ell \in \mathbb{R}_{+}^{8}: \ell_{1}=\ell_{2}>\ell_{3}=\ell_{4}>\ell_{5}>\ell_{6}=\ell_{7}>\ell_{8}\right\}$ with corresponding nominal probability vector $\mu \in \mathbb{P}_{1}(\Sigma)$. Specifically, let $\ell=[1,1,0.8,0.8,0.6,0.4,0.4,0.2]$ and $\mu=\left[\frac{2}{72}, \frac{3}{72}, \frac{4}{72}, \frac{8}{72}, \frac{9}{72}, \frac{10}{72}, \frac{12}{72}, \frac{24}{72}\right]$. Note that, the sets which correspond to the maximum, minimum and all the remaining lengths are equal to $\Sigma^{0}=\{1,2\}, \Sigma_{0}=\{8\}, \Sigma^{1}=$ $\{3,4\}, \Sigma^{2}=\{5\}, \Sigma^{3}=\{6,7\}$.

Fig.3.2a depicts the minimum linear functional pay-off subject to total variational constraint, $D^{-}(R)$, given by Theorem 3.3. Fig.3.2b depicts the minimum total variational payoff subject to linear functional constraint, $R^{-}(D)$, given by Theorem 3.4. Recall Lemma 3.3 and Corollary 3.3. Fig.3.2b shows that $D^{-}(R)$ is non-increasing convex function of $R$ and also that is constant in $\left[R_{\max }, 2\right]$, where $R_{\max }=2\left(1-\mu\left(\Sigma_{0}\right)\right)=1.33$. Also, from Lemma 3.4 and Corollary 3.4, Fig.3.2b shows that, $R^{-}(D)$ is a non-increasing convex function of $D$, $D \in\left[\ell_{\min }, \sum_{i \in \Sigma} \ell_{i} \mu_{i}\right)$. Note that for $D<\ell_{\min }=0.2$ no solution exists and $R^{-}(D)$ is zero in $\left[D_{\max }, \infty\right)$ where $D_{\max }=\sum_{i=1}^{8} \ell_{i} \mu_{i}=0.73$. Fig.3.2c depicts the optimal probabilities as a function of the total variation parameter $R$. Note that, the optimal probabilities are the same for both problems.


Figure 3.1.: Optimal Solution of Maximization Problems with a Number of Equal Lengths:
(a) Linear functional pay-off subject to total variational constraint, $D^{+}(R)$; (b) Total variational pay-off subject to linear functional constraint, $R^{+}(D)$; and, (c) Optimal probabilities.


Figure 3.2.: Optimal Solution of Minimization Problems with a Number of Equal Lengths:
(a) Linear functional pay-off subject to total variational constraint, $D^{-}(R)$; (b)

Total variational pay-off subject to linear functional constraint, $R^{-}(D)$; and, (c)
Optimal probabilities.

### 3.4.3. Extremum Problems with a Large Number of Not Equal Lengths

Let $\Sigma=\{i: i=1,2, \ldots, 50\}$ and consider a descending sequence of lengths $\ell=\left\{\ell \in \mathbb{R}_{+}^{50}\right\}$ with corresponding nominal probability vector $\mu \in \mathbb{P}_{1}(\Sigma)$. For display purposes the support sets are denoted by $\Sigma_{x}^{y}$ where $x, y=\{1,2, \ldots, 16\}$, though of course the subscript symbol $x$ corresponds to the support sets of Problem $D^{+}(R), R^{+}(D)$ and the superscript symbol $y$ corresponds to the support sets of Problem $D^{-}(R)$ and $R^{-}(D)$. Let

$$
\begin{aligned}
& \ell=\left[\begin{array}{llllllllllllllllllllll}
20 & 20 & 20 & 20 & 19 & 19 & 19 & 18 & 17 & 17 & 16 & 14 & 14 & 13 & 13 & 13 & 13 & 12 & 10 & 10 & 10 & 10
\end{array}\right. \\
& \left.\begin{array}{lllllllllllllllllllllllllllll}
10 & 9 & 9 & 9 & 8 & 8 & 8 & 8 & 8 & 8 & 8 & 7 & 7 & 6 & 5 & 4 & 3 & 3 & 3 & 3 & 3 & 3 & 2 & 2 & 2 & 2 & 1 & 1
\end{array}\right] \text {, }
\end{aligned}
$$

and

$$
\begin{aligned}
& \mu=\left[\begin{array}{llllllllllllllllllllllllll}
26 & 1 & 5 & 3 & 2 & 19 & 16 & 14 & 13 & 4 & 6 & 5 & 4 & 13 & 25 & 22 & 15 & 16 & 12 & 5 & 10 & 15 & 7 & 12 & 2 & 3
\end{array} 12\right. \\
& \left.\begin{array}{lllllllllllllllllllllll}
5 & 11 & 6 & 8 & 21 & 7 & 8 & 5 & 12 & 10 & 4 & 7 & 16 & 9 & 6 & 5 & 20 & 18 & 9 & 1 & 11 & 6 & 8
\end{array}\right] / 500 .
\end{aligned}
$$

Note that, the sets which correspond to the maximum, minimum and all the remaining lengths are equal to $\Sigma^{0}=\{1-4\}, \Sigma_{0}=\{50,49\}, \Sigma_{1}^{16}=\{48-45\}, \Sigma_{2}^{15}=\{44-39\}, \Sigma_{3}^{14}=$ $\{38\}, \Sigma_{4}^{13}=\{37\}, \Sigma_{5}^{12}=\{36\}, \Sigma_{6}^{11}=\{35,34\}, \Sigma_{7}^{10}=\{33-27\}, \Sigma_{8}^{9}=\{26-24\}, \Sigma_{9}^{8}=$ $\{23-19\}, \Sigma_{10}^{7}=\{18\}, \Sigma_{11}^{6}=\{17-14\}, \Sigma_{12}^{5}=\{13,12\}, \Sigma_{13}^{4}=\{11\}, \Sigma_{14}^{3}=\{10-$ $9\}, \Sigma_{15}^{2}=\{8\}, \Sigma_{16}^{1}=\{7-5\}$.

Fig.3.3a-b depicts the maximum linear functional pay-off subject to total variational constraint, $D^{+}(R)$, and the maximum total variational pay-off subject to linear functional constraint, $R^{+}(D)$, given by Theorem 3.1, 3.2, respectively. Fig.3.3c-d depicts the minimum linear functional pay-off subject to total variational constraint, $D^{-}(R)$, and the minimum total variational pay-off subject to linear functional constraint, $R^{-}(D)$, given by Theorem 3.3, 3.4 respectively.

### 3.4.4. Variable Length Lossless Coding for a Variation Distance Class

In this section we illustrate an application of Problem 3.1 to the well-known lossless compression problem of finding uniquely decodable codes, which minimize the average codeword length, knowing as Shannon codes [17]. However, instead of designing codes for a simple probability distribution, we design codes for a class of probability distributions, also known as universal codes [4].

Given a fixed nominal distribution $\mu \in \mathbb{P}(\Sigma)$ and distance parameter $R \in[0,2]$, define the average codeword length pay-off with respect to the true source probability distribution


Figure 3.3.: Optimal Solution of Maximization and Minimization Problems with a Number of Not Equal Lengths: (a) Linear functional pay-off subject to total variational constraint, $D^{+}(R)$; (b) Total variational pay-off subject to linear functional constraint, $R^{+}(D)$; (c) Linear functional pay-off subject to total variational constraint, $D^{-}(R)$; and, (d) Total variational pay-off subject to linear functional constraint, $R^{-}(D)$.
$\nu \in \mathbb{B}_{R}(\mu) \subset \mathbb{P}(\Sigma)$ by

$$
\begin{equation*}
\mathbb{L}_{1}(\ell, \nu) \triangleq \sum_{i \in \Sigma} \ell_{i} \nu_{i} \tag{3.90}
\end{equation*}
$$

The objective is to find a prefix code length vector $\ell^{*} \in \mathbb{R}_{+}^{|\Sigma|}$, satisfying Kraft inequality, $\sum_{i \in \Sigma} D^{-\ell_{i}}$, where $D$ corresponds to a $D$-ary code alphabet [17], which minimizes the maximum average codeword length pay-off defined by

$$
\begin{equation*}
\mathbb{L}_{1}\left(\ell, \nu^{*}\right) \triangleq \max _{\nu \in \mathbb{B}_{R}(\mu)} \sum_{i \in \Sigma} \ell_{i} \nu_{i} \tag{3.91}
\end{equation*}
$$

for all $R \in[0,2]$. By Theorem 3.1, (3.91) is equivalent to

$$
\mathbb{L}_{1}\left(\ell, \nu^{*}\right)=\frac{R}{2}\left\{\max _{i \in \Sigma} \ell_{i}-\min _{i \in \Sigma} \ell_{i}\right\}+\sum_{i \in \Sigma} \ell_{i} \mu_{i}
$$

Moreover, by introducing Lagrange multipliers, the problem can be expressed as follows.

$$
\begin{equation*}
\max _{s} \min _{t} \min _{l}\left\{\alpha(t-s)+\sum_{i \in \Sigma} \ell_{i} \mu_{i}\right\}, \quad \alpha \triangleq \frac{R}{2} \tag{3.92}
\end{equation*}
$$

subject to the Kraft inequality and the constraints $\ell_{i} \leq t \forall i \in \Sigma$ and $\ell_{i} \geq s, \forall i \in \Sigma$. By introducing the real-valued Lagrange multipliers $\lambda_{i}$ associated with the constraint $\ell_{i} \leq t$, $\forall i \in \Sigma, \sigma_{i}$ associated with the constraint $\ell_{i} \geq s, \forall i \in \Sigma$, and a real-valued Lagrange multiplier $\tau$ associate with the Kraft inequality, the augmented pay-off is defined by
$\mathbb{L}^{\alpha}(\ell, \mu, \lambda, \sigma, \tau) \triangleq \alpha(t-s)+\sum_{i \in \Sigma} \ell_{i} \mu_{i}+\tau\left(\sum_{i \in \Sigma} D^{-\ell_{i}}-1\right)+\sum_{i \in \Sigma} \lambda_{i}\left(\ell_{i}-t\right)+\sum_{i \in \Sigma} \sigma_{i}\left(s-\ell_{i}\right)$.
The augmented pay-off is a convex and differentiable function with respect to $\ell, t$ and $s$. Denote the real-valued minimization over $\ell, t, s, \lambda, \sigma, \tau$ by $\ell^{*}, t^{*}, s^{*}, \lambda^{*}, \sigma^{*}$ and $\tau^{*}$. By the Karush-Kuhn-Tucker theorem, the following conditions are necessary and sufficient for optimality.

$$
\begin{aligned}
\left.\frac{\partial}{\partial \ell_{i}} \mathbb{L}^{\alpha}(\ell, \mu, t, s, \lambda, \sigma, \tau)\right|_{\ell=\ell^{*}, \lambda=\lambda^{*}, t=t^{*}, s=s^{*}, \sigma=\sigma^{*}, \tau=\tau^{*}} & =0, \quad \forall i \in \Sigma, \\
\left.\frac{\partial}{\partial t} \mathbb{L}^{\alpha}(\ell, \mu, t, s, \lambda, \sigma, \tau)\right|_{\ell=\ell^{*}, \lambda=\lambda^{*}, t=t^{*}, s=s^{*}, \sigma=\sigma^{*}, \tau=\tau^{*}} & =0, \\
\left.\frac{\partial}{\partial s} \mathbb{L}^{\alpha}(\ell, \mu, t, s, \lambda, \sigma, \tau)\right|_{\ell=\ell^{*}, \lambda=\lambda^{*}, t=t^{*}, s=s^{*}, \sigma=\sigma^{*}, \tau=\tau^{*}} & =0, \\
\sum_{i \in \Sigma} D^{-\ell_{i}^{*}}-1 & \leq 0, \\
\tau^{*} \cdot\left(\sum_{i \in \Sigma} D^{-\ell_{i}^{*}}-1\right) & =0, \quad \tau^{*} \geq 0, \\
\ell_{i}^{*}-t^{*} & \leq 0, \\
\lambda_{i}^{*} \cdot\left(\ell_{i}^{*}-t^{*}\right) & =0, \quad \lambda_{i}^{*} \geq 0, \quad \forall i \in \Sigma, \\
s^{*}-\ell_{i}^{*} & \leq 0, \\
\sigma_{i}^{*} \cdot\left(s^{*}-\ell_{i}^{*}\right) & =0, \quad \sigma_{i}^{*} \geq 0, \quad \forall i \in \Sigma .
\end{aligned}
$$

Differentiating with respect to $\ell$, the following equation is obtained:

$$
\begin{equation*}
\left.\frac{\partial}{\partial \ell_{i}} \mathbb{L}^{\alpha}(\ell, \mu, \lambda, \tau)\right|_{\ell=\ell^{*}, \lambda=\lambda^{*}, t=t^{*}, \tau=\tau^{*}}=\mu_{i}-\tau^{*} D^{-\ell_{i}^{*}} \log _{e} D+\lambda_{i}^{*}-\sigma_{i}^{*}=0, \forall i \in \Sigma \tag{3.93}
\end{equation*}
$$

which after manipulation, it becomes

$$
\begin{equation*}
D^{-\ell_{i}^{*}}=\frac{\mu_{i}+\lambda_{i}^{*}-\sigma_{i}^{*}}{\tau^{*} \log _{e} D}, \quad i \in \Sigma . \tag{3.94}
\end{equation*}
$$

Differentiating with respect to $t$ and $s$, the following equations are obtained:

$$
\begin{align*}
& \left.\frac{\partial}{\partial t} \mathbb{L}^{\alpha}(\ell, \mu, \lambda, \tau)\right|_{\ell=\ell^{*}, \lambda=\lambda^{*}, t=t^{*}, \tau=\tau^{*}}=\alpha-\sum_{i \in \Sigma} \lambda_{i}^{*}=0 \Longrightarrow \sum_{i \in \Sigma} \lambda_{i}^{*}=\alpha .  \tag{3.95}\\
& \left.\frac{\partial}{\partial s} \mathbb{L}^{\alpha}(\ell, \mu, \lambda, \tau)\right|_{\ell=\ell^{*}, \lambda=\lambda^{*}, t=t^{*}, \tau=\tau^{*}}=-\alpha+\sum_{i \in \Sigma} \sigma_{i}^{*}=0 \Longrightarrow \sum_{i \in \Sigma} \sigma_{i}^{*}=\alpha \tag{3.96}
\end{align*}
$$

When $\tau^{*}=0$, (3.93) gives $\mu_{i}=\sigma_{i}^{*}-\lambda_{i}^{*}, \forall i \in \Sigma$. Since $\sigma_{i}^{*}=\lambda_{i}^{*}=0, \forall i \in \Sigma \backslash \Sigma^{0} \cup \Sigma_{0}$, then it is concluded that $\mu_{i}=0$. However, $\mu_{i}>0, \forall i \in \Sigma \backslash \Sigma^{0} \cup \Sigma_{0}$, and therefore, necessarily $\tau^{*}>0$. Next, $\tau^{*}$ is found by substituting (3.94) and (3.95) into the Kraft equality to deduce

$$
\sum_{i \in \Sigma} D^{-\ell_{i}^{*}}=\sum_{i \in \Sigma} \frac{\mu_{i}+\lambda_{i}^{*}-\sigma_{i}^{*}}{\tau^{*} \log _{e} D}=\frac{\sum_{i \in \Sigma} \mu_{i}}{\tau^{*} \log _{e} D}+\frac{\sum_{i \in \Sigma} \lambda_{i}^{*}}{\tau^{*} \log _{e} D}-\frac{\sum_{i \in \Sigma} \sigma_{i}^{*}}{\tau^{*} \log _{e} D}=\frac{1}{\tau^{*} \log _{e} D}=1 .
$$

Therefore, $\tau^{*}=\frac{1}{\log _{e} D}$. Substituting $\tau^{*}$ into (3.94) yields

$$
\begin{equation*}
D^{-\ell_{i}^{*}}=\mu_{i}+\lambda_{i}^{*}-\sigma_{i}^{*}, \quad i \in \Sigma . \tag{3.97}
\end{equation*}
$$

Let $w_{i}^{*} \triangleq D^{-\ell_{i}^{*}}$, i.e., the probabilities that correspond to the codeword lengths $\ell_{i}^{*}$; also, let $\underline{w} \triangleq D^{-t^{*}}$ and $\bar{w} \triangleq D^{-s^{*}}$. From the Karush-Kuhn-Tucker conditions $\lambda_{i}^{*} \cdot\left(\ell_{i}^{*}-t^{*}\right)=0$ and $\lambda_{i}^{*} \geq 0, \forall i \in \Sigma$ we deduce the following. For all $i \in \Sigma \backslash \Sigma^{0} \cup \Sigma_{0}, \ell_{i}<t$ and $\ell_{i}>s$; hence $\lambda_{i}^{*}=0$ and $\sigma_{i}^{*}=0$. For all $i \in \Sigma_{0}, \ell_{i}<t$ and $\ell_{i}=s$; hence $\lambda_{i}^{*}=0$ and $\sigma_{i}^{*}>0$. For all $i \in \Sigma^{0}, \ell_{i}=t$ and $\ell_{i}>s$; hence $\lambda_{i}^{*}>0$ and $\sigma_{i}^{*}=0$. Therefore, we can distinguish (3.97) in the following cases:

$$
\begin{array}{ll}
D^{-\ell_{i}^{*}}=\mu_{i}, & i \in \Sigma \backslash \Sigma^{0} \cup \Sigma_{0}, \\
D^{-\ell_{i}^{*}}=\mu_{i}-\sigma_{i}^{*}, & i \in \Sigma_{0}, \\
D^{-\ell_{i}^{*}}=\mu_{i}+\lambda_{i}^{*}, & i \in \Sigma^{0} . \tag{3.100}
\end{array}
$$

Substituting $\lambda_{i}^{*}$ into (3.95) we have $\sum_{i \in \Sigma}\left(D^{-\ell_{i}^{*}}-\mu_{i}\right)=\alpha$, and substituting $w_{i}^{*} \triangleq D^{-\ell_{i}^{*}}$ we get

$$
\begin{equation*}
\sum_{i \in \Sigma}\left(w_{i}^{*}-\mu_{i}\right)=\alpha . \tag{3.101}
\end{equation*}
$$

We know that $\lambda_{i}^{*} \neq 0$ only when $\ell_{i}^{*}=t^{*}$; otherwise, $w_{i}^{*}=\mu_{i}$. Hence, we can see that $w_{i}^{*}-\mu_{i}=\left(\underline{w}-\mu_{i}\right)^{+}$and it is positive only when $\ell_{i}^{*}=t^{*}$. Hence, equation (3.101) becomes

$$
\begin{equation*}
\sum_{i \in \Sigma}\left(\underline{w}-\mu_{i}\right)^{+}=\alpha, \tag{3.102}
\end{equation*}
$$

where $(f)^{+}=\max (0, f)$. This is the classical waterfilling equation [17, Section 9.4] and $\underline{w}$ is the water-level chosen, as shown in Figure 3.4.

If we also substitute the previously obtained expression of $\sigma_{i}^{*}$ into (3.96) we have $\sum_{i \in \Sigma}\left(\mu_{i}-\right.$ $\left.D^{-\ell_{i}^{*}}\right)=\alpha$, and substituting $w_{i}^{\ddagger} \triangleq D^{-\ell_{i}^{*}}$ we get

$$
\begin{equation*}
\sum_{i \in \Sigma}\left(\mu_{i}-w_{i}^{\ddagger}\right)=\alpha . \tag{3.103}
\end{equation*}
$$

Hence, substituting $\bar{w} \triangleq D^{-s}$, equation (3.103) becomes

$$
\begin{equation*}
\sum_{i \in \Sigma}\left(\mu_{i}-\bar{w}\right)^{+}=\alpha \tag{3.104}
\end{equation*}
$$

In this example, the solution to a minimax average codeword length lossless coding prob-


Figure 3.4.: Example demonstrating the solution of the coding problem using a watefillinglike fashion, where $\nu^{*}=\left\{\bar{w}, \bar{w}, \bar{w}, \mu_{4}, \mu_{5}, \underline{w}, \underline{w}\right\}$.
lem for the class of sources described by the total variational ball is transformed into an optimization one by finding the expression of the maximization over the total variational ball. Subsequently, a solution is given in terms of a waterfilling with two distinct levels.

Remark 3.3. Note that the above solution can be used to approximate a high-dimensional alphabet probability distribution $\mu \in \mathbb{P}(\Sigma)$, by another lower-dimensional alphabet probability distribution $\nu \in \mathbb{P}(\bar{\Sigma}), \bar{\Sigma} \subseteq \Sigma$ by invoking Jayne's maximum entropy principle [34,35], subject to information quantified via the total variation distance between $\nu \in \mathbb{P}(\Sigma)$ and $\mu \in \mathbb{P}(\Sigma)$, because of the following fact. Since all conditions of the Von-Neumann minimax theorem [25] hold, then we have

$$
\begin{align*}
\min _{\ell \in \mathbb{R}_{+}^{|\Sigma|}: \sum_{i \in \Sigma} D^{-\ell_{i} \leq 1}} \max _{\nu \in \mathbb{B}_{R}(\mu)} \sum_{i \in \Sigma} \ell_{i} \nu_{i} & =\max _{\nu \in \mathbb{B}_{R}(\mu)} \min _{\ell \in \mathbb{R}_{+}^{|\Sigma|}: \sum_{i \in \Sigma} D^{-\ell_{i} \leq 1}} \sum_{i \in \Sigma} \ell_{i} \nu_{i} \\
& \left.\stackrel{(a)}{=} \max _{\nu \in \mathbb{B}_{R}(\mu)} \sum_{i \in \Sigma} \ell_{i}^{*} \nu_{i}\right|_{\ell_{i}^{*}}=-\log \nu_{i}=\max _{\nu \in \mathbb{B}_{R}(\mu)} H(\nu) . \tag{3.105}
\end{align*}
$$

where equality in (a) follows from the classical solution of Shannon codes [17]. Hence, the solution of lossless coding for a variation class is equivalent to Jayne's maximum entropy formulation subject to total variation distance constraint. Thus, the approximated distribution is obtained by a waterfilling-like solution, as shown in Figure 3.4.

### 3.5. Summary

This chapter is concerned with extremum problems involving total variation distance metric as a pay-off subject to linear functional constraints, and vice-versa; that is, with the roles of total variation metric and linear functional interchanged. These problems are formulated using concepts from signed measures while the theory is developed on abstract spaces. Certain properties and applications of the extremum problems are discussed, while closed form expressions of the extremum measures are derived for finite alphabet spaces. The fundamental water-filling property and the partitioning of the extremum problems are also elaborated. Finally, it is shown through examples how the extremum solution of the various problems behaves, and an application to the well-known lossless compression problem of finding uniquely decodable codes, which minimize the average codeword length is presented.


## 4

## Dynamic Programming with TV Distance Ambiguity on a Finite Horizon

In this chapter we address optimality of stochastic control strategies on a finite horizon, via dynamic programming subject to total variation distance ambiguity on the conditional distribution of the controlled process. We formulate the stochastic control problem using minimax theory, in which the control minimizes the pay-off while the controlled process, maximizes it. By employing certain results of Chapter 3, the maximization of a linear functional on the space of probability measures, among those probability measures which are within a total variation distance from a nominal probability measure, we solve the minimax stochastic control problem with deterministic control strategies, under a Markovian and a non-Markovian assumption, on the conditional distributions of the controlled process. The results of this part include:

- minimax optimization subject to total variation distance ambiguity constraint;
- new dynamic programming recursions, which involve the oscillator seminorm of the value function, in addition to the standard terms;
- examples which illustrate the applications of our results.


### 4.1. Problem Formulation

In this section, we describe the abstract formulation of the minimax problem under total variation distance ambiguity.

### 4.1.1. Dynamic Programming of Finite Horizon Discounted-Markov Control Model

A finite horizon Discounted-Markov Control Model (D-MCM) with deterministic strategies is a septuple

$$
\begin{align*}
& \text { D-MCM : }\left(\left\{\mathcal{X}_{i}\right\}_{i=0}^{n},\left\{\mathcal{U}_{i}\right\}_{i=0}^{n-1},\left\{\mathcal{U}_{i}\left(x_{i}\right): x_{i} \in \mathcal{X}_{i}\right\}_{i=0}^{n-1},\left\{Q_{i}\left(d x_{i} \mid x_{i-1}, u_{i-1}\right):\right.\right. \\
&\left.\left.\left(x_{i-1}, u_{i-1}\right) \in \mathcal{X}_{i-1} \times \mathcal{U}_{i-1}\right\}_{i=0}^{n},\left\{f_{i}\right\}_{i=0}^{n-1}, h_{n}, \alpha\right) \tag{4.1}
\end{align*}
$$

consisting of the following.
(a) State Space. A sequence of Polish spaces (complete separable metric spaces) $\left\{\mathcal{X}_{i}\right.$ : $i=0, \ldots, n\}$, which model the state space of the controlled random process $\left\{x_{j} \in\right.$ $\left.\mathcal{X}_{j}: j=0, \ldots, n\right\}$.
(b) Control or Action Space. A sequence of Polish spaces $\left\{\mathcal{U}_{i}: i=0, \ldots, n-1\right\}$, which model the control or action set of the control random process $\left\{u_{j} \in \mathcal{U}_{j}: j=\right.$ $0, \ldots, n-1\}$.
(c) Feasible Controls or Actions. A family $\left\{\mathcal{U}_{i}\left(x_{i}\right): x_{i} \in \mathcal{X}_{i}\right\}$ of non-empty measurable subsets $\mathcal{U}_{i}\left(x_{i}\right) \subseteq \mathcal{U}_{i}$, where $\mathcal{U}_{i}\left(x_{i}\right)$ denotes the set of feasible controls or actions, when the controlled process is in state $x_{i} \in \mathcal{X}_{i}$, and the feasible state-actions pairs defined by $\mathbb{K}_{i} \triangleq\left\{\left(x_{i}, u_{i}\right): x_{i} \in \mathcal{X}_{i}, u_{i} \in \mathcal{U}_{i}\left(x_{i}\right)\right\}$ are measurable subsets of $\mathcal{X}_{i} \times \mathcal{U}_{i}, i=$ $0, \ldots, n-1$.
(d) Controlled Process Distribution. A collection of conditional distributions or stochastic kernels $Q_{i}\left(d x_{i} \mid x_{i-1}, u_{i-1}\right)$ on $\mathcal{X}_{i}$ given $\left(x_{i-1}, u_{i-1}\right) \in \mathbb{K}_{i-1} \subseteq \mathcal{X}_{i-1} \times \mathcal{U}_{i-1}, i=$ $0, \ldots, n$. The controlled process distribution is described by the sequence of transition probability distributions $\left\{Q_{i}\left(d x_{i} \mid x_{i-1}, u_{i-1}\right):\left(x_{i-1}, u_{i-1}\right) \in \mathbb{K}_{i-1}, i=0, \ldots, n\right\}$.
(e) Cost-Per-Stage. A collection of non-negative measurable functions $f_{j}: \mathbb{K}_{j} \rightarrow[0, \infty]$, called the cost-per-stage, such that $f_{j}(x, \cdot)$ does not take the value $+\infty$ for each $x \in$ $\mathcal{X}_{j}, j=0, \ldots, n-1$. The running pay-off functional is defined in terms of $\left\{f_{j}: j=\right.$ $0, \ldots, n-1\}$.
(f) Terminal Cost. A bounded measurable non-negative function $h_{n}: \mathcal{X}_{n} \rightarrow[0, \infty)$ called the terminal cost. The pay-off functional at the last stage is defined in terms of $h_{n}$.
(g) Discounting Factor. A real number $\alpha \in(0,1)$ called the discounting factor.

The definition of D-MCM envisions applications of systems described by discrete-time dynamical state space models, which include random external inputs, since such models give rise to a collection of controlled processes distributions $\left\{Q_{i}\left(d x_{i} \mid x_{i-1}, u_{i-1}\right):\left(x_{i-1}, u_{i-1}\right) \in\right.$ $\left.\mathbb{K}_{i-1}, i=0, \ldots, n\right\}$. For any integer $j \geq 0$, define the product spaces by $\mathcal{X}_{0, j} \triangleq \times_{i=0}^{j} \mathcal{X}_{i}$ and $\mathcal{U}_{0, j-1} \triangleq \times_{i=0}^{j-1} \mathcal{U}_{i}$, and the discounted sample pay-off by

$$
\begin{equation*}
F_{0, n}^{\alpha}\left(x_{0}, u_{0}, x_{1}, u_{1}, \ldots, x_{n-1}, u_{n-1}, x_{n}\right) \triangleq \sum_{j=0}^{n-1} \alpha^{j} f_{j}\left(x_{j}, u_{j}\right)+\alpha^{n} h_{n}\left(x_{n}\right) . \tag{4.2}
\end{equation*}
$$

The goal in feedback controlled optimization with deterministic strategies is to choose a control strategy or policy $g \triangleq\left\{g_{j}: j=0,1, \ldots, n-1\right\}, g_{j}: \mathcal{X}_{0, j} \times \mathcal{U}_{0, j-1} \longrightarrow \mathcal{U}_{j}\left(x_{j}\right)$, $u_{j}^{g}=g_{j}\left(x_{0}^{g}, x_{1}^{g}, \ldots, x_{j}^{g}, u_{0}^{g}, u_{1}^{g}, \ldots, u_{j-1}^{g}\right), j=0,1, \ldots, n-1$ so as to minimize the pay-off functional

$$
\begin{align*}
& \mathbb{E}\left\{\sum_{j=0}^{n-1} \alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right)\right\}=\int_{\mathcal{X}_{0} \times \mathcal{X}_{1} \times \ldots \times \mathcal{X}_{n}} \\
&  \tag{4.3}\\
& F_{0, n}^{\alpha}\left(x_{0}, u_{0}^{g}\left(x_{0}\right), x_{1}, u_{1}^{g}\left(x_{0}, x_{1}\right), \ldots, x_{n-1}, u_{n-1}^{g}\left(x_{0}, x_{1}, \ldots, x_{n-1}\right), x_{n}\right) \\
& \quad Q_{0}\left(d x_{0}\right) Q_{1}\left(d x_{1} \mid x_{0}, u_{0}^{g}\left(x_{0}\right)\right) \ldots Q_{n}\left(d x_{n} \mid x_{n-1}, u_{n-1}^{g}\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)\right) .
\end{align*}
$$

Clearly, pay-off (4.3) is a functional of the collection of conditional distributions $\left\{Q_{i}(\cdot \mid \cdot)\right.$ : $i=0,1, \ldots, n\}$. Moreover, if this collection of distribution has countable support for each $\left(x_{i-1}, u_{i-1}\right), i=0, \ldots, n$, then each integral in (4.3) is reduced to a countable summation.

A Markov property on the controlled process distributions, i.e.,

$$
Q_{i}\left(d x_{i} \mid x^{i-1}, u^{i-1}\right)=Q_{i}\left(d x_{i} \mid x_{i-1}, u_{i-1}\right), \quad \forall\left(x^{i-1}, u^{i-1}\right) \in \times_{j=0}^{i-1} \mathbb{K}_{j}, \quad i=0,1, \ldots, n
$$

under admissible non-Markov strategies, implies that Markov control strategies are optimal [39]. Therefore, $g_{j}: \mathcal{X}_{j} \longrightarrow \mathcal{U}_{j}\left(x_{j}\right)$. For $(i, x) \in\{0,1 \ldots, n\} \times \mathcal{X}_{i}$, let $V_{i}^{0}(x) \in \mathbb{R}$ represent the minimal cost-to-go or value function on the time horizon $\{i, i+1, \ldots, n\}$ if the controlled process starts at state $x_{i}=x$ at time $i$, defined by

$$
\begin{equation*}
V_{i}^{0}(x) \triangleq \inf _{\substack{g_{k} \in u_{k}\left(x_{k}\right) \\ k=i, \ldots, n-1}} \mathbb{E}_{i, x}^{g}\left\{\sum_{j=i}^{n-1} \alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right)\right\} \tag{4.4}
\end{equation*}
$$

where $\mathbb{E}_{i, x}^{g}\{\cdot\}$ denotes expectation conditioned on $x_{i}^{g}=x$. Consequently, it can be shown that the value function (4.4) satisfies the following dynamic programming recursion relating
the value functions $V_{i}^{0}(\cdot)$ and $V_{i+1}^{0}(\cdot)$ [39],

$$
\begin{align*}
& V_{n}^{0}(x)=\alpha^{n} h_{n}(x), \quad x \in \mathcal{X}_{n}  \tag{4.5}\\
& V_{i}^{0}(x)=\inf _{u \in \mathcal{U}_{i}(x)}\left\{\alpha^{i} f_{i}(x, u)+\int_{\mathcal{X}_{i+1}} V_{i+1}^{0}(z) Q_{i+1}(d z \mid x, u)\right\}, \quad x \in \mathcal{X}_{i} . \tag{4.6}
\end{align*}
$$

Since the value function $V_{i}^{0}(x)$ defined by (4.4) and the dynamic programming recursion (4.5), (4.6) depend on the complete knowledge of the collection of conditional distributions $\left\{Q_{i}(\cdot \mid \cdot): i=0, \ldots, n\right\}$, any mismatch of the collection $\left\{Q_{i}(\cdot \mid \cdot): i=0, \ldots, n\right\}$ from the true collection of conditional distributions, will affect the optimality of the control strategies. Our objective is to address the impact of any ambiguity measured by the total variation distance between the true conditional distribution and a given nominal distribution on the cost-to-go (4.4), and dynamic programming recursion (4.5), (4.6).

### 4.1.2. Dynamic Programming with Total Variation Distance Ambiguity

The objective of this chapter is to investigate dynamic programming under ambiguity of the conditional distributions of the controlled processes

$$
\left\{Q_{i}\left(d x_{i} \mid x_{i-1}, u_{i-1}\right):\left(x_{i-1}, u_{i-1}\right) \in \mathbb{K}_{i-1}\right\}, \quad i=0, \ldots, n
$$

The ambiguity of the conditional distributions of the controlled process is modeled by the total variation distance. Specifically, given a collection of nominal controlled process distributions $\left\{Q_{i}^{o}\left(d x_{i} \mid x_{i-1}, u_{i-1}\right):\left(x_{i-1}, u_{i-1}\right) \in \mathbb{K}_{i-1}\right\}, i=0, \ldots, n$, the corresponding collection of true controlled process distributions $\left\{Q_{i}\left(d x_{i} \mid x_{i-1}, u_{i-1}\right):\left(x_{i-1}, u_{i-1}\right) \in \mathbb{K}_{i-1}\right\}$, $i=0, \ldots, n$, is modeled by a set described by the total variation distance centered at the nominal conditional distribution having radius $R_{i} \in[0,2], i=0, \ldots, n$, defined by

$$
\mathbf{B}_{R_{i}}\left(Q_{i}^{o}\right)\left(x_{i-1}, u_{i-1}\right) \triangleq\left\{Q_{i}\left(\cdot \mid x_{i-1}, u_{i-1}\right):\left\|Q_{i}\left(\cdot \mid x_{i-1}, u_{i-1}\right)-Q_{i}^{o}\left(\cdot \mid x_{i-1}, u_{i-1}\right)\right\|_{T V} \leq R_{i}\right\} .
$$

The total variation distance model of ambiguity is quite general, and it includes linear, nonlinear, finite and/or countable state space models, etc, since no assumptions are impossed on the structure of the stochastic control dynamical system model, which induces the collection of conditional distributions $\left\{Q_{i}(\cdot \mid \cdot): i=0, \ldots, n\right\},\left\{Q_{i}^{o}(\cdot \mid \cdot): i=0, \ldots, n\right\}$. Given the above description of ambiguity in distribution, we re-formulate the value function and dynamic programming recursion via minimax theory as follows.

For $(i, x) \in\{0,1 \ldots, n\} \times \mathcal{X}_{i}$, let $V_{i}(x) \in \mathbb{R}$ represent the minimal cost-to-go on the time horizon $\{i, i+1, \ldots, n\}$ if the state of the controlled process starts at state $x_{i}=x$ at time $i$,
defined by ${ }^{1}$

$$
V_{i}(x) \triangleq \inf _{\substack{g_{k} \in \mathcal{U}_{k}\left(x_{k}\right) \\ k=i, \ldots, n-1}} \sup _{\substack{Q_{k+1}\left(\cdot \mid x_{k}, u_{k}\right) \in \mathbf{B}_{R_{k+1}}\left(Q_{k+1}^{o}\right)\left(x_{k}, u_{k}\right) \\ k=i, \ldots, n-1}} \mathbb{E}_{i, x}^{g}\left\{\sum_{j=i}^{n-1} \alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right)\right\}
$$

where $\mathbb{E}_{i, x}^{g}$ denotes conditional expectation with respect to the true collection of conditional distribution $\left\{Q_{k}(\cdot \mid \cdot): k=i, \ldots, n\right\}$. Even in the above minimax setting the Markov property of the controlled process distribution under an admissible non-Markov (i.e., feedback) strategy implies that Markov control strategies are optimal. Moreover, the value function satisfies the following dynamic programming recursion relating the value function $V_{i}(\cdot)$ and $V_{i+1}(\cdot)$, for all $i=0,1, \ldots, n-1$.

$$
\begin{aligned}
& V_{n}(x)=\alpha^{n} h_{n}(x), \quad x \in \mathcal{X}_{n} \\
& V_{i}(x)=\inf _{u \in \mathcal{U}_{i}(x)} \sup _{Q_{i+1}(\cdot \mid x, u) \in \mathbf{B}_{R_{i+1}}\left(Q_{i+1}^{o}\right)(x, u)}\left\{\alpha^{i} f_{i}(x, u)+\int_{\mathcal{X}_{i+1}}^{V_{i+1}}(z) Q_{i+1}(d z \mid x, u)\right\}, x \in \mathcal{X}_{i} .
\end{aligned}
$$

Based on this formulation, if $V_{i+1}(\cdot)$ is bounded continuous non-negative, we show that the new dynamic programming equation involves the oscillator seminorm of the value function, in addition to the standard terms.

In addition to the D-MCM, we will also discuss the general discounted feedback control model (i.e., we relax the Markovian assumption). In summary, the issues discussed and results obtained in this chapter are the following:

1. formulation of finite horizon discounted stochastic optimal control subject to conditional distribution ambiguity described by total variation distance via minimax theory;
2. dynamic programming recursions for
a) discounted-feedback control model
b) nominal discounted-Markov control model
under total variation distance ambiguity on the conditional distribution of the controlled process;
3. characterization of the maximizing conditional distribution belonging to the total variation distance set, and the corresponding new dynamic programming recursions;
4. applications of the finite horizon minimax problem to the well-known inventory control and machine replacement examples. Comparisons are included for the case for which the total variation constraint is replaced by the relative entropy constraint.
[^5]
### 4.2. Minimax Stochastic Control

In this section, we first introduce the general definition of finite horizon DiscountedFeedback Control Model (D-FCM) with randomized and deterministic control policies, under total variation distance uncertainty (which includes the D-MCM introduced in Section 4.1), and then we apply the characterization of the maximizing distribution of Section 3.2.1 and 3.3.1 to the dynamic programming recursion.

Define $\mathbb{N}^{n} \triangleq\{0,1,2, \ldots, n\}, n \in \mathbb{N}$. The state space and the control space are sequences of Polish spaces $\left\{\mathcal{X}_{j}: j=0,1, \ldots, n\right\}$ and $\left\{\mathcal{U}_{j}: j=0,1, \ldots, n-1\right\}$, respectively. These spaces are associated with their corresponding measurable spaces $\left(\mathcal{X}_{j}, \mathcal{B}\left(\mathcal{X}_{j}\right)\right), \forall j \in \mathbb{N}^{n}$, $\left(\mathcal{U}_{j}, \mathcal{B}\left(\mathcal{U}_{j}\right)\right), \forall j \in \mathbb{N}^{n-1}$. Define the product spaces by $\mathcal{X}_{0, n} \triangleq \times_{i=0}^{n} \mathcal{X}_{i}, \mathcal{U}_{0, n-1} \triangleq \times_{i=0}^{n-1} \mathcal{U}_{i}$, and introduce their product measurable spaces, $\left(\mathcal{X}_{0, n}, \mathcal{B}\left(\mathcal{X}_{0, n}\right)\right),\left(\mathcal{U}_{0, n-1}, \mathcal{B}\left(\mathcal{U}_{0, n-1}\right)\right)$, respectively, for $n \in \mathbb{N}^{n}$. The state process is denoted by $x^{n} \triangleq\left\{x_{j}: j=0,1, \ldots, n\right\}$, and the control process is denoted by $u^{n-1} \triangleq\left\{u_{j}: j=0,1, \ldots, n-1\right\}$.

Given $\left(\mathcal{X}_{0, n}, \mathcal{B}\left(\mathcal{X}_{0, n}\right)\right),\left(\mathcal{U}_{0, n-1}, \mathcal{B}\left(\mathcal{U}_{0, n-1}\right)\right)$ the Borel state and control or action spaces, respectively, and the initial state distribution $\nu_{0}\left(d x_{0}\right)$, we introduce the space $H_{0, n}$ of admissible observable histories by

$$
H_{0, n} \triangleq \mathbb{K}_{0} \times \mathbb{K}_{1} \times \ldots \times \mathbb{K}_{n-1} \times \mathcal{X}_{n} \equiv \times_{i=0}^{n-1} \mathbb{K}_{i} \times \mathcal{X}_{n}, \quad n \in \mathbb{N}, \quad H_{0,0}=\mathcal{X}_{0}
$$

where $\mathbb{K}_{i} \triangleq\left\{\left(x_{i}, u_{i}\right): x_{i} \in \mathcal{X}_{i}, u_{i} \in \mathcal{U}_{i}\left(x_{i}\right)\right\}$, denote the feasible state-action pairs, for $i=$ $0,1, \ldots, n-1$. A typical element $h_{0, n} \in H_{0, n}$ is a sequence of the form

$$
h_{0, n}=\left(x_{0}, u_{0}, \ldots, x_{n-1}, u_{n-1}, x_{n}\right), \quad\left(x_{i}, u_{i}\right) \in \mathbb{K}_{i}, \quad i=0, \ldots, n-1, \quad x_{n} \in \mathcal{X}_{n} .
$$

Similarly, introduce

$$
\begin{aligned}
G_{0, n} & =\mathcal{X}_{0} \times \mathcal{U}_{0} \times \ldots \times \mathcal{X}_{n-1} \times \mathcal{U}_{n-1} \times \mathcal{X}_{n} \equiv \times_{i=0}^{n-1}\left(\mathcal{X}_{i} \times \mathcal{U}_{i}\right) \times \mathcal{X}_{n}, \quad n \in \mathbb{N} \\
G_{0,0} & =H_{0,0}=\mathcal{X}_{0}
\end{aligned}
$$

Thus, $H_{0, n}$ is a sequence of $G_{0, n}$ for each $n=0,1, \ldots$. The spaces $G_{0, n}$ and $H_{0, n}$ are equipped with the natural $\sigma$-algebra $\mathcal{B}\left(G_{0, n}\right)$ and $\mathcal{B}\left(H_{0, n}\right)$, respectively (and by Kolmogorov's extension theorem they can be extended to $\mathcal{B}\left(G_{0, \infty}\right)$ and $\mathcal{B}\left(H_{0, \infty}\right)$ ). We shall use the Borel space $\left(H_{\infty}, \mathcal{B}\left(H_{\infty}\right)\right)$ as the main measurable space $(\Omega, \mathcal{F})$. Next, we formulate the definition of discounted feedback control model.

Definition 4.1. A finite horizon $D-F C M$ is a septuple

$$
\begin{align*}
D-F C M:\left(\mathcal{X}_{0, n}, \mathcal{U}_{0, n-1},\left\{\mathcal{U}_{i}\left(x_{i}\right):\right.\right. & \left.x_{i} \in \mathcal{X}_{i}\right\}_{i=0}^{n-1},\left\{Q_{i}\left(d x_{i} \mid x^{i-1}, u^{i-1}\right):\right. \\
& \left.\left.\left(x^{i-1}, u^{i-1}\right) \in \mathcal{X}_{0, i-1} \times \mathcal{U}_{0, i-1}\right\}_{i=0}^{n},\left\{f_{i}\right\}_{i=0}^{n-1}, h_{n}, \alpha\right) \tag{4.7}
\end{align*}
$$

consisting of the items (a)-(c), (e)-(g) of finite horizon D-MCM (4.1), while the controlled process distribution in (d) is replaced by the non-Markov collection $\left\{Q_{i}\left(d x_{i} \mid x^{i-1}, u^{i-1}\right)\right.$ : $\left.\left(x^{i-1}, u^{i-1}\right) \in \times_{j=0}^{i-1} \mathbb{K}_{j}\right\}_{i=0}^{n}$.

Next, we give the definitions of randomized, deterministic, and stationary control strategies or policies.

Definition 4.2. A randomized control strategy is a sequence $\pi \triangleq\left\{\pi_{0}, \ldots, \pi_{n-1}\right\}$ of stochastic kernels $\pi_{i}(\cdot \mid \cdot)$ on $\left(\mathcal{U}_{i}, \mathcal{B}\left(\mathcal{U}_{i}\right)\right)$ conditioned on $\left(H_{0, i}, \mathcal{B}\left(H_{0, i}\right)\right)\left(\right.$ e.g., $\left.\pi_{i}\left(d u_{i} \mid x^{i}, u^{i-1}\right)\right)$ satisfying

$$
\pi_{i}\left(\mathcal{U}_{i}\left(x_{i}\right) \mid x^{i}, u^{i-1}\right)=1 \quad \text { for every } \quad\left(x^{i}, u^{i-1}\right) \in H_{0, i}, \quad i=0,1, \ldots, n-1
$$

The set of all such policies is denoted by $\Pi_{0, n-1}$. A strategy $\pi \triangleq\left\{\pi_{i}: i=0, \ldots, n-1\right\} \in$ $\Pi_{0, n-1}$ is called
(a) randomized Markov strategy if there exists a sequence $\left\{\pi_{i}^{M}(\cdot \mid \cdot): i=0, \ldots, n-1\right\}$ of stochastic kernels $\pi_{i}^{M}(\cdot \mid \cdot)$ on $\left(\mathcal{U}_{i}, \mathcal{B}\left(\mathcal{U}_{i}\right)\right)$ conditioned on $\left(\mathcal{X}_{i}, \mathcal{B}\left(\mathcal{X}_{i}\right)\right)$ such that

$$
\pi_{i}\left(\cdot \mid x^{i}, u^{i-1}\right)=\pi_{i}^{M}\left(\cdot \mid x_{i}\right), \quad \forall\left(x^{i}, u^{i-1}\right) \in H_{0, i}, \quad i=0,1, \ldots, n-1
$$

The set of randomized Markov strategies is denoted by $\Pi_{0, n-1}^{R M}$;
(b) randomized stationary Markov strategy if there exists a stochastic kernel $\pi^{S}(\cdot \mid \cdot)$ on $(\mathcal{U}, \mathcal{B}(\mathcal{U}))$ conditioned on $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ such that

$$
\pi_{i}\left(\cdot \mid x^{i}, u^{i-1}\right)=\pi^{S}\left(\cdot \mid x_{i}\right), \quad \forall\left(x^{i}, u^{i-1}\right) \in H_{0, i}, \quad i=0,1, \ldots, n-1
$$

The set of randomized stationary Markov strategies is denoted by $\Pi_{0, n-1}^{R S}$;
(c) deterministic feedback strategy if there exists a sequence $g \triangleq\left\{g_{j}: j=0,1, \ldots, n-1\right\}$ of measurable functions $g_{j}: \times_{i=0}^{j-1} \mathbb{K}_{i} \times \mathcal{X}_{j} \longmapsto \mathcal{U}_{j}$, such that for all $\left(x^{j}, u^{j-1}\right) \in H_{0, j}$, $j \in \mathbb{N}^{n-1}, g_{j}\left(x_{0}, u_{0}, x_{1}, u_{1}, \ldots, x_{j-1}, u_{j-1}, x_{j}\right) \in \mathcal{U}_{j}\left(x_{j}\right)$, and $\pi_{j}\left(\cdot \mid x^{j}, u^{j-1}\right)$ assigns mass 1 to some point in $\mathcal{U}_{j}$, that is,

$$
\pi_{i}\left(A_{i} \mid x^{i}, u^{i-1}\right)=I_{A_{i}}\left(g_{i}\left(x^{i}, u^{i-1}\right)\right), \quad \forall A_{i} \in \mathcal{B}\left(\mathcal{U}_{i}\right), \quad i=0,1, \ldots, n-1,
$$

where $I_{A_{i}}(\cdot)$ is the indicator function of $A_{i} \in \mathcal{B}\left(\mathcal{U}_{i}\right)$.
The set of deterministic feedback strategies is denoted by $\Pi_{0, n-1}^{D F}$;
(d) deterministic Markov strategy if there exists a sequence $g \triangleq\left\{g_{j}: j=0,1, \ldots, n-1\right\}$ of measurable functions $g_{j}: \mathcal{X}_{j} \longmapsto \mathcal{U}_{j}$ satisfying $g_{j}\left(x_{j}\right) \in \mathcal{U}_{j}\left(x_{j}\right)$ for all $x_{j} \in \mathcal{X}_{j}$,
$j \in \mathbb{N}^{n-1}$, and $\pi_{j}\left(\cdot \mid x^{j}, u^{j-1}\right)$ is concentrated at $g_{j}\left(x_{j}\right) \in \mathcal{U}_{j}\left(x_{j}\right)$ for all $\left(x^{j}, u^{j-1}\right) \in$ $H_{0, j}, j \in \mathbb{N}^{n-1}$, that is,

$$
\pi_{i}\left(A_{i} \mid x^{i}, u^{i-1}\right)=I_{A_{i}}\left(g_{i}\left(x_{i}\right)\right), \quad \forall A_{i} \in \mathcal{B}\left(\mathcal{U}_{i}\right), \quad i=0,1, \ldots, n-1
$$

The set of deterministic Markov strategies is denoted by $\boldsymbol{\Pi}_{0, n-1}^{D M}$;
(e) deterministic stationary Markov strategy if there exists a measurable function $g$ : $\mathcal{X} \longmapsto \mathcal{U}$ such that $g\left(x_{t}\right) \in \mathcal{U}\left(x_{t}\right), \forall x_{t} \in \mathcal{X}$, and $\pi_{j}\left(\cdot \mid x^{j}, u^{j-1}\right)$ assigns mass to some point $u_{j}, \forall\left(x^{j}, u^{j-1}\right) \in H_{0, j}$, e.g.,

$$
\pi_{i}\left(A_{i} \mid x^{i}, u^{i-1}\right)=I_{A_{i}}\left(g\left(x_{i}\right)\right), \quad \forall A_{i} \in \mathcal{B}\left(\mathcal{U}_{i}\right), \quad i=0, \ldots, n-1 .
$$

The set of deterministic stationary Markov strategies is denoted by $\Pi_{0, n-1}^{D S}$.
Let $\Pi_{0, n-1}^{D}$ denote the set of all deterministic policies, so that $\Pi_{0, n-1}^{D} \subset \Pi_{0, n-1}$.
The relationship between the classes of control strategies or policies is as follows: $\Pi_{0, n-1}^{D S} \subset$ $\Pi_{0, n-1}^{R S} \subset \Pi_{0, n-1}^{R M} \subset \Pi_{0, n-1}, \Pi_{0, n-1}^{D S} \subset \Pi_{0, n-1}^{D M} \subset \Pi_{0, n-1}^{R M} \subset \Pi_{0, n-1}$, and $\Pi_{0, n-1}^{D S} \subset$ $\Pi_{0, n-1}^{D M} \subset \Pi_{0, n-1}^{D F} \subset \Pi_{0, n-1}$. Thus, randomized feedback strategies or policies $\Pi_{0, n-1}$ contain all other classes of policies, and hence, are most general. On the other hand, stationary deterministic strategies or policies are contained in all other classes. According to Definition 4.2, the set of control policies is non-empty, since we have assumed existence of measurable functions $g_{j}: \mathbb{K}_{0, j-1} \times \mathcal{X}_{j} \longrightarrow \mathcal{U}_{j}$ such that $\forall x^{j}, u^{j-1} \in \mathbb{K}_{0, j-1} \times \mathcal{X}_{j}$, $g_{j}\left(x^{j}, u^{j-1}\right) \in \mathcal{U}_{j}\left(\mathcal{X}_{j}\right), \forall j \in \mathbb{N}^{n-1}$. Sufficient conditions for this to hold are in general obtained via measurable selection theorems [32]. For denumerable set (countable alphabet) $\mathcal{X}_{j}$ endowed with the discrete topology any function is measurable.

Given a controlled process $\left\{Q_{i}\left(\cdot \mid x^{i-1}, u^{i-1}\right):\left(x^{i-1}, u^{i-1}\right) \in \mathbb{K}_{0, i-1}\right\}_{i=0}^{n}$ and a randomized control process $\left\{\pi_{i}\left(\cdot \mid x^{i}, u^{i-1}\right):\left(x^{i}, u^{i-1}\right) \in \mathbb{K}_{0, i-1} \times \mathcal{X}_{i}\right\}_{i=0}^{n} \in \Pi_{0, n-1}$ and the initial probability $\nu_{0}(\cdot) \in \mathcal{M}_{1}\left(\mathcal{X}_{0}\right)$, then by Ionescu-Tulceu theorem [10] there exists a unique probability measure $\mathbf{Q}_{\nu}^{\pi}$ on $(\Omega, \mathcal{F})$ defined by

$$
\begin{align*}
& \mathbf{Q}_{\nu}^{\pi}\left(x_{0} \in A_{0}, u_{0} \in B_{0}, \ldots, x_{n-1} \in A_{n-1}, u_{n-1} \in B_{n-1}, x_{n} \in A_{n}\right)= \\
& \quad Q_{0}\left(d x_{0}\right) \pi_{0}\left(d u_{0} \mid x_{0}\right) \otimes Q_{1}\left(d x_{1} \mid x_{0}, u_{0}\right) \pi_{1}\left(d u_{1} \mid x^{1}, u_{0}\right) \otimes \ldots \\
& \quad \otimes Q_{n-1}\left(d x_{n-1} \mid x^{n-2}, u^{n-2}\right) \pi_{n-1}\left(d u_{n-1} \mid x^{n-1}, u^{n-2}\right) \otimes Q_{n}\left(d x_{n} \mid x^{n-1}, u^{n-1}\right) \tag{4.8}
\end{align*}
$$

such that

$$
\begin{aligned}
& \mathbf{Q}_{\nu}^{\pi}\left(x_{0} \in A_{0}\right)=\nu\left(A_{0}\right), \quad A_{0} \in \mathcal{B}\left(\mathcal{X}_{0}\right) \\
& \mathbf{Q}_{\nu}^{\pi}\left(u_{j} \in B_{j} \mid h_{0, j}\right)=\pi_{j}\left(B_{j} \mid h_{0, j}\right), \quad B_{j} \in \mathcal{B}\left(\mathcal{U}_{j}\right) \\
& \mathbf{Q}_{\nu}^{\pi}\left(x_{j+1} \in C_{j+1} \mid h_{0, j}, u_{j}\right)=Q_{j+1}\left(C_{j+1} \mid h_{0, j}, u_{j}\right), \quad C_{j+1} \in \mathcal{B}\left(\mathcal{X}_{j+1}\right) .
\end{aligned}
$$

Given the sample pay-off

$$
\begin{equation*}
F_{0, n}^{\alpha}\left(x_{0}, u_{0}, x_{1}, u_{1}, \ldots, x_{n-1}, u_{n-1}, x_{n}\right) \triangleq \sum_{j=0}^{n-1} \alpha^{j} f_{j}\left(x_{j}, u_{j}\right)+\alpha^{n} h_{n}\left(x_{n}\right) \tag{4.9}
\end{equation*}
$$

its expectation is

$$
\begin{align*}
& \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{F_{0, n}^{\alpha}\left(x_{0}, u_{0}, \ldots, x_{n-1}, u_{n-1}, x_{n}\right)\right\}=\int F_{0, n}^{\alpha}\left(x_{0}, u_{0}, \ldots, x_{n-1}, u_{n-1}, x_{n}\right) \\
& \quad Q_{0}\left(d x_{0}\right) \pi_{0}\left(d u_{0} \mid x_{0}\right) \otimes Q_{1}\left(d x_{1} \mid x_{0}, u_{0}\right) \pi_{1}\left(d u_{1} \mid x^{1}, u_{0}\right) \otimes \ldots \\
& \quad \otimes Q_{n-1}\left(d x_{n-1} \mid x^{n-2}, u^{n-2}\right) \pi_{n-1}\left(d u_{n-1} \mid x^{n-1}, u^{n-2}\right) \otimes Q_{n}\left(d x_{n} \mid x^{n-1}, u^{n-1}\right) \tag{4.10}
\end{align*}
$$

Note that the class of randomized strategies $\Pi_{0, n-1}$ embeds deterministic feedback and Markov strategies.

### 4.2.1. Variation Distance Ambiguity

Next, we introduce the definitions of nominal controlled process distributions (for finite horizon D-FCM and D-MCM), and their corresponding ambiguous controlled process distributions.

For each $\pi \in \Pi_{0, n-1}^{D F}, \pi \in \Pi_{0, n-1}^{D M}$ and $\pi \in \Pi_{0, n-1}^{D S}$ the nominal controlled process is described by a sequence of conditional distributions as follows.

Definition 4.3. (Nominal Controlled Process Distributions). A nominal controlled state processes $\left\{x^{g}=x_{0}^{g}, x_{1}^{g}, \ldots, x_{n}^{g}: \pi \in \Pi_{0, n-1}^{D F}, \quad \pi \in \Pi_{0, n-1}^{D M}\right.$, or $\left.\pi \in \Pi_{0, n-1}^{D S}\right\}$ corresponds to a sequence of stochastic kernels as follows:
(a) Feedback Controlled Process. For every $A \in \mathcal{B}\left(\mathcal{X}_{j}\right)$,

$$
\operatorname{Prob}\left(x_{j} \in A \mid x^{j-1}, u^{j-1}\right)=Q_{j}^{o}\left(A \mid x^{j-1}, u^{j-1}\right)
$$

where $Q_{j}^{o}\left(A \mid x^{j-1}, u^{j-1}\right) \in \mathcal{Q}\left(\mathcal{X}_{j} \mid \mathbb{K}_{0, j-1}\right), \forall j \in \mathbb{N}_{+}^{n}$.
(b) Markov Controlled Process. For every $A \in \mathcal{B}\left(\mathcal{X}_{j}\right)$,

$$
\operatorname{Prob}\left(x_{j} \in A \mid x^{j-1}, u^{j-1}\right)=Q_{j}^{o}\left(A \mid x_{j-1}, u_{j-1}\right)
$$

where $Q_{j}^{o}\left(A \mid x_{j-1}, u_{j-1}\right) \in \mathcal{Q}\left(\mathcal{X}_{j} \mid \mathbb{K}_{j-1}\right), \forall j \in \mathbb{N}_{+}^{n}$.
(c) Stationary Markov Controlled Process. For every $A \in \mathcal{B}(\mathcal{X})$

$$
\operatorname{Prob}\left(x_{j} \in A \mid x^{j-1}, u^{j-1}\right)=Q^{o}\left(A \mid x_{j-1}, u_{j-1}\right)
$$

where $Q^{o}\left(A \mid x_{j-1}, u_{j-1}\right) \in \mathcal{Q}(\mathcal{X} \mid \mathbb{K})$.

The class of controlled processes is described by the sequence of stochastic kernels,

$$
\left\{Q_{j}\left(d x_{j} \mid x^{j-1}, u^{j-1}\right) \in \mathcal{Q}\left(\mathcal{X}_{j} \mid \mathbb{K}_{0, j-1}: j=0, \ldots, n\right\}\right.
$$

belonging to a total variation distance set as follows.
Definition 4.4. (Class of Controlled Process Distribution) Given a nominal controlled process stochastic kernel of Definition 4.3, and $R_{i} \in[0,2], 0 \leq i \leq n$ the class of controlled process stochastic kernels is defined as follows:
(a) Class with respect to Feedback Nominal Controlled Process. Given a fixed $Q_{j}^{o}(\cdot \mid \cdot) \in$ $\mathcal{Q}\left(\mathcal{X}_{j} \mid \mathbb{K}_{0, j-1}\right), j=0,1, \ldots, n$ the class of stochastic kernels is defined by

$$
\begin{aligned}
\mathbf{B}_{R_{i}}\left(Q_{i}^{o}\right)\left(x^{i-1}, u^{i-1}\right) \triangleq & \triangleq Q_{i}\left(d x_{i} \mid x^{i-1}, u^{i-1}\right): \\
& \left.\left\|Q_{i}\left(\cdot \mid x^{i-1}, u^{i-1}\right)-Q_{i}^{o}\left(\cdot \mid x^{i-1}, u^{i-1}\right)\right\|_{T V} \leq R_{i}\right\}, \quad i=0,1, \ldots, n
\end{aligned}
$$

(b) Class with respect to Markov Nominal Controlled Process. Given a fixed $Q_{j}^{o}(\cdot \mid \cdot) \in$ $\mathcal{Q}\left(\mathcal{X}_{j} \mid \mathbb{K}_{j-1}\right), j=0,1, \ldots, n$ the class of stochastic kernels is defined by

$$
\begin{aligned}
& \mathbf{B}_{R_{i}}\left(Q_{i}^{o}\right)\left(x^{i-1}, u^{i-1}\right) \triangleq\left\{Q_{i}\left(d x_{i} \mid x^{i-1}, u^{i-1}\right):\right. \\
&\left.\left\|Q_{i}\left(\cdot \mid x^{i-1}, u^{i-1}\right)-Q_{i}^{o}\left(\cdot \mid x_{i-1}, u_{i-1}\right)\right\|_{T V} \leq R_{i}\right\}, \quad i=0,1, \ldots, n
\end{aligned}
$$

(c) Class with respect to Stationary Markov Nominal Controlled Process. Given a fixed $Q^{o}(\cdot \mid \cdot) \in \mathcal{Q}(\mathcal{X} \mid \mathbb{K})$ the class of stochastic kernels is defined by

$$
\mathbf{B}_{R}\left(Q^{o}\right)(x, u) \triangleq\left\{Q(d z \mid x, u):\left\|Q(\cdot \mid x, u)-Q^{o}(\cdot \mid x, u)\right\|_{T V} \leq R\right\}
$$

Note that in Definition 4.4 (a), (b), although we use the same notation $\mathbf{B}_{R_{i}}\left(Q_{i}^{o}\right)\left(x^{i-1}, u^{i-1}\right)$ these sets are different because the nominal distribution $Q_{i}^{o}(\cdot \mid \cdot)$ can be of Feedback or Markov form. The above model is motivated by the fact that dynamic programming involves conditional expectation with respect to the collection of conditional distributions $\left\{Q_{i}(\cdot \mid \cdot)\right.$ $\left.\in \mathcal{Q}\left(\mathcal{X}_{i} \mid \mathbb{K}_{0, i-1}\right): i=0, \ldots, n\right\}$. Therefore, any ambiguity in these distributions will affect the optimality of the strategies.

### 4.2.2. Pay-Off Functional

For each $\pi \in \Pi_{0, n-1}^{D F}$ or $\pi \in \Pi_{0, n-1}^{D M}$ the discounted average pay-off is defined by

$$
\begin{equation*}
J_{0, n}\left(\pi, Q_{i}: i=0, \ldots, n\right) \triangleq \mathbb{E}_{\mathbf{Q}_{\tilde{\nu}}}\left\{\sum_{j=0}^{n-1} \alpha^{j} f_{j}\left(x_{j}, u_{j}\right)+\alpha^{n} h_{n}\left(x_{n}\right)\right\} \tag{4.11}
\end{equation*}
$$

where $\mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\{\cdot\}$ denotes expectation with respect to the true joint measure $\mathbf{Q}_{\nu}^{\pi}\left(d x^{n}, d u^{n-1}\right)$ defined by (4.8) such that $Q_{i}\left(\cdot \mid x^{i-1}, u^{i-1}\right) \in \mathbf{B}_{R_{i}}\left(Q_{i}^{o}\right), i=0,1, \ldots, n$ (e.g., it belongs to the total variation distance ball of Definition 4.4).

Next, we introduce assumptions so that the maximization over the class of ambiguous measures is well-defined.

Assumption 4.1. The nominal system family satisfies the following assumption: The maps $\left\{f_{j}: \mathcal{X}_{j} \times \mathcal{U}_{j} \longmapsto \mathbb{R}: j=0,1, \ldots, n-1\right\}, h_{n}: \mathcal{X}_{n} \longmapsto \mathbb{R}$ are bounded, continuous and non-negative.

Note that it is possible to relax Assumption 4.1 to lower semi-continuous non-negative functions bounded from below. Next, for illustration purposes we introduce an example based on discrete-time recursion dynamics and deterministic strategies.

Example 4.1. (Nominal Model) The nominal controlled processes is $\left\{x^{g}=x_{0}^{g}, x_{1}^{g}, \ldots, x_{n}^{g}\right.$ : $\left.u \in \Pi_{0, n-1}^{D F}\right\}$, and corresponds to a sequence of stochastic kernels $\left\{Q_{w_{j} \mid x^{j}, u^{j}}^{o}\left(d w \mid x^{j}, u^{j}\right)\right.$ : $j=0,1, \ldots, n-1\}$, functions $\left\{b_{j}: \mathcal{X}_{j} \times \mathcal{U}_{j} \times \mathcal{W}_{j} \longmapsto \mathcal{X}_{j+1}: j=0,1, \ldots, n-1\right\}$, and noise processes $\left\{w_{j}: j=0,1, \ldots, n-1\right\}$ adapted to a filtration $\left\{\mathcal{F}_{0, i}: i=0, \ldots, n-1\right\}$ such that the following hold.

1. For each $j \in \mathbb{N}^{n-1}, w_{j}$ is $\mathcal{F}_{0, j}$ - measurable and $\left\{x_{0}^{g}, x_{1}^{g}, \ldots, x_{n}^{g}\right\}$ are generated by the recursion

$$
\begin{equation*}
x_{j+1}^{g}=b_{j}\left(x_{j}^{g}, u_{j}^{g}, w_{j}\right), \quad x_{0}^{g}=x_{0} \tag{4.12}
\end{equation*}
$$

which implies that if $x_{0}$ is $\mathcal{F}_{0,0}$-measurable then $x_{j}^{g}$ is $\mathcal{F}_{0, j-1}-$ measurable.
2. For every $A \in \mathcal{B}\left(\mathcal{W}_{j}\right), j \in \mathbb{N}^{n-1}$

$$
\begin{equation*}
\operatorname{Prob}\left(w_{j} \in A \mid x^{j}, u^{j}\right)=Q_{w_{j}}^{o}\left(A \mid x_{j}^{g}, u_{j}^{g}\right), \quad \text { a.s. } \tag{4.13}
\end{equation*}
$$

3. $\operatorname{Prob}\left(x_{0}^{g}=x_{0}\right)=1, \quad \forall u \in \Pi_{0, n-1}^{D F}$.

Notice that (4.13) assumes that the noise $\left\{w_{j}: j \in \mathbb{N}^{n-1}\right\}$ is correlated with the state and control processes. It can be further simplified to an independent and identically distributed sequence $\left\{w_{j}: j \in \mathbb{N}^{n-1}\right\}$, independent of $x_{j}^{g}$, which then implies $Q_{w_{j}}^{o}\left(d w_{j} \mid x_{j}^{g}, u_{j}^{g}\right)=$ $Q_{w_{j}}^{o}\left(d w_{j}\right)$ for almost all $\left(x_{j}^{g}, u_{j}^{g}\right) \in \mathcal{X}_{j} \times \mathcal{U}_{j}, j=0, \ldots, n-1$.
The ambiguous model is constructed as follows.
(Uncertainty Stochastic Model) Suppose $\left\{\mathcal{G}_{0, j}: j=0,1, \ldots, n-1\right\}$ is the true filtration which is generated by some processes and that $\mathcal{F}_{0, i} \subset \mathcal{G}_{0, i}, \forall i \in \mathbb{N}^{n-1}$. We can model the
class of true conditional distributions by, $Q_{w_{j} \mid \mathcal{G}_{0, j}}\left(d w_{j} \mid \mathcal{G}_{0, j}\right) \in \mathcal{M}_{1}\left(\mathcal{W}_{j}\right), 0 \leq j \leq n-1$, such that they belong to variation distance class

$$
\begin{aligned}
& \mathbf{B}_{R_{i}}\left(Q_{w_{i}}^{o}\right)\left(\mathcal{G}_{0, i}\right) \triangleq\left\{Q_{w_{i}}\left(d w_{i} \mid \mathcal{G}_{0, i}\right):\left\|Q_{w_{i}}\left(\cdot \mid \mathcal{G}_{0, i}\right)-Q_{w_{i}}^{o}\left(\cdot \mid x_{i}^{g}, u_{i}^{g}\right)\right\|_{T V} \leq R_{i}\right\} \\
& R_{i} \in[0,2], \quad i=0,1, \ldots, n-1
\end{aligned}
$$

The above model is motivated by the fact that the value function often involves conditional expectation with respect to $Q_{w_{i}}\left(d w_{i} \mid \mathcal{G}_{0, i}\right)$, and that the true noise in (4.12) can be correlated with past information, such as, the information defined by $\mathcal{G}_{0, i} \triangleq$ $\sigma\left\{x_{k}, u_{k}, x_{k+1}, u_{k+1}, \ldots, x_{i}, u_{i}\right\}, 0 \leq k \leq i$.

### 4.3. Minimax Dynamic Programming

In this section we shall apply the results of Chapter 3 to formulate and solve the minimax stochastic control under finite horizon D-FCM and D-MCM ambiguities.

### 4.3.1. Discounted Feedback Control Model

Utilizing the above formulation, we define the minimax stochastic control problem, where the maximization is over a total variation distance ball, centered at the nominal conditional distribution $Q_{i}^{o}\left(d x_{i} \mid x^{i-1}, u^{i-1}\right) \in \mathcal{Q}\left(\mathcal{X}_{i} \mid \mathbb{K}_{0, i-1}\right)$ having radius $R_{i} \in[0,2]$, for $i=0,1, \ldots, n$.

Problem 4.1. Given a nominal feedback controlled process of Definition 4.3 (a), an admissible policy set $\Pi_{0, n-1}^{D F}$ and an ambiguity class $\mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x^{k-1}, u^{k-1}\right), k=0, \ldots, n$ of Definition 4.4 (a), find a $\pi^{*} \in \boldsymbol{\Pi}_{0, n-1}^{D F}$ and a sequence of stochastic kernels $Q_{k}^{*}\left(d x_{k} \mid x^{k-1}, u^{k-1}\right) \in$ $\mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x^{k-1}, u^{k-1}\right), k=0,1, \ldots, n$ which solve the following minimax optimization problem.

$$
\begin{align*}
J_{0, n}\left(\pi^{*}, Q_{k}^{*}: k=0, \ldots, n\right)=\inf _{\pi \in \Pi_{0, n-1}^{D}}\{ \\
\left.\sup _{\substack{Q_{k}\left(\cdot x^{k-1}, u^{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x^{\left.k-1, u^{k-1}\right)} \\
k=0,1, \ldots, n\right.}} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right)\right\}\right\} . \tag{4.14}
\end{align*}
$$

Next, we apply dynamic programming to characterize the solution of (4.14), by first addressing the maximization. Define the pay-off associated with the maximization problem

$$
J_{0, n}\left(\pi, Q_{k}^{*}: k=0, \ldots, n\right) \triangleq \sup _{\substack{Q_{k}\left(\cdot \mid x^{\left.k-1, u^{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x^{k-1}, u^{k-1}\right)} \\ k=0,1, \ldots, n\right.}} J_{0, n}\left(\pi, Q_{k}: k=0, \ldots, n\right)
$$

For a given $\pi \in \Pi_{0, n-1}^{D F}$, which defines $\left\{g_{j}: j=0, \ldots, n-1\right\}$, and $\pi_{[k, m]} \equiv u_{[k, m]}^{g}$, denoting the restriction of policies in $[k, m], 0 \leq k \leq m \leq n-1$, define the conditional expectation taken over the events $\mathcal{G}_{0, j} \triangleq \sigma\left\{x_{0}^{g}, \ldots, x_{j}^{g}, u_{0}^{g}, \ldots, u_{j}^{g}\right\}$ maximized over the class $\mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x^{k-1}, u^{k-1}\right), k=j+1, \ldots, n$, as follows [13, 39]:

$$
\begin{align*}
& V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right) \triangleq \sup _{\substack{Q_{k}\left(\cdot \left\lvert\, x^{\left.k-1, u^{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x^{\left.k-1, u^{k-1}\right)}\right.} \begin{array}{l}
k=j+1, \ldots, n \\
\hline
\end{array}\right.\right.}} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=j}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)\right. \\
&\left.+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, j}\right\} \tag{4.15}
\end{align*}
$$

where $\mathbb{E}_{\mathbf{Q}_{i}^{\pi}}\left\{\cdot \mid \mathcal{G}_{0, j}\right\}$ denotes conditional expectation with respect to $\mathcal{G}_{0, j}$ calculated on the probability measure $\mathbf{Q}_{\nu}^{\pi}$. Then, $V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right)$ satisfies the following dynamic programming equation [39],

$$
\begin{align*}
V_{n}\left(\mathcal{G}_{0, n}\right)= & \alpha^{n} h_{n}\left(x_{n}^{g}\right)  \tag{4.16}\\
V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right)= & \sup _{Q_{j+1}\left(\cdot \mid x^{j}, u^{j}\right) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)\left(x^{j}, u^{j}\right)}\{ \\
& \left.\mathbb{E}_{Q_{j+1}\left(\cdot \mid x^{j}, u^{j}\right)}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+V_{j+1}\left(u_{[j+1, n-1]}^{g}, \mathcal{G}_{0, j+1}\right)\right\}\right\} \tag{4.17}
\end{align*}
$$

where $\mathbb{E}_{Q_{j+1}\left(\cdot \mid x^{j}, u^{j}\right)}\{\cdot\}$ denotes expectation with respect to $Q_{j+1}\left(d x_{j+1} \mid \mathbb{K}_{0, j}\right)$.
Next, we present the dynamic programming recursion for the minimax problem. Let $V_{j}\left(\mathcal{G}_{0, j}\right)$ represent the minimax pay-off on the future time horizon $\{j, j+1, \ldots, n\}$ at time $j \in \mathbb{N}_{+}^{n}$ defined by

$$
\begin{align*}
& V_{j}\left(\mathcal{G}_{0, j}\right) \triangleq \inf _{\pi \in \boldsymbol{\Pi}_{j, n-1}^{D},} \sup _{Q_{k}\left(\cdot \mid x^{\left.k-1, u^{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x^{k-1}, u^{k-1)}\right.}\right.}\left\{\begin{array}{l}
k=j+1, \ldots, n \\
\\
\end{array}\right. \\
&\left.\mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=j}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, j}\right\}\right\}=\inf _{\pi \in \boldsymbol{\Pi}_{j, n-1}^{D}} V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right) . \tag{4.18}
\end{align*}
$$

Then by reconditioning we obtain

$$
\begin{align*}
& V_{j}\left(\mathcal{G}_{0, j}\right) \triangleq \inf _{u \in \mathcal{U}_{a d}[j, n-1]} \\
& \sup _{Q_{k}\left(\cdot \mid x^{k-1}, u^{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{g}\right)\left(x^{k-1}, u^{k-1}\right)}^{k=j+\ldots, n}<  \tag{4.19}\\
&\left.\mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+\mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=j+1}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, j+1}\right\} \mid \mathcal{G}_{0, j}\right\}\right\} .
\end{align*}
$$

Hence, we deduce the following dynamic programming recursion

$$
\begin{align*}
& V_{n}\left(\mathcal{G}_{0, n}\right)=\alpha^{n} h_{n}\left(x_{n}^{g}\right)  \tag{4.20}\\
& V_{j}\left(\mathcal{G}_{0, j}\right) \triangleq \inf _{u_{j} \in \mathcal{U}_{j}(x) Q_{j+1}\left(\cdot \mid x^{j}, u^{j}\right) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)\left(x^{j}, u^{j}\right)}\{ \\
&  \tag{4.21}\\
& \left.\quad \mathbb{E}_{Q_{j+1}\left(\cdot \mid x^{j}, u^{j}\right)}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+V_{j+1}\left(\mathcal{G}_{0, j+1}\right)\right\}\right\} .
\end{align*}
$$

By applying the results of Section 3.2.1 and 3.3.1 to (4.20), (4.21) we obtain the following theorem.

Theorem 4.1. Suppose there exist an optimal policy for Problem 4.1, and assume $V_{j+1}(\cdot): \mathcal{X}_{0, j+1} \times \mathcal{U}_{0, j} \longmapsto[0, \infty)$ in (4.18) is bounded continuous in $x \in \mathcal{X}_{j+1}, j=0, \ldots, n-1$.

1) The dynamic programming recursion is given by

$$
\begin{align*}
& V_{n}\left(\mathcal{G}_{0, n}\right)=  \tag{4.22}\\
& \begin{aligned}
V_{j}\left(h_{n}\left(x_{n, j}^{g}\right)=\right. & \inf _{u_{j} \in \mathcal{U}_{j}(x)}\left\{\mathbb{E}_{Q_{j+1}^{o}}\left(\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+V_{j+1}\left(\mathcal{G}_{0, j+1}\right) \mid \mathcal{G}_{0, j}\right)\right. \\
& \left.+\frac{R_{j}}{2}\left(\sup _{x_{j+1} \in \mathcal{X}_{j+1}} V_{j+1}\left(\mathcal{G}_{0, j}, x_{j+1}\right)-\inf _{x_{j+1} \in \mathcal{X}_{j+1}} V_{j+1}\left(\mathcal{G}_{0, j}, x_{j+1}\right)\right)\right\} .
\end{aligned}
\end{align*}
$$

Moreover,

$$
\begin{equation*}
V_{j}\left(\mathcal{G}_{0, j}\right)=\inf _{u_{j} \in \mathcal{U}_{j}(x)} \mathbb{E}_{Q_{j+1}^{*}}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+V_{j+1}\left(\mathcal{G}_{0, j}, x_{j+1}\right) \mid \mathcal{G}_{0, j}\right\} \tag{4.24}
\end{equation*}
$$

where, the optimal conditional distributions $\left\{Q_{j}^{*}: j=0,1, \ldots, n-1\right\}$ are given by

$$
\begin{align*}
& Q_{j+1}^{*}\left(\mathcal{X}_{j+1}^{+} \mid x^{j}, u^{j}\right)=Q_{j+1}^{o}\left(\mathcal{X}_{j+1}^{+} \mid x^{j}, u^{j}\right)+\frac{R_{j+1}}{2} \in[0,1], \quad\left(x^{j}, u^{j}\right) \in \mathbb{K}_{0, j}  \tag{4.25}\\
& Q_{j+1}^{*}\left(\mathcal{X}_{j+1}^{-} \mid x^{j}, u^{j}\right)=Q_{j+1}^{o}\left(\mathcal{X}_{j+1}^{-} \mid x^{j}, u^{j}\right)-\frac{R_{j+1}}{2} \in[0,1], \quad\left(x^{j}, u^{j}\right) \in \mathbb{K}_{0, j}  \tag{4.26}\\
& Q_{j+1}^{*}\left(A \mid x^{j}, u^{j}\right)=Q_{j+1}^{o}\left(A \mid x^{j}, u^{j}\right), \forall A \subseteq \mathcal{X}_{j+1} \backslash \mathcal{X}_{j+1}^{+} \cup \mathcal{X}_{j+1}^{-}, \quad\left(x^{j}, u^{j}\right) \in \mathbb{K}_{0, j} \tag{4.27}
\end{align*}
$$

and ${ }^{2}$

$$
\begin{align*}
& \mathcal{X}_{j+1}^{+} \triangleq\left\{x_{j+1} \in \overline{\mathcal{X}}_{j+1}: V_{j+1}\left(\mathcal{G}_{0, j}, x_{j+1}\right)=\sup \left\{V_{j+1}\left(\mathcal{G}_{0, j}, y_{j+1}\right): y_{j+1} \in \mathcal{X}_{j+1}\right\}\right\}  \tag{4.28}\\
& \mathcal{X}_{j+1}^{-} \triangleq\left\{x_{j+1} \in \overline{\mathcal{X}}_{j+1}: V_{j+1}\left(\mathcal{G}_{0, j}, x_{j+1}\right)=\inf \left\{V_{j+1}\left(\mathcal{G}_{0, j}, y_{j+1}\right): y_{j+1} \in \mathcal{X}_{j+1}\right\}\right\} \tag{4.29}
\end{align*}
$$

2) The total pay-off is given by

$$
\begin{equation*}
J_{0, n}\left(\pi^{*}, Q_{i}^{*}: i=0, \ldots, n-1\right)=\sup _{Q_{0}(\cdot) \in \mathbf{B}_{R_{0}}\left(Q^{o}\right)} \mathbb{E}_{Q_{0}}\left\{V_{0}\left(\mathcal{G}_{0,0}\right)\right\} \tag{4.30}
\end{equation*}
$$

Proof. 1) Consider (4.21) expressed in integral form

$$
\begin{align*}
V_{j}\left(\mathcal{G}_{0, j}\right)=\inf _{u_{j} \in \mathcal{U}_{j}(x)} & \left\{\alpha^{j} f_{j}\left(x_{j}, u_{j}\right)\right. \\
& \left.+\sup _{Q_{j+1}\left(\cdot \mid x^{j}, u^{j}\right) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)\left(x^{j}, u^{j}\right)} \int V_{j+1}\left(\mathcal{G}_{0, j}, z\right) Q_{j+1}\left(d z \mid x^{j}, u^{j}\right)\right\} . \tag{4.31}
\end{align*}
$$

By applying (3.46) we obtain (4.22), (4.23), while (4.25)-(4.29) follow as well.
2) By evaluating (4.18) at $j=0$ we obtain (4.30). This completes the derivation.

[^6]By Theorem 4.1, the maximizing measure is given by (4.25)-(4.27), and it is a functional of the nominal measure. At this stage we cannot claim that the maximizing measure is Markovian, and hence the optimal strategy is not necessarily Markov. Therefore, the computation of optimal strategies using non-Markov nominal controlled processes is computationally intensive. Next, we restrict the minimax formulation to Markov controlled nominal processes.

### 4.3.2. Discounted Markov Control Model

In this section we shall apply the results of Chapter 3 to formulate and solve minimax stochastic control under finite horizon D-MCM ambiguity. The derivations of the results are based on the classical results (without ambiguity on the controlled process) found in [54]. We define the minimax stochastic control problem as follows.

Problem 4.2. Given a nominal Markov controlled process of Definition 4.3 (b), an admissible policy set $\Pi_{0, n-1}^{D F}$ and an ambiguity class $\mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x^{k-1}, u^{k-1}\right), k=0, \ldots, n$ of Definition 4.4 (b), find a $\pi^{*} \in \Pi_{0, n-1}^{D F}$ and a sequence of stochastic kernels $Q_{k}^{*}\left(d x_{k} \mid x^{k-1}, u^{k-1}\right) \in$ $\mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x^{k-1}, u^{k-1}\right), k=0,1, \ldots, n$ which solve the following minimax optimization problem.

$$
\begin{align*}
& J_{0, n}\left(\pi^{*},\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right)=\inf _{\pi \in \boldsymbol{\Pi}_{0, n-1}^{D}}\{ \\
& \left.\sup _{\substack{\left.Q_{k} \cdot \mid \cdot x^{k-1}, u^{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x^{k-1}, u^{k-1}\right) \\
k=0,1, \ldots, n}} \mathbb{E}_{\mathbf{Q}_{\tilde{N}}^{\pi}}\left\{\sum_{k=0}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right)\right\}\right\} . \tag{4.32}
\end{align*}
$$

In view of Section 3.2.1, specifically, the relation between the maximizing distribution and the nominal distribution (3.14)-(3.16), which also apply to conditional distributions, we deduce that the maximization conditional distribution $Q_{i}^{*}\left(d x_{i} \mid x^{i-1}, u^{i-1}\right)$ is Markovian, hence $Q_{i}^{*}\left(d x_{i} \mid x^{i-1}, u^{i-1}\right)=Q_{i}^{*}\left(d x_{i} \mid x_{i-1}, u_{i-1}\right), \forall\left(x^{i-1}, u^{i-1}\right) \in \mathbb{K}_{0, i-1}$. Hence, the minimax optimization problem (4.32) is reformulated as follows.

$$
\begin{align*}
& J_{0, n}\left(\pi^{*},\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right)= \inf _{\substack{\pi \in \in \boldsymbol{\Pi}_{0, n-1}^{D}\\
}}\{ \\
&\left.\sup _{\substack{ \\
Q_{k}\left(\cdot x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{Q}^{o}\right)\left(x_{k-1}, u_{k-1}\right) \\
k=0,1, \ldots, n}} \mathbb{E}_{\mathbf{Q}_{\tilde{D}}^{\pi}}\left\{\sum_{k=0}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right)\right\}\right\} . \tag{4.33}
\end{align*}
$$

Next, we apply dynamic programming to characterize the solution of (4.33), by first addressing the maximization. Define the pay-off associated with the maximization problem

$$
\begin{equation*}
J_{0, n}\left(\pi,\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right)=\sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{\mathbf{R}_{k}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right) \\ k=0,1, \ldots, n}} J_{0, n}\left(\pi,\left\{Q_{k}\right\}_{k=0}^{n}\right) . \tag{4.34}
\end{equation*}
$$

For a given $\pi \in \Pi_{0, n-1}^{D F}$, which defines $\left\{g_{j}: j=0,1, \ldots, n-1\right\}$, and $\pi_{[k, m]} \equiv u_{[k, m]}^{g}$ denoting the restriction of policies in $[k, m], 0 \leq k \leq m \leq n-1$, define the conditional cost-to-go or value function taken over the events $\mathcal{G}_{0, j} \triangleq \sigma\left\{x_{0}^{g}, \ldots, x_{j}^{g}, u_{0}^{g}, \ldots, u_{j}^{g}\right\}$ maximized over the class $\mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right), k=j+1, \ldots, n$, as follows.

$$
\begin{align*}
V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right) \triangleq & \sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right) \\
k=j+1, \ldots, n}}\{ \\
& \left.\mathbb{E}_{\mathbf{Q}_{\tilde{\nu}}\{ }\left\{\sum_{k=j}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, j}\right\}\right\} \tag{4.35}
\end{align*}
$$

where $\mathbb{E}_{\mathbf{Q}_{\pi}^{\pi}}\left\{\cdot \mid \mathcal{G}_{0, j}\right\}$ denotes conditional expectation with respect to $\mathcal{G}_{0, j}$ calculated on the probability measure $\mathbf{Q}_{\nu}^{\pi}$. Here $V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right)$ depends on $g$ only through $g_{j}, g_{j+1}, \ldots, g_{n-1}$. Hence, for $j=n, V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right) \equiv V_{n}\left(\mathcal{G}_{0, n}\right)$. Note further that

$$
\begin{equation*}
J_{0, n}\left(\pi,\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right)=\mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left[V_{0}\left(u_{[0, n-1]}^{g}, \mathcal{G}_{0,0}\right)\right] . \tag{4.36}
\end{equation*}
$$

Lemma 4.1. Let $\pi \in \Pi_{0, n-1}^{D M}$, and define recursively the functions

$$
\begin{align*}
& V_{n}^{g}(x)=\alpha^{n} h_{n}(x)  \tag{4.37}\\
& V_{j}^{g}(x)=\sup _{Q_{j+1}(\cdot \mid x, u) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)(x, u)} \mathbb{E}_{Q_{j+1}(\cdot \mid x, u)}\left\{\alpha^{j} f_{j}\left(x, g_{j}(x)\right)+V_{j+1}^{g}\left(x_{j+1}^{g}\right)\right\} . \tag{4.38}
\end{align*}
$$

Then the random variable $V_{j}^{g}\left(x_{j}^{g}\right)$ satisfies

$$
\begin{equation*}
V_{j}^{g}\left(x_{j}^{g}\right)=V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right) . \tag{4.39}
\end{equation*}
$$

Proof. For the derivation of Lemma 4.1 see Appendix C.1.
Lemma 4.2. (The Comparison Principle) Let $V_{j}(x), 0 \leq j \leq n$, be any functions such that

$$
\begin{align*}
& V_{n}(x) \leq \alpha^{n} h_{n}(x)  \tag{4.40}\\
& V_{j}(x) \leq \sup _{Q_{j+1}(\cdot \mid x, u) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)(x, u)} \mathbb{E}_{Q_{j+1}(\cdot \mid x, u)}\left\{\alpha^{j} f_{j}(x, u)+V_{j+1}\left(x_{j+1}\right)\right\} \tag{4.41}
\end{align*}
$$

for all $x \in \mathcal{X}_{j}$ and for all $u \in \mathcal{U}_{j}(x)$. Let $\pi \in \Pi_{0, n-1}^{D}$ be an arbitrary policy. Then w.p. 1

$$
\begin{equation*}
V_{j}\left(x_{j}^{g}\right) \leq V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right) \tag{4.42}
\end{equation*}
$$

The interpretation of (4.42) is that, under an arbitrary deterministic policy, $V_{j}\left(x_{j}^{g}\right)$ is a lower bound of the conditional value function.

Proof. For the derivation of Lemma 4.2 see Appendix C.2.

Corollary 4.1. Let $V_{j}(x)$ be functions satisfying (4.40) and (4.41). Then $J_{0, n}\left(\pi^{*},\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right) \geq \mathbb{E}\left\{V_{0}\left(x_{0}\right)\right\}$. Hence, if $\pi \in \Pi^{D}$ is arbitrary and is such that $V_{0}\left(u_{[0, n-1]}^{g}, G_{0,0}\right)=V_{0}\left(x_{0}\right)$, then $\pi$ is optimal.

Proof. For any arbitrary $\pi \in \Pi_{0, n-1}^{D}$, we have that $V_{0}\left(u_{[0, n-1]}^{g}, G_{0,0}\right) \geq V_{0}\left(x_{0}\right)$ by (4.42). Taking expectations and using (4.36), $J_{0, n}\left(\pi,\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right) \geq \mathbb{E}\left\{V_{0}\left(x_{0}\right)\right\}$ and since $\pi$ was arbitrary this yields

$$
J_{0, n}\left(\pi^{*},\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right) \geq \mathbb{E}\left\{V_{0}\left(x_{0}\right)\right\}
$$

Finally, if $V_{0}\left(u_{[0, n-1]}^{g}, G_{0,0}\right)=V_{0}\left(x_{0}\right)$ then

$$
J_{0, n}\left(\pi,\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right)=\mathbb{E}\left\{V_{0}\left(x_{0}\right)\right\} \leq J_{0, n}\left(\pi^{*},\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right)
$$

so that $\pi$ must be optimal and $J_{0, n}\left(\pi,\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right)=J_{0, n}\left(\pi^{*},\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right)$.
Theorem 4.2. Define recursively the functions

$$
\begin{align*}
& V_{n}(x)=\alpha^{n} h_{n}(x)  \tag{4.43}\\
& V_{j}(x)=\inf _{u \in \mathcal{U}_{j}(x)} \sup _{Q_{j+1}(\cdot \mid x, u) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)(x, u)} \mathbb{E}_{Q_{j+1}(\cdot \mid x, u)}\left\{\alpha^{j} f_{j}(x, u)+V_{j+1}\left(x_{j+1}\right)\right\} . \tag{4.44}
\end{align*}
$$

1) Let $\pi \in \Pi_{0, n-1}^{D}$ be arbitrary. Then $V_{j}\left(x_{j}^{g}\right) \leq V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right)$ w.p.1, in particular $J_{0, n}\left(\pi,\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right) \geq \mathbb{E}\left\{V_{0}\left(x_{0}\right)\right\}$.
2) A Markov policy $\pi \in \Pi_{0, n-1}^{D M}$ which defines $\left\{g_{j}: j=0,1, \ldots, n-1\right\}$ is optimal if the infimum in (4.44) is achieved at $g_{j}(x)$, and then $V_{j}\left(x_{j}^{g}\right)=V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right)$ w.p. 1 and $J_{0, n}\left(\pi^{*},\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right)=\mathbb{E}\left\{V_{0}\left(x_{0}\right)\right\}$.
3) A Markov policy $\pi \in \Pi_{0, n-1}^{D M}$ which defines $\left\{g_{j}: j=0,1, \ldots, n-1\right\}$ is optimal only if for each $j$, the infimum at $x_{j}^{g}$ in (4.44) is achieved by $g_{j}\left(x_{j}^{g}\right)$, i.e.,

$$
V_{j}^{g}\left(x_{j}^{g}\right)=\sup _{Q_{j+1}(\cdot \mid x, u) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)(x, u)} \mathbb{E}_{Q_{j+1}(\cdot \mid x, u)}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, g_{j}\left(x_{j}^{g}\right)\right)+V_{j+1}^{g}\left(x_{j+1}^{g}\right)\right\}
$$

w.p.1.
4) Assume $V_{j+1}(\cdot): \mathcal{X}_{j+1} \rightarrow[0, \infty)$ is bounded continuous in $x \in \mathcal{X}_{j+1}, j=0, \ldots, n-1$, then the dynamic programming recursion is given by

$$
\begin{align*}
V_{n}(x)= & \alpha^{n} h_{n}(x), \quad x \in \mathcal{X}_{n}  \tag{4.45}\\
V_{j}(x)= & \inf _{u \in \mathcal{U}_{j}(x)}\left\{\alpha^{j} f_{j}(x, u)+\int_{\mathcal{X}_{j+1}} V_{j+1}(z) Q_{j+1}^{o}(d z \mid x, u)\right. \\
& \left.+\frac{R_{j}}{2}\left(\sup _{z \in \mathcal{X}_{j+1}} V_{j+1}(z)-\inf _{z \in \mathcal{X}_{j+1}} V_{j+1}(z)\right)\right\}, \quad x \in \mathcal{X}_{j} . \tag{4.46}
\end{align*}
$$

Moreover,

$$
\begin{equation*}
V_{j}(x)=\inf _{u \in \mathcal{U}_{j}(x)} \mathbb{E}_{Q_{j+1}^{*}}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+V_{j+1}\left(x_{j+1}\right) \mid x_{j}=x\right\} \tag{4.47}
\end{equation*}
$$

where the optimal conditional distribution $\left\{Q_{j}^{*}(\cdot \mid \cdot, \cdot): j=0,1, \ldots, n-1\right\}$ is given by

$$
\begin{align*}
& Q_{j+1}^{*}\left(\mathcal{X}_{j+1}^{+} \mid x_{j}, u_{j}\right)=Q_{j+1}^{o}\left(\mathcal{X}_{j+1}^{+} \mid x_{j}, u_{j}\right)+\frac{R_{j+1}}{2} \in[0,1], \quad\left(x_{j}, u_{j}\right) \in \mathbb{K}_{j}  \tag{4.48}\\
& Q_{j+1}^{*}\left(\mathcal{X}_{j+1}^{-} \mid x_{j}, u_{j}\right)=Q_{j+1}^{o}\left(\mathcal{X}_{j+1}^{-} \mid x_{j}, u_{j}\right)-\frac{R_{j+1}}{2} \in[0,1], \quad\left(x_{j}, u_{j}\right) \in \mathbb{K}_{j}  \tag{4.49}\\
& Q_{j+1}^{*}\left(A \mid x_{j}, u_{j}\right)=Q_{j+1}^{o}\left(A \mid x_{j}, u_{j}\right), \forall A \subseteq \mathcal{X}_{j+1} \backslash \mathcal{X}_{j+1}^{+} \cup \mathcal{X}_{j+1}^{-}, \quad\left(x_{j}, u_{j}\right) \in \mathbb{K}_{j} \tag{4.50}
\end{align*}
$$

and

$$
\begin{align*}
& \mathcal{X}_{j+1}^{+} \triangleq\left\{x_{j+1} \in \mathcal{X}_{j+1}: V_{j+1}\left(x_{j+1}\right)=\sup \left\{V_{j+1}\left(x_{j+1}\right): x_{j+1} \in \mathcal{X}_{j+1}\right\}\right\}  \tag{4.51}\\
& \mathcal{X}_{j+1}^{-} \triangleq\left\{x_{j+1} \in \mathcal{X}_{j+1}: V_{j+1}\left(x_{j+1}\right)=\inf \left\{V_{j+1}\left(x_{j+1}\right): x_{j+1} \in \mathcal{X}_{j+1}\right\}\right\} \tag{4.52}
\end{align*}
$$

Proof. 1) The functions $V_{j}(x)$ defined by (4.43) and (4.44) clearly satisfy (4.40) and (4.41) and hence part 1) follows from Lemma 4.2.
2) To prove the sufficiency in part 2), let $g=\left\{g_{j}\right\}$ be a Markov policy that achieves the infimum in (4.44), so

$$
\begin{equation*}
V_{j}(x)=\sup _{Q_{j+1}(\cdot \mid x, u) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)(x, u)} \mathbb{E}_{Q_{j+1}(\cdot \mid x, u)}\left\{\alpha^{j} f_{j}\left(x, g_{j}(x)\right)+V_{j+1}\left(x_{j+1}\right)\right\} \tag{4.53}
\end{equation*}
$$

By Lemma 4.1 it follows that $V_{j}^{g}\left(x_{j}^{g}\right)=V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right)$ for all $j$ and in particular $V_{0}\left(u_{[0, n-1]}^{g}, \mathcal{G}_{0,0}\right)=V_{0}^{g}\left(x_{0}^{g}\right)$. By Corollary 4.1, $g$ is optimal and $J_{0, n}\left(\pi^{*},\left\{Q_{k}^{*}\right\}_{k=0}^{n}\right)=$ $\mathbb{E}\left\{V_{0}^{g}\left(x_{0}^{g}\right)\right\}$.
3) To prove the necessity in part 3) suppose the Markovian policy $\pi \in \Pi_{0, n-1}^{D M}$ is optimal. We prove by induction that $g_{j}\left(x_{j}^{g}\right)$ achieves the infimum in (4.44) at $x_{j}^{g}$ with probability 1 . Consider $j=n-1$. Suppose the assertion is false. Then there exists another function $g_{n-1}^{\prime}$ such that

$$
\begin{aligned}
& \quad \sup _{Q_{n}\left(\cdot \mid x_{n-1}, u_{n-1}\right)} \mathbb{E}_{Q_{n}\left(\cdot \mid x_{n-1}, u_{n-1}\right)}\left\{\alpha^{n-1} f_{n-1}\left(x_{n-1}^{g}, g_{n-1}\left(x_{n-1}^{g}\right)\right)+V_{n}\left(x_{n}^{g}\right)\right\} \\
& \quad \geq \sup _{Q_{n}\left(\cdot \mid x_{n-1}, u_{n-1}\right)} \mathbb{E}_{Q_{n}\left(\cdot \mid x_{n-1}, u_{n-1}\right)}\left\{\alpha^{n-1} f_{n-1}\left(x_{n-1}^{g}, g_{n-1}^{\prime}\left(x_{n-1}^{g}\right)\right)+V_{n}\left(x_{n}^{g^{\prime}}\right)\right\}, \quad \text { w.p. } 1
\end{aligned}
$$

and note the abuse of notation. Moreover the inequality is strict with positive probability. Using (4.43), we get

$$
\begin{align*}
& \quad \sup _{Q_{n}\left(\cdot \mid x_{n-1}, u_{n-1}\right)} \mathbb{E}_{Q_{n}\left(\cdot \mid x_{n-1}, u_{n-1}\right)}\left\{\alpha^{n-1} f_{n-1}\left(x_{n-1}^{g}, g_{n-1}\left(x_{n-1}^{g}\right)\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right)\right\} \\
& \quad>\sup _{Q_{n}\left(\cdot \mid x_{n-1}, u_{n-1}\right)} \mathbb{E}_{Q_{n}\left(\cdot \mid x_{n-1}, u_{n-1}\right)}\left\{\alpha^{n-1} f_{n-1}\left(x_{n-1}^{g}, g_{n-1}^{\prime}\left(x_{n-1}^{g}\right)\right)+\alpha^{n} h_{n}\left(x_{n}^{g^{\prime}}\right)\right\} \tag{4.54}
\end{align*}
$$

Consider the Markov policy $g^{\prime}=\left\{g_{0}, \ldots, g_{n-2}, g_{n-1}^{\prime}\right\}$. Evidently, $x_{j}^{g}=x_{j}^{g^{\prime}}$ for all $0 \leq j \leq$ $n-1$ and so $u_{j}^{g}=u_{j}^{g^{\prime}}, 0 \leq j \leq n-1$ and $u_{n-1}^{g^{\prime}}=g_{n-1}^{\prime}\left(x_{n-1}^{g}\right)$. Hence

$$
\begin{align*}
\sup _{Q_{j}\left(\cdot \mid x_{j-1}, u_{j-1}\right)} & \mathbb{E}_{Q_{j}\left(\cdot \mid x_{j-1}, u_{j-1}\right)}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)\right\} \\
& =\sup _{Q_{j}\left(\cdot \mid x_{j-1}, u_{j-1}\right)} \mathbb{E}_{Q_{j}\left(\cdot \mid x_{j-1}, u_{j-1}\right)}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g^{\prime}}\right)\right\}, \quad 0 \leq j \leq n-2 \tag{4.55}
\end{align*}
$$

Adding (4.54) and (4.55) gives

$$
\begin{aligned}
& \sup _{\substack{a_{k}\left(\mid x_{k-1}, u_{k-1}\right) \\
k=0,1, \ldots, n}} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{n-2} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n-1} f_{n-1}\left(x_{n-1}^{g}, g_{n-1}\left(x_{n-1}^{g}\right)\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right)\right\} \\
& \quad>\sup _{\substack{Q_{k}\left(\mid x_{k-1}, u_{k-1}\right) \\
k=0,1, \ldots, n}} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{n-2} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n-1} f_{n-1}\left(x_{n-1}^{g}, g_{n-1}^{\prime}\left(x_{n-1}^{g}\right)\right)+\alpha^{n} h_{n}\left(x_{n}^{g^{\prime}}\right)\right\}
\end{aligned}
$$

and so $g$ cannot be optimal contrary to the hypothesis. Thus $g_{n-1}\left(x_{n-1}^{g}\right)$ does achieve the infimum in (4.44) for $n-1$, and so $V_{n-1}\left(u_{[n-1, n-1]}^{g}, \mathcal{G}_{0, n-1}\right)=V_{n-1}\left(x_{n-1}^{g}\right)$. Now suppose by induction that $g_{j+1}\left(x_{j+1}^{g}\right)$ achieves the infimum and that $V_{j+1}\left(u_{[j+1, n-1]}^{g}, \mathcal{G}_{0, j+1}\right)=V_{j+1}\left(x_{j+1}^{g}\right)$. We prove this for $j$. Indeed, otherwise there is a function $g_{j}^{\prime}$ such that

$$
\begin{align*}
& \sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \\
k=j, j+1, \ldots, n-1}} \mathbb{E}_{Q_{j}\left(\cdot \mid x_{j-1}, u_{j-1}\right)}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, g_{j}\left(x_{j}^{g}\right)\right)+V_{j+1}\left(x_{j+1}^{g}\right)\right\} \\
& \quad \geq \sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \\
k=j, j+1, \ldots, n-1}} \mathbb{E}_{Q_{j}\left(\cdot \mid x_{j-1}, u_{j-1}\right)}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, g_{j}^{\prime}\left(x_{j}^{g}\right)\right)+V_{j+1}\left(x_{j+1}^{g^{\prime}}\right)\right\}, \quad \text { w.p.1. } \tag{4.56}
\end{align*}
$$

This inequality is strict with positive probability. Consider the policy $g^{\prime}=$ $\left\{g_{0}, \ldots, g_{j-1}, g_{j}^{\prime}, g_{j+1}, \ldots, g_{n-1}\right\}$. Then certainly

$$
\begin{equation*}
\sup _{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right)} \mathbb{E}\left\{\alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)\right\}=\sup _{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right)} \mathbb{E}\left\{\alpha^{k} f_{k}\left(x_{k}^{g^{\prime}}, u_{k}^{g^{\prime}}\right)\right\}, \quad 0 \leq k \leq j-1 \tag{4.57}
\end{equation*}
$$

Also, by the induction hypothesis $g_{j+1}, \ldots, g_{n-1}$ achieve the infimum in (4.56) and so by Lemma 4.1

$$
\begin{align*}
& \sup _{Q_{j+1}\left(\cdot \mid x_{j}, u_{j}\right)} \mathbb{E}\left\{V_{j+1}^{g}\left(u_{[j+1, n-1]}^{g}, \mathcal{G}_{0, j+1}\right)\right\}=\sup _{Q_{j+1}\left(\cdot \mid x_{j}, u_{j}\right)} \mathbb{E}\left\{V_{j+1}^{g}\left(x_{j+1}^{g}\right)\right\}  \tag{4.58}\\
& \sup _{Q_{j+1}\left(\cdot \mid x_{j}, u_{j}\right)} \mathbb{E}\left\{V_{j+1}^{g^{\prime}}\left(u_{[j+1, n-1]}^{g^{\prime}}, \mathcal{G}_{0, j+1}\right)\right\}=\sup _{Q_{j+1}\left(\cdot \mid x_{j}, u_{j}\right)} \mathbb{E}\left\{V_{j+1}^{g^{\prime}}\left(x_{j+1}^{g^{\prime}}\right)\right\} \tag{4.59}
\end{align*}
$$

From (4.56), (4.57), (4.58) and (4.59) it follows that

$$
\begin{aligned}
& \quad \sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \\
k=j, j+1, \ldots, n-1}} \mathbb{E}_{Q_{j}\left(\cdot \mid x_{j-1}, u_{j-1}\right)}\left\{\sum_{k=0}^{j-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{j} f_{j}\left(x_{j}^{g}, u_{k}^{g}\right)+V_{j+1}\left(x_{j+1}^{g}\right)\right\} \\
& >\sup _{\substack{Q_{k}\left(|\cdot| k-1, u_{k-1}\right) \\
k=j, j+1, \ldots, n-1}} \mathbb{E}_{Q_{j}\left(\cdot \mid x_{j-1}, u_{j-1}\right)}\left\{\sum_{k=0}^{j-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{j} f_{j}\left(x_{j}^{g}, u_{k}^{g^{\prime}}\right)+V_{j+1}\left(x_{j+1}^{g^{\prime}}\right)\right\} \text {, w.p.1. }
\end{aligned}
$$

and so $g$ cannot be optimal contrary to hypothesis. Thus, $g_{j}\left(x_{j}^{g}\right)$ must achieve the infimum and the result follows by induction.
4) By definition, (4.44) is also equivalent to

$$
V_{j}(x)=\inf _{u \in \mathcal{U}(x)}\left\{\alpha^{j} f_{j}(x, u)+\sup _{Q_{j+1}(\cdot \mid x, u) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)(x, u)} \int_{\mathcal{X}_{j+1}} V_{j+1}(z) Q_{j+1}(d z \mid x, u)\right\}
$$

Hence, by applying the results of Section 3.2.1 we obtain (4.45)-(4.50).
Remark 4.1. In many applications the nominal controlled process is described by

$$
x_{j+1}^{g}=b_{j}\left(x_{j}^{g}, u_{j}^{g}, \xi_{j}\right), \quad x_{0}^{g}=x_{0}, \quad j \in \mathbb{N}^{n-1}
$$

where $\left\{\xi_{j}: j=0,1, \ldots, n-1\right\}$ taking values in some metric space, $\xi_{j} \in\left(\Xi_{j}, d\right)$, is a deterministic exogenous input which belongs, for example to the space

$$
l^{2}\left(\Xi_{0, n-1}\right) \triangleq\left\{\xi_{j} \in \Xi_{j}, j=0, \ldots, n-1: \sum_{j=0}^{n-1}\left|\xi_{j}\right|_{\Xi_{j}}^{2}<\infty\right\}
$$

In this case the nominal conditional distribution becomes

$$
Q_{j+1}^{o}(A \mid x, u)=I_{A}\left(b_{j}(x, u, \xi)\right), \quad A \in \mathcal{X}_{j}, \quad \xi \in \Xi_{j}, \quad j=0, \ldots, n-1
$$

Remark 4.2. We make the following observations regarding Theorem 4.2.
(a) The dynamic programming equation (4.45), (4.46) has the interpretation of minimizing the future ambiguity. It involves in its right hand side the oscillator seminorm of $V_{j+1}(\cdot)$, called the global modulus of continuity of $V_{j+1}(\cdot)$, which measures the difference between the maximum and the minimum values of $V_{j+1}(\cdot)$.
(b) For finite and countable alphabet spaces $\mathcal{X}_{j}, \mathcal{X}$, the integrals in the right hand side of (4.46) are replaced by summations.
(c) The dynamic programming recursion (4.45), (4.46) can be applied to a controlled process with continuous alphabets and to a controlled process with finite or countable alphabets, such as Markov Decision models.

Next, we show that for any $j \in \mathbb{N}^{n-1}$, the minimax pay-off

$$
\begin{equation*}
V_{j}(x)=\inf _{\pi \in \Pi_{j, n-1}^{D M}} \sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{R_{k}}\left(x_{k-1}, u_{k-1}\right) \\ k=j+1, \ldots, n}}\left\{\sum_{k=j}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid x\right\} \tag{4.60}
\end{equation*}
$$

as a function of $R_{j}$ is non-decreasing and concave.

Lemma 4.3. Suppose the conditions of Theorem 4.2 hold and in addition $R_{j}=R, j=$ $1, \ldots, n$. The minimax pay-off $V_{j}^{R}(x) \equiv V_{j}(x)$ defined by (4.60) is a non-decreasing concave function of $R$.

Proof. Consider two values for $R^{1}, R^{2} \in \mathbb{R}^{+}$such that $0 \leq R^{1} \leq R^{2}$. Since

$$
\mathbf{B}_{R^{1}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right) \subseteq \mathbf{B}_{R^{2}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right)
$$

then for every $Q_{k}\left(\cdot, x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{R^{1}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right)$ we have $Q_{k}\left(\cdot, x_{k-1}, u_{k-1}\right) \in$ $B_{R^{2}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right), k=j+1, \ldots, n-1$. Hence, $V_{j}^{R^{1}}(x) \leq V_{j}^{R^{2}}(x)$ and thus, $V_{j}^{R}(x)$ is a non-decreasing function of $R \in \mathbb{R}^{+}$.
Next, for a fixed $\pi \in \Pi_{j, n-1}^{D M}$ consider two points $\left(R^{1}, V_{j}^{\pi, R^{1}}\right),\left(R^{2}, V_{j}^{\pi, R^{2}}\right)$ such that $\left\{Q_{k}^{1}\left(\cdot \mid x_{k-1}, u_{k-1}\right): k=j+1, \ldots, n\right\}$ achieves the supremum in (4.35) for $R^{1}$, and $\left\{Q_{k}^{2}\left(\cdot \mid x_{k-1}, u_{k-1}\right): k=j+1, \ldots, n\right\}$ achieves the supremum in (4.35) for $R^{2}$. Then

$$
\begin{aligned}
& \left\|Q_{k}^{1}\left(\cdot \mid x_{k-1}, u_{k-1}\right)-Q_{k}^{o}\left(\cdot \mid x_{k-1}, u_{k-1}\right)\right\|_{T V} \leq R^{1}, \quad k=j+1, \ldots, n-1 \\
& \left\|Q_{k}^{2}\left(\cdot \mid x_{k-1}, u_{k-1}\right)-Q_{k}^{o}\left(\cdot \mid x_{k-1}, u_{k-1}\right)\right\|_{T V} \leq R^{2}, \quad k=j+1, \ldots, n-1
\end{aligned}
$$

For any $\lambda \in(0,1)$ we have

$$
\begin{align*}
& \left\|\lambda Q_{k}^{1}\left(\cdot \mid x_{k-1}, u_{k-1}\right)+(1-\lambda) Q_{k}^{2}\left(\cdot \mid x_{k-1}, u_{k-1}\right)-Q_{k}^{o}\left(\cdot \mid x_{k-1}, u_{k-1}\right)\right\|_{T V} \\
& \quad \leq \lambda\left\|Q_{k}^{1}\left(\cdot \mid x_{k-1}, u_{k-1}\right)-Q_{k}^{o}\left(\cdot \mid x_{k-1}, u_{k-1}\right)\right\|_{T V}+(1-\lambda) \| Q_{k}^{2}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \\
& \quad-Q_{k}^{o}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \|_{T V} \leq \lambda R^{1}+(1-\lambda) R^{2}, \quad k=j+1, \ldots, n . \tag{4.61}
\end{align*}
$$

Define $Q_{k}^{*}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \triangleq \lambda Q_{k}^{1}\left(\cdot \mid x_{k-1}, u_{k-1}\right)+(1-\lambda) Q_{k}^{2}\left(\cdot \mid x_{k-1}, u_{k-1}\right), R=\lambda R^{1}+(1-$ d) $R^{2}$. $\operatorname{By}(4.61), Q_{k}^{*} \in \mathbf{B}_{R}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right), k=j+1, \ldots, n$. Define the unique probability measure

$$
Q_{j+1, n}^{*}\left(d x^{n}| | u^{n}\right) \triangleq \lambda \otimes_{k=j+1}^{n} Q_{k}^{1}\left(d x_{k} \mid x_{k-1}, u_{k-1}\right)+(1-\lambda) \otimes_{k=j+1}^{n} Q_{k}^{2}\left(d x_{k} \mid x_{k-1}, u_{k-1}\right) .
$$

Then,

$$
\left.V_{j}^{\pi, R}(x) \geq \int\left(\sum_{k=j}^{n-1} f_{k}\left(x_{k}, u_{k}\right)+h_{n}\left(x_{n}\right)\right) Q_{j+1, n}^{*}\left(d x^{n} \| u^{n}\right)\right)
$$

Hence,

$$
\begin{aligned}
V_{j}^{\pi, R}\left(x_{j}\right)= & \text { RHS of (4.35) } \\
\geq & \lambda \int\left(\sum_{k=j}^{n-1} f_{k}\left(x_{k}, u_{k}\right)+h_{n}\left(x_{n}\right)\right) \otimes_{k=j+1}^{n} Q_{k}^{1}\left(d x_{k} \mid x_{k-1}, u_{k-1}\right) \\
& +(1-\lambda) \int\left(\sum_{k=j}^{n-1} f_{k}\left(x_{k}, u_{k}\right)+h_{n}\left(x_{n}\right)\right) \otimes_{k=j+1}^{n} Q_{k}^{2}\left(d x_{k} \mid x_{k-1}, u_{k-1}\right) \\
= & \lambda V_{j}^{\pi, R^{1}}\left(x_{j}\right)+(1-\lambda) V_{j}^{\pi, R^{2}}\left(x_{j}\right), \quad j=0, \ldots, n-1 .
\end{aligned}
$$

Hence, for any $\pi \in \Pi_{j, n-1}^{D M}, V_{j}^{\pi, R}\left(x_{j}\right)$ is a concave function of $R$, and thus it is also concave for the $\pi \in \Pi_{j, n-1}^{D M}$, which achieve the infimum in (4.60).

This concavity property of the pay-off is also verified in the examples presented in Section 4.4.

Remark 4.3. The previous results apply to randomized strategies as well.

## Relative Entropy and Exponential Functions

Related work on modeling uncertainty in probability distribution utilizes relative entropy [3, 15, 33, 44, 56] defined by (see also Chapter 2.3)

$$
H(\alpha \| \beta) \triangleq \begin{cases}\int_{\Sigma} \log \left(\frac{\alpha(d x)}{\beta(d x)}\right) \alpha(d x), & \text { if } \alpha(\cdot) \ll \beta(\cdot), \text { and } \log \frac{\alpha}{\beta} \in L^{1}(\alpha)  \tag{4.62}\\ +\infty, & \text { otherwise. }\end{cases}
$$

However, by Pinsker's inequality (2.5), distance in total variation of probability measures is a lower bound on relative entropy or Kullback-Leibler distance. Hence, for any fixed $\beta \in \mathcal{M}_{1}(\Sigma)$ then

$$
\left\{\alpha \in \mathcal{M}_{1}(\Sigma): H(\alpha \| \beta) \leq \frac{r^{2}}{2}\right\} \subseteq \mathbb{B}_{R}(\beta) \equiv\left\{\alpha \in \mathcal{M}_{1}(\Sigma):\|\alpha-\beta\|_{T V} \leq r\right\}
$$

Moreover, by the definition of relative entropy (4.62), for any finite $r \in[0, \infty]$, and fixed $\beta \in$ $\mathcal{M}_{1}(\Sigma)$, any ambiguity set described by relative entropy consists of only those measures $\alpha \in$ $\mathcal{M}_{1}(\Sigma)$ which are absolutely continuous with $\beta \in \mathcal{M}_{1}(\Sigma)$. The relative entropy constraint set is defined by

$$
\mathbf{A}_{r}\left(Q_{i}^{o}\right)\left(x_{i-1}, u_{i-1}\right) \triangleq\left\{Q_{i}\left(\cdot \mid x_{i-1}, u_{i-1}\right): H\left(Q_{i}| | Q_{i}^{o}\right)\left(x_{i-1}, u_{i-1}\right) \leq r\left(x_{i-1}\right)\right\}, i=0,1, \ldots, n
$$

where $r: \mathcal{X} \mapsto[0, \infty)$. The minimax optimization problem subject to relative entropy constraint on the conditional distribution of the controlled process is formulated as follows.

$$
\begin{align*}
& J_{0, n}\left(\pi^{*}, Q_{k}^{*}: k=0, \ldots, n\right)=\inf _{\substack{u_{k} \in \mathcal{U}_{k}\left(x_{k}\right) \\
k=0,1, \ldots, n-1}} \sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \in \mathbf{A}_{r}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right) \\
k=0,1, \ldots, n}} \\
& \mathbb{E}_{\mathbf{Q}_{\tilde{\nu}}}\left\{\sum_{k=0}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right)\right\} . \tag{4.63}
\end{align*}
$$

We formulate the stochastic control problem in alignment with the dynamic programming equation of total variation distance constraint. For $(i, x) \in\{0,1, \ldots, n\} \times \mathcal{X}_{i}$, let $V_{i}(x) \in \mathbb{R}$ represent the minimal cost-to-go defined by

$$
V_{i}(x)=\inf _{\substack{u_{k} \in \in \mathcal{K}_{k}\left(x_{k}\right) \\ k=i, \ldots, n-1}} \sup _{\substack{Q_{k+1}\left(\cdot \mid x_{k}, u_{k}\right) \in \mathrm{A}_{r}\left(Q_{k+1}^{o}\right)\left(x_{k}, u_{k}\right) \\ k=i, \ldots, n-1}} \mathbb{E}_{i, x}^{g}\left\{\sum_{j=i}^{n-1} \alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right)\right\} .
$$

The dynamic programming equations are given by

$$
\begin{aligned}
V_{n}(x) & =\alpha^{n} h_{n}(x), \quad x \in \mathcal{X}_{n} \\
V_{i}(x) & =\inf _{u \in \mathcal{U}_{i}(x)} \sup _{Q_{i+1}(\cdot \mid x, u) \in \mathbf{A}_{r}\left(Q_{i+1}^{o}\right)(x, u)}\left\{\alpha^{i} f_{i}(x, u)+\int_{\mathcal{X}_{i+1}} V_{i+1}(z) Q_{i+1}(d z \mid x, u)\right\} .
\end{aligned}
$$

By Lagrange duality theorem [40], then

$$
\begin{align*}
& V_{i}(x)=\inf _{u \in \mathcal{U}_{i}(x)} \inf _{s(x) \geq 0} \sup _{Q_{i+1}(\cdot \mid x, u): H\left(Q_{i+1} \| Q_{i+1}^{o}\right)(x, u)<\infty} \\
& \quad\left\{\alpha^{i} f_{i}(x, u)+\int_{\mathcal{X}_{i+1}} V_{i+1}(z) Q_{i+1}(d z \mid x, u)-s(x)\left(H\left(Q_{i+1} \| Q_{i+1}^{o}\right)(x, u)-r(x)\right)\right\} \tag{4.64}
\end{align*}
$$

where $s(x)$ is the Lagrange multiplier. By [48] (Proposition 2.3), the supremum over $Q_{i+1}(\cdot \mid x, u)$ with $H\left(Q_{i+1} \| Q_{i+1}^{o}\right)(x, u)<\infty$ is attained at

$$
\begin{equation*}
Q_{i+1}^{*}(d z \mid x, u)=\frac{\exp \left(\frac{1}{s(x)} V_{i+1}(z)\right) Q_{i+1}^{o}(d z \mid x, u)}{\int_{\mathcal{X}_{i+1}} \exp \left(\frac{1}{s(x)} V_{i+1}(z)\right) Q_{i+1}^{o}(d z \mid x, u)} . \tag{4.65}
\end{equation*}
$$

Substituting (4.65) into (4.64) yields

$$
\begin{align*}
& V_{n}(x)=\alpha^{n} h_{n}(x), \quad x \in \mathcal{X}_{n}  \tag{4.66}\\
& V_{i}(x)=\inf _{u \in \mathcal{U}_{i}(x)} \inf _{s(x) \geq 0} \\
& \quad\left\{\alpha^{i} f_{i}(x, u)+s(x) \log \int_{\mathcal{X}_{i+1}} \exp \left(\frac{1}{s(x)} V_{i+1}(z)\right) Q_{i+1}^{o}(d z \mid x, u)\right\}+s(x) r(x) . \tag{4.67}
\end{align*}
$$

The Lagrange multipliers $\inf _{s(x) \geq 0}\{\cdot\}$ can be found by the relative entropy constraint which holds with equality, i.e.,

$$
\left.H\left(Q_{i+1}^{*}| | Q_{i+1}^{o}\right)(x, u)\right|_{s(x)=s^{*}(x)}=r(x), \quad \text { for } i=0,1, \ldots, N-1
$$

A further elaboration on the connections between stochastic optimal control with risksensitive pay-off and minimax stochastic control in which the maximization is with respect to relative entropy ambiguity is found in $[3,15,33,44,48,56]$ (where all duality relations require that relative entropy is finite). A specific example which illustrates the differences between relative entropy and the total variation distance ambiguity, is presented analytically in Section 4.4.1.

In the next section, we illustrate through examples how the theoretical results obtained in preceding sections are applied.

### 4.4. Examples

In Section 4.4.1 we illustrate an application of the finite horizon minimax problem to the well-known inventory control example. Comparisons are included for the case for which the
total variation constraint is replaced by the relative entropy between the nominal and true probability distributions. In Section 4.4.2 we illustrate an application of the finite horizon minimax problem to the well-known machine replacement example.

### 4.4.1. Inventory Control Example

Consider an inventory control example inspired by [9]. Specifically, an optimal inventory ordering policy of a quantity of a certain item at each of the $N$ periods must be found so as to meet a stochastic demand. Let us denote

- $x_{k}$, stock available at the beginning of the $k$ th period;
- $u_{k}$, stock ordered at the beginning of the $k$ th period;
- $w_{k}$, demand during $k$ th period with given probability distribution;
- $h$, holding cost per unit item remaining unsold at the end of the $k$ th period;
- $c$, cost per unit stock ordered;
- $p$, shortage cost per unit demand unfilled.

The random disturbance at time $k, w_{k}$ may depend on values of $x_{k}$ and $u_{k}$ but not on values of prior disturbances $w_{0}, \ldots, w_{k-1}$. Excess demand is backlogged and filled as soon as additional inventory becomes available. Inventory and demand are non-negative integers variables. Thus, we assume a nominal system given by

$$
\begin{equation*}
x_{k+1}=\max \left(0, x_{k}+u_{k}-w_{k}\right) . \tag{4.68}
\end{equation*}
$$

and a total sample pay-off over $N$ periods given by

$$
\sum_{k=0}^{N-1}\left(c u_{k}+h \max \left(0, x_{k}+u_{k}-w_{k}\right)+p \max \left(0, w_{k}-x_{k}-u_{k}\right)\right) .
$$

We further assume that $w_{k}$ is independent and identically distributed according to $\mu_{w_{k}}(\cdot)=$ $\mu_{w}(\cdot)$. We formulate the problem as a minimax optimization of the expected cost as follows.

$$
\begin{align*}
& \min _{u_{k} \in U_{k}\left(x_{k}\right)} \max _{\nu_{w_{k}}(\cdot): \mid\left\|_{w_{k}}(\cdot)-\mu_{w}(\cdot)\right\|_{T V} \leq R}^{k=0, \ldots, N-1} \\
& \mathbb{E}\left\{\sum _ { k = 0 } ^ { N - 1 } \left(c u_{k}\right.\right.  \tag{4.69}\\
&\left.\left.+h \max \left(0, x_{k}+u_{k}-w_{k}\right)+p \max \left(0, w_{k}-x_{k}-u_{k}\right)\right)\right\}
\end{align*}
$$

Assume the following:

- the nominal and the true distribution of $\left\{w_{k}: k=0,1, \ldots, N-1\right\}$ is $\mu_{w_{k}}(\cdot)=\mu_{w}(\cdot)$, and $\nu_{w_{k}}(\cdot)$, respectively, $k=0,1, \ldots, N-1$;
- the maximum capacity $\left(x_{k}+u_{k}\right)$ for stock is 2 units;
- the planning horizon $N=3$ periods;
- the holding cost $h$ and the ordering $\operatorname{cost} c$ are both 1 unit;
- the shortage cost $p$ is 3 units;
- the demand $w_{k}$ has a nominal probability distribution given by, $\mu_{w}\left(w_{k}=0\right)=0.2$, $\mu_{w}\left(w_{k}=1\right)=0.7$, and $\mu_{w}\left(w_{k}=2\right)=0.1, k=0,1, \ldots, N-1$.


## Dynamic Programming Subject to Total Variation Distance Constraint

The dynamic programming algorithm for the minimax problem subject to total variation distance uncertainty is given by

$$
\begin{align*}
& V_{N}\left(x_{N}\right)=0,  \tag{4.70a}\\
& V_{k}\left(x_{k}\right)=\min _{0 \leq u_{k} \leq 2-x_{k}} \max _{\nu_{w_{k}}(\cdot):\left\|\nu_{w_{k}}(\cdot)-\mu_{w}(\cdot)\right\|_{T V} \leq R} \\
& \mathbb{E}\left\{u_{k}+\max \left(0, x_{k}+u_{k}-w_{k}\right)+3 \max \left(0, w_{k}-x_{k}-u_{k}\right)+V_{k+1}\left(\max \left(0, x_{k}+u_{k}-w_{k}\right)\right)\right\} \\
& =\min _{0 \leq u_{k} \leq 2-x_{k} \nu_{w_{k}}(\cdot):\left\|\nu_{w_{k}}(\cdot)-\mu_{w}(\cdot)\right\|_{T V} \leq R} \mathbb{E}\left\{\ell_{k}\left(x_{k}, u_{k}, w_{k}\right)\right\} \\
& \equiv \min _{0 \leq u_{k} \leq 2-x_{k}} D^{+}\left(x_{k}, u_{k}, R\right), \quad k=0,1, \ldots, N-1 \tag{4.70b}
\end{align*}
$$

where

$$
\begin{aligned}
\ell_{k}\left(x_{k}, u_{k}, w_{k}\right)=u_{k}+\max & \left(0, x_{k}+u_{k}-w_{k}\right) \\
& +3 \max \left(0, w_{k}-x_{k}-u_{k}\right)+V_{k+1}\left(\max \left(0, x_{k}+u_{k}-w_{k}\right)\right)
\end{aligned}
$$

To address the maximization problem in (4.70b), for each $k=0,1, \ldots, N-1, x_{k} \in\{0,1,2\}$ and $0 \leq u_{k} \leq 2-x_{k}$, define the maximum and minimum values of $\ell\left(x_{k}, u_{k}, w_{k}\right)$ by

$$
\ell_{\max }\left(x_{k}, u_{k}\right) \triangleq \max _{w_{k} \in\{0,1,2\}} \ell\left(x_{k}, u_{k}, w_{k}\right), \quad \ell_{\min }\left(x_{k}, u_{k}\right) \triangleq \min _{w_{k} \in\{0,1,2\}} \ell\left(x_{k}, u_{k}, w_{k}\right)
$$

and its corresponding support sets by

$$
\begin{aligned}
& \Sigma^{0}=\left\{w_{k} \in\{0,1,2\}: \ell\left(x_{k}, u_{k}, w_{k}\right)=\ell_{\max }\left(x_{k}, u_{k}\right)\right\}, \\
& \Sigma_{0}=\left\{w_{k} \in\{0,1,2\}: \ell\left(x_{k}, u_{k}, w_{k}\right)=\ell_{\min }\left(x_{k}, u_{k}\right)\right\} .
\end{aligned}
$$

For all remaining sequence $\left\{\ell\left(x_{k}, u_{k}, w_{k}\right): w_{k} \in\{0,1,2\} \backslash \Sigma^{0} \cup \Sigma_{0}\right\}$ and for $1 \leq r \leq$ $\left|\{0,1,2\} \backslash \Sigma^{0} \cup \Sigma_{0}\right|$ define recursively the set of indices for which $\ell\left(x_{k}, u_{k}, u_{k}\right)$ achieves its $(j+1)^{\text {th }}$ smallest value by

$$
\begin{aligned}
& \Sigma_{j} \triangleq\left\{w_{k} \in\{0,1,2\}: \ell\left(x_{k}, u_{k}, w_{k}\right)=\min \left\{\ell\left(x_{k}, u_{k}, \alpha_{k}\right):\right.\right. \\
& \left.\left.\alpha_{k} \in\{0,1,2\} \backslash \Sigma^{0} \cup\left(\bigcup_{i=1}^{j} \Sigma_{i-1}\right)\right\}\right\}, \quad j \in\{1,2, \ldots, r\}
\end{aligned}
$$

till all the elements of $\{0,1,2\}$ are exhausted. Further, define

$$
\ell_{\Sigma_{j}}\left(x_{k}, u_{k}\right) \triangleq \min _{w_{k} \in\{0,1,2\} \backslash \Sigma^{0} \cup\left(\bigcup_{i=1}^{j} \Sigma_{i-1}\right)} \ell\left(x_{k}, u_{k}, w_{k}\right) .
$$

where $j \in\{1,2, \ldots, r\}$. Once we identify the support sets and the corresponding values of the sequence $\ell\left(x_{k}, u_{k}, w_{k}\right)$ on these sets, we employ (3.45), (3.46) to calculate the maximizing distribution $\nu_{w_{k}}^{*}(\cdot)$ and the extremum solution of $D^{+}\left(x_{k}, u_{k}, R\right)$. Finally, by employing (4.70) the optimal cost-to-go and hence the optimal ordering policy are obtained. Alternatively, from the definition of the oscillator seminorm (Remark 3.1, second part), (4.70) can be expressed as follows.

$$
\begin{align*}
& V_{N}\left(x_{N}\right)=0,  \tag{4.71a}\\
& V_{k}\left(x_{k}\right)=\min _{0 \leq u_{k} \leq 2-x_{k}}\left\{\mathbb { E } _ { \mu _ { w } } \left\{u_{k}+\max \left(0, x_{k}+u_{k}-w_{k}\right)+3 \max \left(0, w_{k}-x_{k}-u_{k}\right)\right.\right. \\
& \left.+V_{k+1}\left(\max \left(0, x_{k}+u_{k}-w_{k}\right)\right)\right\}+\frac{R_{k}}{2}\left(\operatorname { m a x } _ { w _ { k } } \left\{u_{k}+\max \left(0, x_{k}+u_{k}-w_{k}\right)\right.\right. \\
& \left.+3 \max \left(0, w_{k}-x_{k}-u_{k}\right)+V_{k+1}\left(\max \left(0, x_{k}+u_{k}-w_{k}\right)\right)\right\}-\min _{w_{k}}\left\{u_{k}+\max \left(0, x_{k}+u_{k}-w_{k}\right)\right. \\
& \left.\left.\left.+3 \max \left(0, w_{k}-x_{k}-u_{k}\right)+V_{k+1}\left(\max \left(0, x_{k}+u_{k}-w_{k}\right)\right)\right\}\right)\right\}, \tag{4.71b}
\end{align*}
$$

where $R_{k}=R \in[0,2]$. The problem is solved for two possible values of $R$ for each period resulting in optimal ordering policies as shown in Table 4.1.
By setting $R=0$, we choose to calculate the optimal control policy, when the true probability distribution $\nu_{w_{k}}(\cdot)=\mu_{w}(\cdot), k=0,1,2$. This corresponds to the classical dynamic programming algorithm. From Table 4.1, the resulting optimal ordering policy for each period is to order one unit if the current stock is zero and order nothing otherwise.
By setting the total variation distance $R=1$, we choose to calculate the optimal control policy, when the true probability distribution is $\nu_{w_{k}}(\cdot) \neq \mu_{w}(\cdot), k=0,1,2$. The maximizing distribution $\nu_{w_{k}}^{*}(\cdot)$ and its corresponding support sets for each stock available, and the resulting optimal ordering policies at each stage are given in Table 4.2. Taking into consideration
the maximization (that is, by setting $R>0$ ) the dynamic programming algorithm results in optimal control policies which are more robust with respect to uncertainty, but with the sacrifice of low present and future costs. In cases where the planner needs to balance the desire for low costs with the undesirability of scenarios with high uncertainty, he must choose values of $R$ between 0 and 1 . From Table 4.1, the resulting optimal ordering policy for the first two periods is to order two, one and zero units if the current stock is zero, one and two, respectively. For the last period the optimal ordering policy is to order one unit if the current stock is zero and order nothing otherwise. The optimal cost-to-go and the optimal control policy, for each period and for each possible state, as a function of $R \in[0,2]$, are illustrated in Fig 4.1. Clearly, Fig.4.1a depicts that the optimal cost-to-go is a non-decreasing concave function of $R$ as shown in Lemma 3.1.

## Dynamic Programming Subject to Relative Entropy Constraint

The dynamic programming algorithm for the minimax problem subject to relative entropy constraint is given by

$$
\begin{aligned}
V_{N}\left(x_{N}\right)= & 0 \\
V_{k}\left(x_{k}\right)= & \min _{0 \leq u_{k} \leq 2-x_{k}} \min _{s\left(x_{k}\right) \geq 0}\left\{s ( x _ { k } ) \operatorname { l o g } \mathbb { E } _ { \mu _ { w } } \left\{\operatorname { e x p } \left(\frac { 1 } { s ( x _ { k } ) } \left(u_{k}+\max \left(0, x_{k}+u_{k}-w_{k}\right)\right.\right.\right.\right. \\
& \left.\left.\left.\left.+3 \max \left(0, w_{k}-x_{k}-u_{k}\right)+V_{k+1}\left(\max \left(0, x_{k}+u_{k}-w_{k}\right)\right)\right)\right)\right\}+s\left(x_{k}\right) r\left(x_{k}\right)\right\} .
\end{aligned}
$$

The above dynamic programming equations are obtained by slightly modifying dynamic programming equations (4.66)-(4.67), since the cost of the inventory control example is also a function of the demand $w_{k}$. The problem with relative entropy is a convex optimization problem, and the maximization of the cost over the relative entropy is a concave non-decreasing function of $r(x) \in\left[0, r_{\max }\right)$ where $r_{\text {max }}$ can be computed. In addition, since the ambiguity set described by relative entropy is a subset of the much larger total variation ambiguity $\operatorname{set}^{3}$, lower values of the optimal cost-to-go are obtained compared to the ones obtained under total variation ambiguity.

Fig 4.2, depicts the optimal cost-to-go and the optimal control policy, for each period and for each possible state, as a function of the relative entropy constraint. Fig 4.3, depicts a realization of the inventory control example, under the resulting optimal control policy for three possible scenarios, (i) without ambiguity ${ }^{4}$, (ii) with ambiguity based on total variation distance and, (iii) with ambiguity based on relative entropy. In particular, the comparison

[^7]is performed by first choosing the maximizing distribution $\nu^{*}=\left[\begin{array}{lll}0.1 & 0.3 & 0.6\end{array}\right]$ and by calculating the total variation and the relative entropy parameters. The resulting total variation parameter $R$ is equal to one, while the resulting relative entropy parameter $r$ is equal to 0.75 . Then by extracting the optimal control policies from Fig 4.1b and 4.2b (for the corresponding value of total variation and relative entropy parameter), and by selecting the stock available $x_{k}$, and the demand $w_{k}$, for each period as shown in Fig 4.3, it is clear that, optimal control policy under total variation distance ambiguity is more robust with respect to optimal control policies with no ambiguity and with relative entropy ambiguity in which excess demand is lost. In conclusion, the dynamic programming based on relative entropy is not as general as the dynamic programming based on total variation, and in addition it has the disadvantage that it does not admit distributions which are singular with respect to the nominal distribution, and this rules out the cases in which the nominal systems are simplified versions of the true systems. This is in contrast to the dynamic programming based on total variation distance.

| $R=1$ |  |  | $R=0$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Stock | Stage 0 <br> Cost-to-go | Stage 0 <br> Optimal Stock <br> to Purchase | Stock | Stage 0 <br> Cost-to-go | Stage 0 <br> Optimal Stock <br> to Purchase |
| 0 | 7.49 | 2 | 0 | 4.1 | 1 |
| 1 | 6.49 | 1 | 1 | 3.1 | 0 |
| 2 | 5.49 | 0 | 2 | 3 | 0 |
|  | Stage 1 | Stage 1 |  | Stage 1 | Stage 1 <br> Optimal Stock |
| Stock | Cost-to-go | Cost-to-go | Optimal Stock <br> to Purchase |  |  |
| 0 | 5.49 | 2 | 0 | 2.8 | 1 |
| 1 | 4.49 | 1 | 1 | 1.8 | 0 |
| 2 | 3.49 | 0 | 2 | 1.82 | 0 |
|  | Stage 2 Purchase | Stage 2 |  | Stage 2 | Stage 2 <br> Stock |
|  | Cost-to-go | Optimal Stock | Stock | Cost-to-go | Optimal Stock |
| to Purchase |  |  | to Purchase |  |  |
| 0 | 3 | 1 | 0 | 1.5 | 1 |
| 1 | 2 | 0 | 1 | 0.5 | 0 |
| 2 | 1.7 | 0 | 2 | 1.1 | 0 |

Table 4.1.: Dynamic Programming Algorithm Results for Inventory Control Example


Figure 4.1.: Inventory Control Cxample with Total Variation as a Constraint: Plot (a) depicts the optimal cost-to-go. Plot (b) depicts the optimal control policy.


Figure 4.2.: Inventory Control Example with Relative Entropy as a Constraint: Plot (a) depicts the optimal cost-to-go. Plot (b) depicts the optimal control policy.

|  | Stock | Optimal <br> Ordering | Support Sets |  |  | Maximizing Distribution |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\Sigma^{0}$ | $\Sigma_{0}$ | $\Sigma_{1}$ | $\nu_{w_{k}}^{*}\left(\Sigma^{0}\right)$ | $\nu_{w_{k}}^{*}\left(\Sigma_{0}\right)$ | $\nu_{w_{k}}^{*}\left(\Sigma_{1}\right)$ |
|  | 0 | 2 | \{0,1,2\} | - | - | 1 | - | - |
| $\left\|\begin{array}{c} 0_{0}^{0} \\ .0 .0 \\ 0 \end{array}\right\|$ | 1 | 1 | \{0,1,2\} | - | - | 1 | - | - |
|  | 2 | 0 | \{0,1,2\} | - | - | 1 | - | - |
| $\rightarrow$ | 0 | 2 | \{0\} | \{1,2\} | - | 0.7 | 0.3 | - |
| $\left\|\begin{array}{c} 0_{0}^{0} \\ .0 \\ 0 \end{array}\right\|$ | 1 | 1 | \{0\} | \{1,2\} | - | 0.7 | 0.3 | - |
|  | 2 | 0 | \{0\} | \{1,2\} | - | 0.7 | 0.3 | - |
|  | 0 | 1 | \{2\} | \{1\} | $\{0\}$ | 0.6 | 0.2 | 0.2 |
| 年 | 1 | 0 | \{2\} | \{1\} | \{0\} | 0.6 | 0.2 | 0.2 |
| $\sigma$ | 2 | 0 | \{0\} | \{2\} | \{1\} | 0.7 | 0 | 0.3 |

Table 4.2.: Maximizing Distribution and Support Sets, when $R=1$, for Inventory Control Example

### 4.4.2. Machine Replacement Example

Consider a machine replacement example inspired by [9]. Specifically, we have a machine that is either running or is broken down. If it runs throughout one week, it makes a profit of $€ 100$ for that week. If it fails during the week, the profit is zero for that week. If it is running at the beginning of the week and we perform preventive maintenance, the probability that it will fail during the week is 0.4 . If we do not perform such maintenance, the probability of failure is 0.7 . The maintenance cost is set to $€ 20$. When the machine is broken down at the start of the week, it may either be repaired at a cost of $€ 40$, in which case it will fail during the week with a probability of 0.4 , or it may be replaced at a cost of $€ 150$ by a new machine that is guaranteed to run through its first week of operation. Assume that after $N>1$ weeks the machine, irrespective of its state, is scrapped with no cost.

The system dynamics is of the form

$$
x_{k+1}=f_{k}\left(x_{k}, u_{k}, w_{k}\right), \quad k=0,1, \ldots, N-1
$$

where the state $x_{k}$ is an element of a space $S_{k}=\{\mathbf{R}, \mathbf{B}\}, \mathbf{R}=$ machine running, $\mathbf{B}=$ machine broken down, the control $u_{k}$ is an element of a space $\mathcal{U}_{k}\left(x_{k}\right), \mathcal{U}_{k}(\mathbf{R})=\{m, n m\}$, $m=$ maintenance, $n m=$ no maintenance, $\mathcal{U}_{k}(\mathbf{B})=\{r, s\}, r=$ repair, $s=$ replace. The random disturbance has a nominal conditional distribution $w_{k} \sim \mu\left(\cdot \mid x_{k}, u_{k}\right)$.

Such a system can be described in terms of the discrete-time system equation

$$
x_{k+1}=w_{k}, \quad k=0,1, \ldots, N-1
$$



Figure 4.3.: Realization of the Inventory Control Example Under the Resulting Optimal Policy.
where the nominal probability distribution of $w_{k}$ is given by

$$
\begin{array}{lll}
\mu\left(w_{k}=\mathbf{R} \mid x_{k}=\mathbf{R}, u_{k}=m\right)=0.6, & & \mu\left(w_{k}=\mathbf{B} \mid x_{k}=\mathbf{R}, u_{k}=m\right)=0.4, \\
\mu\left(w_{k}=\mathbf{R} \mid x_{k}=\mathbf{R}, u_{k}=n m\right)=0.3, & & \mu\left(w_{k}=\mathbf{B} \mid x_{k}=\mathbf{R}, u_{k}=n m\right)=0.7, \\
\mu\left(w_{k}=\mathbf{R} \mid x_{k}=\mathbf{B}, u_{k}=r\right)=0.6, & & \mu\left(w_{k}=\mathbf{B} \mid x_{k}=\mathbf{B}, u_{k}=r\right)=0.4, \\
\mu\left(w_{k}=\mathbf{R} \mid x_{k}=\mathbf{B}, u_{k}=s\right)=1, & & \mu\left(w_{k}=\mathbf{B} \mid x_{k}=\mathbf{B}, u_{k}=s\right)=0
\end{array}
$$

and the input costs $C_{u}$ are given by: if $u=m$ then $C_{m}=€ 20$, if $u=n m$ then $C_{n m}=€ 0$, if $u=r$ then $C_{r}=€ 40$, and if $u=s$ then $C_{s}=€ 150$. The cost per stage is $g_{k}\left(x_{k}, u_{k}, w_{k}\right)=$ $C_{u_{k}}$ if $w_{k}=\mathbf{R}$, and $g_{k}\left(x_{k}, u_{k}, w_{k}\right)=C_{u_{k}}+100$ if $w_{k}=\mathbf{B}$. Since it is assumed that after $N$ weeks the machine, irrespective of its state, is scrapped without incurring any cost the terminal cost is $g_{N}(\mathbf{R})=g_{N}(\mathbf{B})=0$. The dynamic programming algorithm for the minimax
problem subject to total variation distance uncertainty is given by

$$
\begin{align*}
V_{N}\left(x_{N}\right)= & 0  \tag{4.72}\\
V_{k}\left(x_{k}\right)= & \min _{u_{k} \in \mathcal{U}_{k}\left(x_{k}\right) \nu\left(d w_{k} \mid x_{k}, u_{k}\right):\left\|\nu\left(\cdot \mid x_{k}, u_{k}\right)-\mu\left(\cdot \mid x_{k}, u_{k}\right)\right\|_{T V} \leq R}\{ \\
& \left.\mathbb{E}\left\{g_{k}\left(x_{k}, u_{k}, w_{k}\right)+V_{k+1}\left(f\left(x_{k}, u_{k}, w_{k}\right)\right)\right\}\right\}  \tag{4.73}\\
= & \min _{u_{k} \in \mathcal{U}_{k}\left(x_{k}\right) \nu\left(d w_{k} \mid x_{k}, u_{k}\right):\left\|\nu\left(\cdot \mid x_{k}, u_{k}\right)-\mu\left(\cdot \mid x_{k}, u_{k}\right)\right\|_{T V} \leq R} \mathbb{E}\left\{\ell_{k}\left(x_{k}, u_{k}, w_{k}\right)\right\}
\end{align*}
$$

where $\ell_{k}\left(x_{k}, u_{k}, w_{k}\right)=g_{k}\left(x_{k}, u_{k}, w_{k}\right)+V_{k+1}\left(w_{k}\right), k=0,1, \ldots, N-1$. To address the maximization problem in (4.73), for each $k=0,1, \ldots, N-1, x_{k} \in\{\mathbf{R}, \mathbf{B}\}$ and $u_{k} \in$ $\{m, n m, r, s\}$, define the maximum and minimum values of $\ell\left(x_{k}, u_{k}, w_{k}\right)$ by

$$
\ell_{\max }\left(x_{k}, u_{k}\right) \triangleq \max _{w_{k} \in\{\mathbf{R}, \mathbf{B}\}} \ell\left(x_{k}, u_{k}, w_{k}\right), \quad \ell_{\min }\left(x_{k}, u_{k}\right) \triangleq \min _{w_{k} \in\{\mathbf{R}, \mathbf{B}\}} \ell\left(x_{k}, u_{k}, w_{k}\right)
$$

and its corresponding support sets by $\Sigma^{0}=\left\{w_{k} \in\{\mathbf{R}, \mathbf{B}\}: \ell\left(x_{k}, u_{k}, w_{k}\right)=\ell_{\max }\left(x_{k}, u_{k}\right)\right\}$, and $\Sigma_{0}=\left\{w_{k} \in\{\mathbf{R}, \mathbf{B}\}: \ell\left(x_{k}, u_{k}, w_{k}\right)=\ell_{\text {min }}\left(x_{k}, u_{k}\right)\right\}$. By employing (3.46), the maximizing conditional probability distribution of the random parameter $w_{k}$ is given by

$$
\begin{align*}
& \alpha=\min \left(\frac{R}{2}, 1-\mu\left(\Sigma^{0} \mid x_{k}, u_{k}\right)\right)  \tag{4.74a}\\
& \nu^{*}\left(\Sigma^{0} \mid x_{k}, u_{k}\right)=\mu\left(\Sigma^{0} \mid x_{k}, u_{k}\right)+\alpha, \quad \nu^{*}\left(\Sigma_{0} \mid x_{k}, u_{k}\right)=\left(\mu\left(\Sigma_{0} \mid x_{k}, u_{k}\right)-\alpha\right)^{+} \tag{4.74b}
\end{align*}
$$

Based on this formulation, the dynamic programming equation is given by

$$
\begin{align*}
V_{N}\left(x_{N}\right) & =0  \tag{4.75}\\
V_{k}\left(x_{k}\right) & =\min _{u_{k} \in \mathcal{U}_{k}\left(x_{k}\right)} \mathbb{E}_{\nu^{*}(\cdot \mid \cdot, \cdot)}\left\{g_{k}\left(x_{k}, u_{k}, w_{k}\right)+V_{k+1}\left(f\left(x_{k}, u_{k}, w_{k}\right)\right)\right\} . \tag{4.76}
\end{align*}
$$

We assume that the planning horizon is $N=3$. The optimal cost-to-go and the optimal control policy, for each week and each possible state, as a function of $R \in[0,2]$ are illustrated in Fig.4.4. Clearly, Fig.4.4a depicts that the optimal cost-to-go is a non-decreasing concave function of $R$ as stated in Lemma 4.3.

In addition, the optimum solution for two possible values of $R$ and for each week results in optimal control policies as depicted in Table 4.3. By setting $R=0$, we choose to calculate the optimal control policy when the true conditional probability $\nu\left(\cdot \mid x_{k}, u_{k}\right)=$ $\mu\left(\cdot \mid x_{k}, u_{k}\right), k=0,1,2$. This corresponds to the classical dynamic programming algorithm. By setting $R=0.85$, we choose to calculate the optimal control policy when the true conditional distribution $\nu\left(\cdot \mid x_{k}, u_{k}\right) \neq \mu\left(\cdot \mid x_{k}, u_{k}\right), k=0,1,2$. Taking into consideration the maximization (that is, by setting $R>0$ ) the dynamic programming algorithm results in optimal control policies which are more robust with respect to uncertainty, but with the sacrifice of
low present and future costs. In cases in which we need to balance the desire for low costs with the undesirability of scenarios with high uncertainty, we must choose the appropriate value of $R$ by using Fig.4.4b.

|  |  |  |  | Week 0 |  | Week 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Week 2 |  |  |  |  |
|  | State | Cost-to-go | Optimal <br> Policy | Cost-to-go | Optimal <br> Policy | Cost-to-go | Optimal <br> Policy |
| $R=0$ | $\mathbf{R}$ | 196 | m | 128 | m | 60 | m |
|  | $\mathbf{B}$ | 216 | r | 148 | r | 80 | r |
| $R=0.85$ | $\mathbf{R}$ | 340 | m | 221 | m | 100 | nm |
|  | $\mathbf{B}$ | 360 | r | 241 | r | 122 | r |

Table 4.3.: Dynamic Programming Algorithm Results for Machine Replacement Example

### 4.5. Summary

In this chapter, we examined the optimality of stochastic control strategies via dynamic programming, when the ambiguity class is described by the total variation distance between the conditional distribution of the controlled process and the nominal conditional distribution. The problem is formulated using minimax strategies in which the control process seeks to minimize the pay-off while the controlled process seeks to maximize it over the total variation ambiguity class. By employing certain results of Section 3, in particular, the maximization of a linear functional on the space of probability measures, among those probability measures which are within a total variation distance from a nominal probability measure, we solve the minimax stochastic control problem with deterministic control strategies, under a Markovian and a non-Markovian assumption, on the conditional distributions of the controlled process. The new dynamic programming recursion, in addition to the standard terms, it also includes the oscillator seminorm of the value function which codify the level of ambiguity with respect to total variation distance ball. Hence, the new dynamic programming recursions result in optimal control policies which are more robust with respect to uncertainty, but with the sacrifice of low present and future costs. Finally, we apply our results to the inventory control example and to the machine replacement example.


Figure 4.4.: Optimal Solution of Machine Replacement Example: Plot (a) depicts the optimal cost-to-go. Plot (b) depicts the optimal control policy ("m"= maintenance, " $n m=$ no maintenace", "r=repair", "s=replace")


## Dynamic Programming with TV Distance Ambiguity on an Infinite Horizon

In this chapter we address optimality of stochastic control strategies on an infinite horizon via dynamic programming subject to total variation distance ambiguity on the conditional distribution of the controlled process. For optimality criterion, we consider both the expected discounted reward and the average pay-off per unit time. Throughout this chapter, we pay particular attention to policy iteration algorithms for computing the optimal policies, which in contrast to the classical case, the policy improvement and policy evaluation steps are performed using the maximizing conditional distribution obtained under total variation distance ambiguity constraint. The new policy iterations algorithms are expected to converge to a stationary policy in a finite number of iterations, and that at each iteration a better stationary policy will be obtained. The results of this part include:

- minimax optimization subject to total variation distance ambiguity constraint;
- new infinite horizon discounted and average dynamic programming equations;
- new policy iteration algorithms;
- examples which illustrate the use of our recommended policy iteration algorithms.


### 5.1. Problem Formulation

In this section, we describe the abstract formulation of the minimax problem under total variation distance ambiguity, with optimality criterions being the expected discounted reward and the average pay-off per unit time.

### 5.1.1. Dynamic Programming of Infinite Horizon MCM

The infinite horizon D-MCM with deterministic strategies is a special case of the finite horizon D-MCM (see Definition 4.1), specified by a sextuple

$$
\begin{equation*}
(\mathcal{X}, \mathcal{U},\{\mathcal{U}(x): x \in \mathcal{X}\},\{Q(d z \mid x, u):(x, u) \in \mathcal{X} \times \mathcal{U}\}, f, \alpha) \tag{5.1}
\end{equation*}
$$

consisting of the following.
(a) State Space. A Polish space $\mathcal{X}$, which model the state space of the controlled random process $\left\{x_{k} \in \mathcal{X}: k \in \mathbb{N}\right\}$.
(b) Control or Action Space. A Polish space $\mathcal{U}$, which model the control or action set of the control random process $\left\{u_{k} \in \mathcal{U}: k \in \mathbb{N}\right\}$.
(c) Feasible Controls or Actions. A family $\{\mathcal{U}(x): x \in \mathcal{X}\}$ of non-empty measurable subsets $\mathcal{U}(x)$ of $\mathcal{U}$, where $\mathcal{U}(x)$ denotes the set of feasible controls or actions, when the controlled process is in state $x \in \mathcal{X}$, and the feasible state-actions pairs defined by $\mathbb{K} \triangleq\{(x, u): x \in \mathcal{X}, u \in \mathcal{U}(x)\}$ are measurable subsets of $\mathcal{X} \times \mathcal{U}$.
(d) Controlled Process Distribution. A conditional distribution or stochastic kernel $Q(d x \mid x, u)$ on $\mathcal{X}$ given $(x, u) \in \mathbb{K} \subseteq \mathcal{X} \times \mathcal{U}$. The controlled process distribution is described by the transition probability distribution $\{Q(d x \mid x, u):(x, u) \in \mathbb{K}\}$.
(e) One-Stage-Cost. A non-negative measurable function $f: \mathbb{K} \rightarrow[0, \infty]$, called the one-stage-cost, such that $f(x, \cdot)$ does not take the value $+\infty$ for each $x \in \mathcal{X}$.
(f) Discounting Factor. A real number $\alpha \in(0,1)$ called the discounting factor.

The dynamic programming equation of the infinite horizon D-MCM as given by [54] is a function $v_{\infty}^{0}: \mathcal{X} \longrightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
v_{\infty}^{0}(x)=\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} v_{\infty}^{0}(z) Q(d z \mid x, u)\right\}, \quad x \in \mathcal{X} . \tag{5.2}
\end{equation*}
$$

This equation is also obtained from (4.4), and (4.5), (4.6), by assuming $V_{n}^{0}(x)=0, f_{i}=f$, $\mathcal{X}_{i}=\mathcal{X}, \mathcal{U}_{i}=\mathcal{U}, Q_{i}(\cdot \mid \cdot)=Q(\cdot \mid \cdot), \forall i$, as follows. Define

$$
v_{i}^{0}(x) \triangleq \alpha^{i-n} V_{n-i}^{0}(x)
$$

and subsequently find the equation for $v_{i}^{0}(x)$ from (4.5), (4.6), and then take the limit as $n \longrightarrow \infty$ to obtain $v_{\infty}^{0}(x)$ satisfying (5.2), which implies

$$
\begin{align*}
& v_{n}^{0}(x)=\inf _{\substack{g_{k} \in \mathcal{U}\left(x_{k}\right) \\
k=0,1, \ldots, n-1}} \mathbb{E}_{0, x}^{g}\left\{\sum_{j=0}^{n-1} \alpha^{j} f\left(x_{j}^{g}, u_{j}^{g}\right)\right\}  \tag{5.3}\\
& v_{\infty}^{0}(x)=\inf _{\substack{g_{k} \in \mathcal{U}\left(x_{k}\right) \\
k=0,1, \ldots}} \mathbb{E}_{0, x}^{g}\left\{\sum_{j=0}^{\infty} \alpha^{j} f\left(x_{j}^{g}, u_{j}^{g}\right)\right\} . \tag{5.4}
\end{align*}
$$

Similarly to the finite horizon D-MCM, the dynamic programming equation (5.2) depends on the conditional distribution $Q(d z \mid x, u)$. Hence, any ambiguity or mismatch of $Q(d z \mid x, u)$ from the true distribution affects optimality of the strategies.

In this chapter, we will also study the dynamic programming of infinite horizon MCM with an average pay-off per unit time. First, recall the definition of infinite horizon D-MCM specified by (5.1), with discounting factor $\alpha=1$, and consider the problem of minimizing the average pay-off per unit time

$$
\begin{equation*}
J(\pi)=\underset{j \rightarrow \infty}{\limsup }\left\{\frac{1}{j} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}\right\} . \tag{5.5}
\end{equation*}
$$

In [54], it is shown that under the assumption that for every stationary Markov control law the transition probability matrix $Q(g)$ is irreducible, then there exists a solution $V: \mathcal{X} \longmapsto \mathbb{R}$ and $J^{*} \in \mathbb{R}$ to the dynamic programming equation

$$
\begin{equation*}
J^{*}+V(x)=\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\int_{\mathcal{X}} Q(d z \mid x, u) V(z)\right\} . \tag{5.6}
\end{equation*}
$$

By the same reasoning as before, the above dynamic programming equation depends on the conditional distribution $Q(d z \mid x, u)$, hence any ambiguity or mismatch from the true distribution affects the optimality of the strategies.

### 5.1.2. Dynamic Programming with Total Variation Distance Ambiguity

The objective of this chapter is to investigate dynamic programming under ambiguity of the conditional distributions of the controlled process

$$
\begin{equation*}
\{Q(d z \mid x, u):(x, u) \in \mathbb{K}\} . \tag{5.7}
\end{equation*}
$$

Specifically, given a collection of nominal controlled process distributions $\left\{Q^{o}(d z \mid x, u)\right.$ : $(x, u) \in \mathbb{K}\}$ the corresponding collection of true controlled process distributions $\{Q(d z \mid x, u):(x, u) \in \mathbb{K}\}$ is modeled by a set described by the total variation distance centered at the nominal conditional distribution having radius $R \in[0,2]$ defined by

$$
\begin{equation*}
\mathbf{B}_{R}\left(Q^{o}\right)(x, u) \triangleq\left\{Q(\cdot \mid x, u):\left\|Q(\cdot \mid x, u)-Q^{o}(\cdot \mid x, u)\right\|_{T V} \leq R\right\} \tag{5.8}
\end{equation*}
$$

Given the above description the dynamic programming equation of the infinite horizon DMCM is given by

$$
\begin{equation*}
v_{\infty}(x)=\inf _{u \in \mathcal{U}(x)} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} v_{\infty}(z) Q(d z \mid x, u)\right\}, \quad x \in \mathcal{X} \tag{5.9}
\end{equation*}
$$

and, the dynamic programming equation of the infinite horizon MCM with an average payoff is given by

$$
\begin{equation*}
J^{*}+V(x)=\inf _{u \in \mathcal{U}(x)} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} V(z) Q(d z \mid x, u)\right\} \tag{5.10}
\end{equation*}
$$

In summary, the contributions of this chapter are the following:
(a) formulation of the infinite horizon MCM and dynamic programming equation under conditional distribution ambiguity described by total variation distance via minimax theory;
(b) characterization of the maximizing conditional distribution belonging to the total variation distance set, and the corresponding new dynamic programming recursions;
(c) contraction property of the infinite horizon D-MCM dynamic programming;
(d) discussion of the limitations of the infinite horizon MCM with an average pay-off, under irreducibility assumption, and new general dynamic programming recursions;
(e) new policy iteration algorithms;
(f) examples for the infinite horizon case.

### 5.2. Minimax Stochastic Control-Discounted Cost

In this section, we consider the infinite horizon version of the finite horizon D-MCM, and we derive similar results. In addition, we show that the operator associated with the dynamic programming equation is contractive, and we introduce a new policy iteration algorithm.

Consider the problem of minimizing the finite horizon cost

$$
\begin{equation*}
\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\tilde{\pi}}^{\pi}}\left\{\sum_{j=0}^{n-1} \alpha^{j} f\left(x_{j}^{g}, u_{j}^{g}\right)\right\} \tag{5.11}
\end{equation*}
$$

with $0<\alpha<1$. By Theorem 4.2 the value function of (5.11), denoted by $V_{j}(x), j=$ $0, \ldots, n, x \in \mathcal{X}_{j}$ satisfies the dynamic programming equations (4.45), (4.46) with $h_{n}=0$, $f_{j}=f, R_{j}=R, \mathcal{X}_{j}=\mathcal{X}, \mathcal{U}_{j}=\mathcal{U}, \mathcal{U}_{j}(x)=\mathcal{U}(x)$ and $Q_{j}^{o}(\cdot \mid \cdot)=Q^{o}(\cdot \mid \cdot)$. Define $v_{i}(x)=\alpha^{i-n} V_{n-i}(x)$, where $0 \leq i \leq n$ is the time to go, (see [54]). Then,

$$
\begin{equation*}
v_{0}(x)=0 \tag{5.12}
\end{equation*}
$$

$$
\begin{equation*}
v_{i}(x)=\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} v_{i-1}(z) Q^{o}(d z \mid x, u)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} v_{i-1}(z)-\inf _{z \in \mathcal{X}} v_{i-1}(z)\right)\right\} \tag{5.13}
\end{equation*}
$$

which is obtained as follows:

$$
v_{0}(x)=\alpha^{-n} V_{n}(x)=0, \quad\left(\text { since } h_{n}=0\right)
$$

and

$$
\begin{aligned}
v_{i}(x)= & \alpha^{i-n} V_{n-i}(x) \\
= & \inf _{u \in \mathcal{U}(x)}\left\{\alpha^{i-n} \alpha^{n-i} f(x, u)+\alpha^{i-n} \int_{\mathcal{X}}\right. \\
& V_{n-i+1}(z) Q^{o}(d z \mid x, u) \\
& \left.+\alpha^{i-n} \frac{R}{2}\left(\sup _{z \in \mathcal{X}} V_{n-i+1}(z)-\inf _{z \in \mathcal{X}} V_{n-i+1}(z)\right)\right\} \\
= & \inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} v_{i-1}(z) Q^{o}(d z \mid x, u)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} v_{i-1}(z)-\inf _{z \in \mathcal{X}} v_{i-1}(z)\right)\right\} .
\end{aligned}
$$

In contrast with finite horizon case, the one given by (5.12)-(5.13) proceeds from lower to higher values of indices $i$. The dynamic programming for the discounted cost

$$
\begin{equation*}
\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\tilde{\nu}}^{\pi}}\left\{\sum_{j=0}^{\infty} \alpha^{j} f\left(x_{j}^{g}, u_{j}^{g}\right)\right\} \tag{5.14}
\end{equation*}
$$

is given by

$$
\begin{equation*}
v_{\infty}(x)=\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} v_{\infty}(z) Q^{o}(d z \mid x, u)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} v_{\infty}(z)-\inf _{z \in \mathcal{X}} v_{\infty}(z)\right)\right\} . \tag{5.15}
\end{equation*}
$$

The maximizing conditional distribution is

$$
\begin{align*}
& Q^{*}\left(\mathcal{X}^{+} \mid x, u\right)=Q^{o}\left(\mathcal{X}^{+} \mid x, u\right)+\frac{R}{2} \in[0,1], \quad(x, u) \in \mathbb{K}  \tag{5.16}\\
& Q^{*}\left(\mathcal{X}^{-} \mid x, u\right)=Q^{o}\left(\mathcal{X}^{-} \mid x, u\right)-\frac{R}{2} \in[0,1], \quad(x, u) \in \mathbb{K}  \tag{5.17}\\
& Q^{*}(A \mid x, u)=Q^{o}(A \mid x, u), \quad \forall A \subseteq \mathcal{X} \backslash \mathcal{X}^{+} \cup \mathcal{X}^{-}, \quad(x, u) \in \mathbb{K} \tag{5.18}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{X}^{+} \triangleq\{x \in \mathcal{X}: V(x)=\sup \{V(x): x \in \mathcal{X}\}\}  \tag{5.19}\\
\mathcal{X}^{-} \triangleq\{x \in \mathcal{X}: V(x)=\inf \{V(x): x \in \mathcal{X}\}\} . \tag{5.20}
\end{align*}
$$

Next, we recall the following theorem from [54], which we invoke to show that the operator in the right hand side of (5.15) is contractive.

Theorem 5.1. Let $(L,\|\cdot\|)$ be a complete normed space and let $T: L \longrightarrow L$ satisfy the following inequality for some $0<\alpha<1$,

$$
\begin{equation*}
\left\|T V_{1}-T V_{2}\right\| \leq \alpha\left\|V_{1}-V_{2}\right\|, \quad \text { for all } \quad V_{1}, V_{2} \in L \tag{5.21}
\end{equation*}
$$

A mapping $T$ satisfying (5.21) is called a contraction mapping.
The following hold.

1) There exists a unique $w \in L$ satisfying $T w=w$, called the fixed point of $T$.
2) For $V \in L$, define $\left\{T^{n} V: n \in \mathbb{Z}_{+}\right\}$by $T V=V, T^{n+1} V=T^{n}(T V)$ then

$$
\begin{equation*}
\lim _{n \longrightarrow \infty}\left\|T^{n} V-w\right\|=0, \quad \text { for all } \quad V \in L \tag{5.22}
\end{equation*}
$$

where $w$ is the fixpoint defined in 1).
Lemma 5.1. Let $L$ be the class of all measurable functions $V: \mathcal{X} \longrightarrow \mathbb{R}$, with finite norm $\|V\| \triangleq \max _{x \in \mathcal{X}}|V(x)|$, and $T: L \longmapsto L$ defined by

$$
\begin{equation*}
(T V)(x)=\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} V(z) Q^{o}(d z \mid x, u)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} V(z)-\inf _{z \in \mathcal{X}} V(z)\right)\right\} . \tag{5.23}
\end{equation*}
$$

If $V \in B C^{+}(\mathcal{X})$ and $\sup _{z \in \mathcal{X}} V(z), \inf _{z \in \mathcal{X}} V(z)$ are finite, then $T$ is a contraction.
Proof. For $V_{1}, V_{2} \in L$,

$$
\begin{aligned}
&\left(T V_{1}\right)(x)-\left(T V_{2}\right)(x)= \\
& \inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} V_{1}(z) Q^{o}(d z \mid x, u)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} V_{1}(z)-\inf _{z \in \mathcal{X}} V_{1}(z)\right)\right\} \\
&-\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} V_{2}(z) Q^{o}(d z \mid x, u)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} V_{2}(z)-\inf _{z \in \mathcal{X}} V_{2}(z)\right)\right\} .
\end{aligned}
$$

Let

$$
v \triangleq \arg \inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} V_{2}(z) Q^{o}(d z \mid x, u)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} V_{2}(z)-\inf _{z \in \mathcal{X}} V_{2}(z)\right)\right\} .
$$

Then,

$$
\begin{aligned}
& \left(T V_{1}\right)(x)-\left(T V_{2}\right)(x) \\
& \begin{aligned}
&= \inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} V_{1}(z) Q^{o}(d z \mid x, u)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} V_{1}(z)-\inf _{z \in \mathcal{X}} V_{1}(z)\right)\right\} \\
& \quad-\left\{f(x, v)+\alpha \int_{\mathcal{X}} V_{2}(z) Q^{o}(d z \mid x, v)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} V_{2}(z)-\inf _{z \in \mathcal{X}} V_{2}(z)\right)\right\} \\
& \leq\left\{f(x, v)+\alpha \int_{\mathcal{X}} V_{1}(z) Q^{o}(d z \mid x, v)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} V_{1}(z)-\inf _{z \in \mathcal{X}} V_{1}(z)\right)\right\} \\
& \quad-\left\{f(x, v)+\alpha \int_{\mathcal{X}} V_{2}(z) Q^{o}(d z \mid x, v)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} V_{2}(z)-\inf _{z \in \mathcal{X}} V_{2}(z)\right)\right\} \\
& \stackrel{(a)}{=}\left\{\alpha \int_{\mathcal{X}} V_{1}(z) Q^{V_{1}}(d z \mid x, v)\right\}-\left\{\alpha \int_{\mathcal{X}} V_{2}(z) Q^{o}(d z \mid x, v)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} V_{2}(z)-\inf _{z \in \mathcal{X}} V_{2}(z)\right)\right\} \\
&\left.\begin{array}{l}
(b) \\
\leq
\end{array} \alpha \int_{\mathcal{X}} V_{1}(z) Q^{V_{1}}(d z \mid x, v)\right\}-\left\{\alpha \int_{\mathcal{X}} V_{2}(z) Q^{V_{1}}(d z \mid x, v)\right\} \\
&= \alpha \int_{\mathcal{X}}\left(V_{1}(z)-V_{2}(z)\right) Q^{V_{1}}(d z|x| v) \leq \alpha \sup _{z \in \mathcal{X}}\left|V_{1}(z)-V_{2}(z)\right|=\alpha\left\|V_{1}-V_{2}\right\|
\end{aligned}
\end{aligned}
$$

where (a) is obtained by applying (3.14), with $\ell \equiv \alpha V_{1}, \nu^{*}(\cdot) \equiv Q^{V_{1}}(\cdot \mid \cdot), \mu(\cdot) \equiv Q^{o}(\cdot \mid \cdot)$, and (b) is obtained by first applying (3.14) as in (a) with $Q^{V_{2}}(\cdot \mid \cdot)$ and then replace $Q^{V_{2}}(\cdot \mid \cdot)$ by $Q^{V_{1}}(\cdot \mid \cdot)$ which is suboptimal hence, the upper bound. By reversing the roles of $V_{1}$ and $V_{2}$ we get $\left(T V_{2}\right)(x)-\left(T V_{1}\right)(x) \leq \alpha\left\|V_{2}-V_{1}\right\|$. Hence, $\left|\left(T V_{1}\right)(x)-\left(T V_{2}\right)(x)\right| \leq \alpha\left\|V_{1}-V_{2}\right\|$ for all $x \in \mathcal{X}$, and

$$
\left\|T V_{1}-T V_{2}\right\| \triangleq \max _{x \in \mathcal{X}}\left|\left(T V_{1}\right)(x)-\left(T V_{2}\right)(x)\right| \leq \alpha\left\|V_{1}-V_{2}\right\|
$$

which implies that the operator $T: L \longmapsto L$ is a contraction.
Utilizing Lemma 5.1 we obtain the following theorem which is analogous to the classical result given in [54].

Theorem 5.2. Assume $v_{\infty} \in B C^{+}(\mathcal{X})$ and $\sup _{z \in \mathcal{X}} v_{\infty}(z), \inf _{z \in \mathcal{X}} v_{\infty}(z)$ are finite.
(1) The dynamic programming equation

$$
v_{\infty}(x)=\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} v_{\infty}(z) Q^{o}(d z \mid x, u)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} v_{\infty}(z)-\inf _{z \in \mathcal{X}} v_{\infty}(z)\right)\right\}
$$

has a unique solution.
(2) Moreover,

$$
v_{\infty}(x)=\inf _{g \in \mathcal{U}(x)} \mathbb{E}_{Q^{*}}\left\{\sum_{j=0}^{\infty} \alpha^{j} f\left(x_{j}, u_{j}\right) \mid x_{0}=x\right\}
$$

(3) The mapping $T$ defined by

$$
(T V)(x)=\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\alpha \int_{\mathcal{X}} V(z) Q^{o}(d z \mid x, u)+\alpha \frac{R}{2}\left(\sup _{z \in \mathcal{X}} V(z)-\inf _{z \in \mathcal{X}} V(z)\right)\right\}
$$

is a contraction mapping with respect to the norm $\|V\|=\max _{x \in \mathcal{X}}|V(x)|$.
(4) For any $V, \lim _{n \rightarrow \infty}\left\|T^{n} V-v_{\infty}\right\|=0$ and so

$$
\lim _{n \longrightarrow \infty}\left(T^{n} V\right)(x)=v_{\infty}(x), \quad \text { for all } x \in \mathcal{X}
$$

Proof. (1) Follows from [54] (Theorem 6.3.6, part (a)).
(2) We need to show that $v_{\infty}(x)$ is the minimum value of $\mathbb{E}_{Q^{*}}\left\{\sum_{j=0}^{\infty} \alpha^{j} f\left(x_{j}, u_{j}\right)\right\}$ starting in state $x_{0}=x$. Recall that $0 \leq f(x, u) \leq M$ for all $x \in \mathcal{X}, u \in \mathcal{U}(x)$. Clearly, with $x_{0}=x$ and for all $n$,

$$
\inf _{g \in \mathcal{U}(x)} \mathbb{E}_{Q^{*}}\left\{\sum_{j=0}^{\infty} \alpha^{j} f\left(x_{j}, u_{j}\right)\right\} \geq \inf _{g \in \mathcal{U}(x)} \mathbb{E}_{Q^{*}}\left\{\sum_{j=0}^{n-1} \alpha^{j} f\left(x_{j}, u_{j}\right)\right\}=v_{n}(x)
$$

Hence, $\inf _{g \in \mathcal{U}(x)} \mathbb{E}_{Q^{*}}\left\{\sum_{j=0}^{\infty} \alpha^{j} f\left(x_{j}, u_{j}\right)\right\} \geq \lim _{n \rightarrow \infty} v_{n}(x)=v_{\infty}(x)$. Conversely, for all $n$

$$
\inf _{g \in \mathcal{U}(x)} \mathbb{E}_{Q^{*}}\left\{\sum_{j=0}^{\infty} \alpha^{j} f\left(x_{j}, u_{j}\right)\right\} \leq \inf _{g \in \mathcal{U}(x)} \mathbb{E}_{Q^{*}}\left\{\sum_{j=0}^{n-1} \alpha^{j} f\left(x_{j}, u_{j}\right)\right\}+\sum_{j=n}^{\infty} \alpha^{j} M=v_{n}(x)+\frac{\alpha^{n} M}{1-\alpha}
$$

and so

$$
\inf _{g \in \mathcal{U}(x)} \mathbb{E}_{Q^{*}}\left\{\sum_{j=0}^{\infty} \alpha^{j} f\left(x_{j}, u_{j}\right)\right\} \leq \lim _{n \rightarrow \infty}\left[v_{n}(x)+\frac{\alpha^{n} M}{1-\alpha}\right]=v_{\infty}(x) .
$$

Hence, $\inf _{g \in \mathcal{U}(x)} \mathbb{E}_{Q^{*}}\left\{\sum_{j=0}^{\infty} \alpha^{j} f\left(x_{j}, u_{j}\right)\right\}=v_{\infty}(x)$.
(3) This follows from Lemma 5.1.
(4) Follows from [54] (Theorem 6.3.6, part (b)).

### 5.2.1. Policy Iteration Algorithm

Next, we present a modified version of the classical policy iteration algorithm [39,54]. From part 4 of Theorem 4.2, the policy improvement and policy evaluation steps of a policy iteration algorithm must be performed using the maximizing conditional distribution obtained under total variation distance ambiguity constraint. Hence, in addition to the classical case, in which the policy improvement and evaluation steps are performed using the nominal conditional distribution, here, under the assumption that $f(\cdot)$ is bounded and non-negative, by invoking the results developed in earlier sections we propose a modified algorithm which is
expected to converge to a stationary policy in a finite number of iterations, since both state space $\mathcal{X}$ and control space $\mathcal{U}$ are finite sets, and that at each iteration a better stationary policy will be obtained.

First, we introduce some notation. Since the state space $\mathcal{X}$ is a finite set, with say, $n$ elements, any function $V: \mathcal{X} \longrightarrow \mathbb{R}^{n}$ may be represented by vector in $\mathbb{R}^{n}$ defined by

$$
V(x) \triangleq\left(\begin{array}{lll}
V\left(x_{1}\right) & \cdots & V\left(x_{n}\right)
\end{array}\right)^{T} \in \mathbb{R}^{n}
$$

Write $z \leq y$, if $z(i) \leq y(i)$, for $\forall i \in \mathbb{Z}^{n} \triangleq\{1,2, \ldots, n\}$; and $z<y$ if $z \leq y$ and $z \neq y$. For a stationary control law $g$, let

$$
f(g)=\left(\begin{array}{lll}
f\left(x_{1}, g\left(x_{1}\right)\right) & \cdots & f\left(x_{n}, g\left(x_{n}\right)\right)
\end{array}\right)^{T}
$$

and define each entry of the transition matrix $Q^{o}(g) \in \mathbb{R}^{n \times n}$ by $Q_{i j}^{o}(g)=Q^{o}\left(x_{j} \mid x_{i}, g\left(x_{i}\right)\right) \equiv$ $Q^{g, o}\left(x_{i} \mid x_{j}\right)$. Rewrite (5.23) (with $\sup _{z \in \mathcal{X}} V(z)$ denoting componentwise supremum, and similarly for the infimum) as

$$
T V=\min _{g \in \mathbb{R}^{n}}\left\{f(g)+\alpha Q^{o}(g) V+\alpha \frac{R}{2}\left\{\sup _{z \in \mathcal{X}} V(z)-\inf _{z \in \mathcal{X}} V(z)\right\}\right\}
$$

which by Theorem 4.2 is equivalent to

$$
T V=\min _{g \in \mathbb{R}^{n}}\left\{f(g)+\alpha Q^{*}(g) V\right\}
$$

where $Q^{*}(g) \in \mathbb{R}^{n \times n}$ and is given by (5.16)-(5.18). Note that, the minimization is taken componentwise, i.e., $g\left(x_{1}\right)$ is the minimum of the first component of $f(g)+\alpha Q^{*}(g) V$ and so on. For each stationary policy $g$, define $T(g): \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}$ by

$$
T(g) V=f(g)+\alpha Q^{*}(g) V
$$

Then, $T(g)$ is a contraction mapping on the space of bounded continuous functions to itself, and from Theorem 5.2 it follows that

$$
V(g)=T(g) V=f(g)+\alpha Q^{*}(g) V
$$

has a unique solution $V(g) \in \mathbb{R}^{n}$. Next, we give the policy iteration algorithm.

Algorithm 5.3 (Policy Iteration). Consider the notation above.
Initialization. Let $m=0$ and select $g_{0}: \mathcal{X} \longmapsto \mathcal{U}$ be an arbitrary stationary control law. Solve the equation

$$
\begin{equation*}
f\left(g_{0}\right)+\alpha Q^{o}\left(g_{0}\right) V_{Q^{o}}\left(g_{0}\right)=V_{Q^{o}}\left(g_{0}\right) \text { for } V_{Q^{o}}\left(g_{0}\right) \in \mathbb{R}^{n} . \tag{5.24}
\end{equation*}
$$

Identify the support sets using (5.19)-(5.20) and the analogue of $\Sigma_{k}$ of Section 3.3.1, and construct the matrix $Q^{*}\left(g_{0}\right)$ using (5.16)-(5.18). Solve the equation

$$
\begin{equation*}
f\left(g_{0}\right)+\alpha Q^{*}\left(g_{0}\right) V_{Q^{*}}\left(g_{0}\right)=V_{Q^{*}}\left(g_{0}\right) \text { for } V_{Q^{*}}\left(g_{0}\right) \in \mathbb{R}^{n} \tag{5.25}
\end{equation*}
$$

1. For $m=m+1$ while

$$
\begin{equation*}
\min _{g \in \mathbb{R}^{n}}\left\{f(g)+\alpha Q^{*}(g) V_{Q^{*}}\left(g_{m-1}\right)\right\}<V_{Q^{*}}\left(g_{m-1}\right) \tag{5.26}
\end{equation*}
$$

do:
(a) (Policy Improvement) Let $g_{m} \in \mathbb{R}^{n}$ be such that

$$
\begin{equation*}
f\left(g_{m}\right)+\alpha Q^{*}\left(g_{m}\right) V_{Q^{*}}\left(g_{m-1}\right)=\min _{g \in \mathbb{R}^{n}}\left\{f(g)+\alpha Q^{*}(g) V_{Q^{*}}\left(g_{m-1}\right)\right\} . \tag{5.27}
\end{equation*}
$$

(b) (Policy Evaluation) Solve the following equation for $V_{Q^{\circ}}\left(g_{m}\right) \in \mathbb{R}^{n}$

$$
\begin{equation*}
f\left(g_{m}\right)+\alpha Q^{o}\left(g_{m}\right) V_{Q^{o}}\left(g_{m}\right)=V_{Q^{o}}\left(g_{m}\right) . \tag{5.28}
\end{equation*}
$$

Identify the support sets using (5.19)-(5.20), and construct the matrix $Q^{*}\left(g_{m}\right)$ using (5.16)-(5.18). Solve the equation

$$
\begin{equation*}
f\left(g_{m}\right)+\alpha Q^{*}\left(g_{m}\right) V_{Q^{*}}\left(g_{m}\right)=V_{Q^{*}}\left(g_{m}\right) \text { for } V_{Q^{*}}\left(g_{m}\right) \in \mathbb{R}^{n} \tag{5.29}
\end{equation*}
$$

2. $\operatorname{Set} g^{*}=g_{m}$.

### 5.3. Minimax Stochastic Control - Average Cost

In this section, we study the infinite horizon Markov Control Model with the average pay-off per unit time as an optimality criterion. We derive the new dynamic programming equations under total variation distance ambiguity with and without imposing the irreducibility condition. In addition, we introduce the corresponding policy iteration algorithms for average cost dynamic programming. The derivations of our results are based on the classical results found in $[32,54]$.

Recall the definition of the infinite horizon D-MCM specified by (5.1), with discounting factor $\alpha=1$, and consider the problem of minimizing the average pay-off per unit time

$$
\begin{equation*}
J(\pi)=\limsup _{j \rightarrow \infty}\left\{\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \frac{1}{j} \mathbb{E}_{\mathbf{Q}_{\tilde{\pi}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}\right\} . \tag{5.30}
\end{equation*}
$$

For the finite-horizon optimal stochastic control problem with pay-off

$$
\begin{equation*}
\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{n-1} f\left(x_{k}, u_{k}\right)\right\} \tag{5.31}
\end{equation*}
$$

the value function satisfies the dynamic programming equation (see Chapter 4, Theorem 4.2, with discounted factor $\alpha=1$, finite state-space $\mathcal{X}$ and finite input set $\mathcal{U}$ )

$$
\begin{equation*}
V_{j}(x)=\inf _{u \in \mathcal{U}(x)} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} V_{j+1}(z) Q(d z \mid x, u)\right\} \tag{5.32}
\end{equation*}
$$

which is equivalent to (since $Q^{*}$ exists and is given by (3.46))

$$
\begin{align*}
V_{j}(x) & =\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\int_{\mathcal{X}} V_{j+1}(z) Q^{*}(d z \mid x, u)\right\}  \tag{5.33}\\
& =\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\int_{\mathcal{X}} V_{j+1}(z) Q^{o}(d z \mid x, u)+\frac{R}{2}\left(\sup _{z \in \mathcal{X}} V_{j+1}(z)-\inf _{z \in \mathcal{X}} V_{j+1}(z)\right)\right\} .
\end{align*}
$$

Define $\bar{V}_{j}(x)=V_{n-j}(x)$. Then $\bar{V}$ satisfies the equation

$$
\begin{equation*}
\bar{V}_{j}(x)=\inf _{u \in \mathcal{U}(x)} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} \bar{V}_{j-1}(z) Q(d z \mid x, u)\right\} . \tag{5.34}
\end{equation*}
$$

Rewrite this as

$$
\begin{align*}
\bar{V}_{j}(x)+\frac{1}{j} \bar{V}_{j}(x)=\inf _{u \in \mathcal{U}(x)} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{\circ}\right)(x, u)} & \{f(x, u) \\
& \left.+\int_{\mathcal{X}} Q(d z \mid x, u)\left(\bar{V}_{j-1}(z)+\frac{1}{j} \bar{V}_{j}(x)\right)\right\} . \tag{5.35}
\end{align*}
$$

Assume that there exists a $V$ and a $J^{*} \in \mathbb{R}$ such that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left(\bar{V}_{j}(x)-j J^{*}\right)=V(x), \quad \forall x \in \mathcal{X} \tag{5.36}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{1}{j} \bar{V}_{j}(x)=J^{*}, \quad \forall x \in \mathcal{X} \tag{5.37}
\end{equation*}
$$

which limit does not depend on $x \in \mathcal{X}$. In addition, taking supremum with respect to $x \in \mathcal{X}$ on both sides of (5.36), and by the finite cardinality of $\mathcal{X}$

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sup _{x \in \mathcal{X}}\left(\bar{V}_{j}(x)-j J^{*}\right)=\sup _{x \in \mathcal{X}} V(x) . \tag{5.38}
\end{equation*}
$$

Then, by (5.36) and (5.37)

$$
\begin{aligned}
& J^{*}+V(x)= \lim _{j \rightarrow \infty}\left(\frac{1}{j} \bar{V}_{j}(x)+\left(\bar{V}_{j}(x)-j J^{*}\right)\right) \\
& \stackrel{(a)}{=} \lim _{j \rightarrow \infty} \inf _{u \in \mathcal{U}(x)} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} Q(d z \mid x, u)\left(\bar{V}_{j-1}(z)+\frac{1}{j} \bar{V}_{j}(x)\right)-j J^{*}\right\} \\
& \stackrel{(b)}{=} \lim _{j \rightarrow \infty} \inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\int_{\mathcal{X}} Q^{o}(d z \mid x, u)\left(\bar{V}_{j-1}(z)+\frac{1}{j} \bar{V}_{j}(x)\right)\right. \\
&\left.+\frac{R}{2}\left(\sup _{z \in \mathcal{X}}\left(\bar{V}_{j-1}(z)+\frac{1}{j} \bar{V}_{j}(x)\right)-\inf _{z \in \mathcal{X}}\left(\bar{V}_{j-1}(z)+\frac{1}{j} \bar{V}_{j}(x)\right)\right)-j J^{*}\right\} \\
& \stackrel{(c)}{=} \lim _{j \rightarrow \infty} \inf _{u \in \mathcal{U}(x)}\{ f(x, u)+\int_{\mathcal{X}} Q^{o}(d z \mid x, u)\left(\bar{V}_{j-1}(z)-(j-1) J^{*}+\frac{1}{j} \bar{V}_{j}(x)-J^{*}\right) \\
&\left.+\frac{R}{2}\left(\sup _{z \in \mathcal{X}}\left(\bar{V}_{j-1}(z)-j J^{*}\right)-\inf _{z \in \mathcal{X}}\left(\bar{V}_{j-1}(z)-j J^{*}\right)\right)\right\}
\end{aligned}
$$

where (a) is obtained by (5.35), (b) is obtained by equivalent formulation (5.33), and (c) by adding and subtracting $J^{*}\left(1+j \frac{R}{2}\right)$. By assuming that $\mathcal{U}$ and $\mathcal{X}$ are finite and by definition of $V$, interchange of the limit and the minimization and maximization operations is allowed, and hence, the dynamic programming equation for the average pay-off is given by

$$
\begin{equation*}
J^{*}+V(x)=\min _{u \in \mathcal{U}(x)}\left\{f(x, u)+\int_{\mathcal{X}} Q^{o}(d z \mid x, u) V(z)+\frac{R}{2}\left(\sup _{z \in \mathcal{X}} V(z)-\inf _{z \in \mathcal{X}} V(z)\right)\right\} \tag{5.39}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
J^{*}+V(x)=\min _{u \in \mathcal{U}(x)} \max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} Q(d z \mid x, u) V(z)\right\} . \tag{5.40}
\end{equation*}
$$

Next, we show that $J^{*}$ satisfying (5.40) is the minimal average pay-off, and further that if $\pi^{*}$ is a stationary policy such that $g^{*}(x)$ achieves the minimum on the right-hand side of (5.40) for every $x \in \mathcal{X}$, then $\pi^{*}$ is optimal.

Theorem 5.4. Suppose there exists a solution $\left(V, J^{*}\right)$ of the dynamic programming equation (5.39). Let $\pi^{*}$ be a stationary policy such that $g^{*}(x)$ attains the minimum in the right-hand side of (5.39) for every $x$. Then $\pi^{*}$ is an optimal policy and $J^{*}$ is the minimum average cost. Proof. Let $\pi \in \Pi^{D}$ be any policy, possibly non-stationary, and $u \in \mathcal{U}(x)$. Then

$$
\begin{align*}
& \max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} Q(d z \mid x, u) V(z)\right\} \\
& \geq \max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f\left(x, g^{*}(x)\right)+\int_{\mathcal{X}} Q\left(d z \mid x, g^{*}(x)\right) V(z)\right\}=J^{*}+V(x) \tag{5.41}
\end{align*}
$$

since $\left(V, J^{*}\right)$ satisfy the dynamic programming equation and by definition of $\pi^{*}$. Hence, by (5.41)

$$
\begin{gather*}
\mathbb{E}_{Q^{*}}^{g}\left(f\left(x_{j}, u_{j}\right)\right) \geq J^{*}+\mathbb{E}_{Q^{*}}^{g}\left(V\left(x_{j}\right)\right)-\mathbb{E}_{Q^{*}}^{g}\left(\int_{\mathcal{X}} Q^{*}\left(d z \mid x_{j}, u_{j}\right) V(z)\right) \\
=J^{*}+\mathbb{E}_{Q^{*}}^{g}\left(V\left(x_{j}\right)\right)-\mathbb{E}_{Q^{*}}^{g}\left(V\left(x_{j+1}\right)\right) . \tag{5.42}
\end{gather*}
$$

Then

$$
\begin{aligned}
J(\pi) & \geq \liminf _{j \rightarrow \infty}\left(\frac{1}{j} \sum_{k=0}^{j-1} \mathbb{E}_{Q^{*}}^{g}\left(f\left(x_{k}, u_{k}\right)\right)\right) \\
& \stackrel{(a)}{\geq} \liminf _{j \rightarrow \infty}\left(J^{*}+\frac{1}{j}\left(\mathbb{E}_{Q^{*}}^{g}\left(V\left(x_{0}\right)\right)-\mathbb{E}_{Q^{*}}^{g}\left(V\left(x_{j}\right)\right)\right)\right) \\
& \stackrel{(b)}{=} J^{*}
\end{aligned}
$$

where (a) is obtained by (5.42), and (b) because the last term vanishes as $j \rightarrow \infty$.
Thus, $J^{*} \leq \inf _{\pi \in \Pi^{D}} J(\pi)$. However, when $\pi^{*}$ replaces $\pi$ equality holds throughout and as a result $\pi^{*}$ is optimal, that is, $J^{*}=J\left(\pi^{*}\right)=\inf _{\pi \in \Pi^{D}} J(\pi), \pi^{*} \in \Pi^{D}$ is an optimal control law and $J^{*}$ is the value.

### 5.3.1. Existence

Dynamic programming equation (5.39) is valid under the assumption that (5.36) and (5.38) are satisfied. Here, we derive more general conditions under which (5.39) is valid. First, we introduce some notation similar to Section 5.2.1.

Let the state space $\mathcal{X}$ be a finite set, with say, $n$ elements. Then, any function $V: \mathcal{X} \longrightarrow$ $\mathbb{R}^{n}$ may be represented by a vector in $\mathbb{R}^{n}$. Any stationary control law $\pi \in \Pi^{D S}$ defines $g: \mathcal{X} \longmapsto \mathbb{R}$ which may also be identified with a $g \in \mathbb{R}^{n}$. For any $g$ let $Q(j) \in \mathbb{R}^{n \times n}$ and

$$
f(g)=\left(\begin{array}{lll}
f\left(x_{1}, g\left(x_{1}\right)\right) & \cdots & f\left(x_{n}, g\left(x_{n}\right)\right)
\end{array}\right)^{T} \in \mathbb{R}^{n} .
$$

Let $q_{0} \in \mathbb{R}^{n}$ be defined by

$$
q_{0}(i) \triangleq Q\left(\left\{x_{0}=i\right\}\right)
$$

and

$$
e \triangleq(1, \cdots, 1)^{T} \in \mathbb{R}^{n}
$$

Maximizing the expected cost on a finite horizon is then

$$
\begin{align*}
\max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\} & =\max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{\sum_{k=0}^{j-1} q_{0}^{T} Q(g)^{k} f(g)\right\} \\
& =\max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} q_{0}^{T}\left\{\sum_{k=0}^{j-1} Q(g)^{k}\right\} f(g) . \tag{5.43}
\end{align*}
$$

Let $Q^{*}(\cdot \mid x, u)$ denote the maximizing conditional distribution of (5.43). Then (5.43) is equivalent

$$
\begin{equation*}
\max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} q_{0}^{T}\left\{\sum_{k=0}^{j-1} Q(g)^{k}\right\} f(g)=q_{0}^{T}\left\{\sum_{k=0}^{j-1} Q^{*}(g)^{k}\right\} f(g) . \tag{5.44}
\end{equation*}
$$

Maximizing the average cost per unit time is then

$$
\begin{aligned}
J(\pi) & =\limsup _{j \rightarrow \infty} \frac{1}{j} \max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\} \\
& =\underset{j \rightarrow \infty}{\limsup } \frac{1}{j} q_{0}^{T}\left\{\sum_{k=0}^{j-1} Q^{*}(g)^{k}\right\} f(g) .
\end{aligned}
$$

Since $q_{0} \in \mathbb{R}^{n}$ and $f(g) \in \mathbb{R}^{n}$ are independent of $j$, we only need to investigate the conditions under which the limit of

$$
\lim _{j \rightarrow \infty} \frac{1}{j} \sum_{k=0}^{j-1} Q^{*}(g)^{k}
$$

exists. The following results are stated without proof.

Lemma 5.2. [54] If $Q^{*} \in \mathbb{R}_{+}^{n \times n}$ is a stochastic matrix, then the Cesaro limit

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{1}{j} \sum_{k=0}^{j-1}\left(Q^{*}\right)^{k}=Q_{1}^{*} \tag{5.45}
\end{equation*}
$$

always exist. The matrix $Q_{1}^{*} \in \mathbb{R}_{+}^{n \times n}$ is a stochastic matrix and is the solution of the equation

$$
\begin{equation*}
Q_{1}^{*} Q^{*}=Q_{1}^{*} . \tag{5.46}
\end{equation*}
$$

Thus, the maximization of the average cost of a stationary Markov control law is given by

$$
\begin{equation*}
J(\pi)=q_{0}^{T} Q_{1}^{*}(g) f(g) \tag{5.47}
\end{equation*}
$$

where $Q_{1}^{*}(g)$ and $Q^{*}(g)$ are related by (5.46).
Definition 5.1. [54] A stochastic matrix $P \in \mathbb{R}_{+}^{n \times n}$ is said to be reducible if by row and column permutations it can be placed into block upper-triangular form

$$
P=\left(\begin{array}{cc}
P_{1} & P_{2} \\
0 & P_{3}
\end{array}\right), \quad \text { where } P_{1}, P_{2} \text { are square matrices. }
$$

A stochastic matrix that is not reducible is said to be irreducible.
Lemma 5.3. [54] Let $Q^{*} \in \mathbb{R}_{+}^{n \times n}$ be an irreducible stochastic matrix. Then, there exists a unique vector $q$ such that

$$
Q^{*} q=q, \quad e^{T} q=1, \quad q(i)>0 \text { for all } i \in \mathbb{Z}_{n}
$$

Moreover, the matrix $Q_{1}^{*}$ associated with $Q^{*}$ in (5.46) has all rows equal to $q$.
Note that, (5.47) depends on the probability distribution $q_{0}$ of the initial state. However, if $Q_{1}^{*}$ is assumed to be an irreducible stochastic matrix, then by Lemma 5.3

$$
\begin{equation*}
J(\pi)=q_{0}^{T} Q_{1}^{*}(g) f(g)=q(g)^{T} f(g) \tag{5.48}
\end{equation*}
$$

where $q(g)$ is the unique invariant probability distribution, that is, $Q^{*} q(g)=q(g)$. From (5.48), the average cost $J(g)$ is independent of the initial distribution. Hence, for the remainder of this section, we will assume that for every stationary Markov control law the stochastic matrix $Q^{*}$ is irreducible. The next proposition summarizes the above results.

Proposition 5.1. [54] Let $\pi$ be a stationary Markov control law which defines $g: \mathcal{X} \longmapsto \mathcal{U}$. Assume that $Q^{*}(g) \in \mathbb{R}_{+}^{n \times n}$ is irreducible.
(a) There exists a unique $q(g) \in \mathbb{R}_{+}^{n}$ such that

$$
\begin{equation*}
Q^{*}(g) q(g)=q(g), \quad e^{T} g=1, \quad e=(1, \ldots, 1)^{T} . \tag{5.49}
\end{equation*}
$$

(b) The average cost associated with the control law $\pi \in \Pi^{D S}$ is

$$
\begin{equation*}
J(\pi)=q(g)^{T} f(g) \tag{5.50}
\end{equation*}
$$

(c) There exists a $V(g) \in \mathbb{R}^{n}$ such that

$$
\begin{equation*}
J(\pi) e+V(g)=f(g)+Q^{*}(g) V(g) . \tag{5.51}
\end{equation*}
$$

Proof. Part (a) and (b) follows from Lemma (5.3) and the discussion above. For part (c) see [54].

Lemma 5.4. Assume that:

1. For any stationary control law $\pi \in \Pi^{D S}, Q^{*}(g) \in \mathbb{R}_{+}^{n \times n}$ is irreducible.
2. There exists a stationary Markov control law $\pi \in \Pi^{D S}$ such that

$$
J\left(\pi^{*}\right)=\inf _{\pi \in \Pi^{D S}} J(\pi)
$$

Then there exists $\left(V\left(g^{*}, \cdot\right), J\left(\pi^{*}\right)\right), V\left(g^{*}, \cdot\right): \mathcal{X} \longmapsto \mathbb{R}$ and $J(\pi) \in \mathbb{R}$ that is a solution to the dynamic programming equation

$$
\begin{equation*}
J\left(\pi^{*}\right)+V\left(g^{*}, x\right)=\min _{u \in \mathcal{U}}\left\{f(x, u)+\sum_{z \in \mathcal{X}} Q^{*}(z \mid x, u) V\left(g^{*}, z\right)\right\} . \tag{5.52}
\end{equation*}
$$

Proof. See Appendix D.1.
Theorem 5.5. Assume that for all stationary Markov control laws $\pi \in \Pi^{D S}$, and for a given total variation parameter $R$, the maximizing transition matrix $Q^{*}(g)$ is irreducible.
(a) There exists a solution $V: \mathcal{X} \longmapsto \mathbb{R}$ and $J^{*} \in \mathbb{R}$ to the dynamic programming equation

$$
\begin{equation*}
J^{*}+V(x)=\min _{u \in \mathcal{U}}\left\{f(x, u)+\sum_{z \in \mathcal{X}} Q^{*}(z \mid x, u) V(z)\right\} . \tag{5.53}
\end{equation*}
$$

The maximizing conditional distribution is

$$
\begin{align*}
& Q^{*}\left(\mathcal{X}^{+} \mid x, u\right)=Q^{o}\left(\mathcal{X}^{+} \mid x, u\right)+\frac{R}{2} \in[0,1]  \tag{5.54}\\
& Q^{*}\left(\mathcal{X}^{-} \mid x, u\right)=Q^{o}\left(\mathcal{X}^{-} \mid x, u\right)+\frac{R}{2} \in[0,1]  \tag{5.55}\\
& Q^{*}(A \mid x, u)=Q^{o}(A \mid x, u), \quad \forall A \subseteq \mathcal{X} \backslash \mathcal{X}^{+} \cup \mathcal{X}^{-} \tag{5.56}
\end{align*}
$$

where

$$
\begin{align*}
& \mathcal{X}^{+} \triangleq\{x \in \mathcal{X}: V(x)=\sup \{V(x): x \in \mathcal{X}\}\}  \tag{5.57}\\
& \mathcal{X}^{-} \triangleq\{x \in \mathcal{X}: V(x)=\inf \{V(x): x \in \mathcal{X}\}\} . \tag{5.58}
\end{align*}
$$

Moreover,

$$
\begin{equation*}
J^{*}+V(x)=\min _{u \in \mathcal{U}}\left\{f(x, u)+\sum_{z \in \mathcal{X}} Q^{o}(z \mid x, u) V(z)+\frac{R}{2}\left(\sup _{z \in \mathcal{X}} V(z)-\inf _{z \in \mathcal{X}} V(z)\right)\right\} . \tag{5.59}
\end{equation*}
$$

(b) If $g^{*}(x)$ attains the minimum in (5.53) for every $x$, then $g^{*}$ is an optimal policy.
(c) The minimum cost is $J^{*}$.

Proof. Theorem 5.5 is obtained by combining Lemmas 5.4 and 5.4 and by applying the results of Section 4.3.2.

### 5.3.2. Policy Iteration Algorithm

In this section, we provide a modified version of the classical policy iteration algorithm for average cost dynamic programming [39,54]. From part (a) of Theorem 5.5, policy evaluation and policy improvement steps of a policy iteration algorithm must be performed using the maximizing conditional distribution obtained under total variation distance ambiguity constraint. Moreover, one needs to guarantee that for the given total variation parameter $R$ the resulting matrix $Q^{*}$ is irreducible, otherwise, Algorithm 5.6 may not be sufficient to give the optimal policy and the minimum cost.

Algorithm 5.6 (Policy iteration for average-cost dynamic programming).

1. Let $m=0$ and select an arbitrary stationary Markov control law $g_{0}: \mathcal{X} \longmapsto \mathcal{U}$.
2. (Policy Evaluation) Solve the equation

$$
\begin{equation*}
J_{Q^{o}}\left(g_{m}\right) e+V_{Q^{o}}\left(g_{m}\right)=f\left(g_{m}\right)+Q^{o}\left(g_{m}\right) V_{Q^{o}}\left(g_{m}\right), \quad e=(1, \ldots, 1)^{T} \tag{5.60}
\end{equation*}
$$

for $J_{Q^{o}}\left(g_{m}\right) \in \mathbb{R}$ and $V_{Q^{o}}\left(g_{m}\right) \in \mathbb{R}^{n}$. Identify the support sets of (5.60) using (5.57)(5.58), and construct the matrix $Q^{*}\left(g_{m}\right)$ using (5.54)-(5.56). Solve the equation

$$
\begin{equation*}
J_{Q^{*}}\left(g_{m}\right) e+V_{Q^{*}}\left(g_{m}\right)=f\left(g_{m}\right)+Q^{*}\left(g_{m}\right) V_{Q^{*}}\left(g_{m}\right), \quad e=(1, \ldots, 1)^{T} \tag{5.61}
\end{equation*}
$$

for $J_{Q^{*}}\left(g_{m}\right) \in \mathbb{R}$ and $V_{Q^{*}}\left(g_{m}\right) \in \mathbb{R}^{n}$.
3. (Policy Improvement) Let

$$
\begin{equation*}
g_{m+1}=\underset{g \in \mathbb{R}^{n}}{\operatorname{argmin}}\left\{f(g)+Q^{*}(g) V_{Q^{*}}\left(g_{m}\right)\right\} . \tag{5.62}
\end{equation*}
$$

4. If $g_{m+1}=g_{m}$, let $g^{*}=g_{m}$; else let $m=m+1$ and return to step 2 .

In Section 5.4.2, we illustrate how policy iteration algorithm for infinite horizon average cost dynamic programming is implemented through an inventory control example.

### 5.3.3. Limitations

Part (a) of Theorem 5.5, showed that for a stationary Markov control policy $\pi \in \Pi^{D S}$ and for an irreducible stochastic matrix $Q^{*}$ there exists a solution to the dynamic programming equation (5.53). Moreover, the maximizing stochastic matrix $Q^{*}$ which is given by (5.54)(5.56), is calculated based on the support sets (5.57)-(5.58), the nominal stochastic matrix $Q^{o}$, and the value of the total variation parameter $R$. Hence, in order to apply policy iteration algorithm for average-cost dynamic programming one needs to know in advance that, for a given total variation parameter $R \in[0,2]$ and an irreducible nominal stochastic matrix $Q^{o}$, the maximizing stochastic matrix $Q^{*}$ is also irreducible. Otherwise, policy iteration algorithm may not be sufficient to give the optimal policy and the minimum cost. In particular, as we show in the next example, if irreducibility condition is not satisfied then policy iteration algorithm need not have a solution.

Example 5.1. Consider the stochastic control system shown in Fig.5.1, with state-space $\mathcal{X}=\{1,2,3\}$ and control set $\mathcal{U}=\left\{u_{1}, u_{2}\right\}$. Let the nominal transition probability under

(a)

(b)

Figure 5.1.: Transition Probability Graph of $Q^{o}$ under controls $u_{1}$ and $u_{2}$. Plot (a) depicts matrix $Q^{o}$ under control $u_{1}$. Plot (b) depicts matrix $Q^{o}$ under control $u_{2}$.
controls $u_{1}$ and $u_{2}$ to be given by

$$
Q^{o}\left(u_{1}\right)=\frac{1}{9}\left(\begin{array}{lll}
0 & 5 & 4 \\
0 & 9 & 0 \\
0 & 0 & 9
\end{array}\right), \quad Q^{o}\left(u_{2}\right)=\frac{1}{9}\left(\begin{array}{ccc}
2 & 7 & 0 \\
3 & 6 & 0 \\
8 & 0 & 1
\end{array}\right)
$$

and the cost function under each state and action is

$$
f\left(1, u_{1}\right)=2, f\left(2, u_{1}\right)=1, f\left(3, u_{1}\right)=3, f\left(1, u_{2}\right)=0.5, f\left(2, u_{2}\right)=3, f\left(3, u_{2}\right)=0
$$

Clearly, for this control system the nominal transition probability matrix, under both controls, is reducible, since the system under controls $u_{1}$ and $u_{2}$ contains more than one recurrent class. Using policy iteration Algorithm 5.6 with initial policies $g_{0}(1)=g_{0}(2)=$
$g_{0}(3)=u_{1}$, the optimality equation (5.60) for this system may be written as

$$
J_{Q^{\circ}}\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)+V_{Q^{\circ}}\left(g_{0}\right)=\left(\begin{array}{l}
2 \\
1 \\
3
\end{array}\right)+\frac{1}{9}\left(\begin{array}{ccc}
0 & 5 & 4 \\
0 & 9 & 0 \\
0 & 0 & 9
\end{array}\right) V_{Q^{\circ}}\left(g_{0}\right)
$$

and hence

$$
\begin{aligned}
J_{Q^{o}}+V_{Q^{o}}\left(g_{0}, 1\right) & =2+\frac{5}{9} V_{Q^{o}}\left(g_{0}, 2\right)+\frac{4}{9} V_{Q^{o}}\left(g_{0}, 3\right) \\
J_{Q^{o}}+V_{Q^{o}}\left(g_{0}, 2\right) & =1+V_{Q^{o}}\left(g_{0}, 2\right) \\
J_{Q^{o}}+V_{Q^{o}}\left(g_{0}, 3\right) & =3+V_{Q^{o}}\left(g_{0}, 3\right) .
\end{aligned}
$$

The second and third equations show that the system is inconsistent, and hence, the policy iteration algorithm fails to give the optimal policy and the minimum cost.

Moreover, even if $Q^{o}$ is an irreducible stochastic matrix, it turns out that, as the value of total variation parameter increases, the maximizing stochastic matrix $Q^{*}$, eventually, will be transformed into a reducible stochastic matrix. Hence, our proposed method for solving minimax stochastic control problem with average cost is valid only for a specific range of values of total variation parameter. In particular, if $Q^{o}$ is an irreducible stochastic matrix then, for any given partition of the state-space, there exists an $R_{\min } \in[0,2)$ for which we distinguish the following two cases:
(a) for $0 \leq R<R_{\min }, Q^{*}$ is an irreducible stochastic matrix. Theorem 5.5 is valid and policy iteration algorithm gives the optimal policy and the minimum cost.
(b) for $R \geq R_{\text {min }}, Q^{*}$ is a reducible stochastic matrix. Theorem 5.5 is not valid and policy iteration algorithm need not have a solution.

Remark 5.1. An extended solution through a reduced dimensional state-space may be obtained as follows. Consider the case for which $R \geq R_{\min }$. Due to the water-filling behavior of maximizing conditional distribution (5.54)-(5.56), columns of $Q^{*}$ which correspond to states belonging to $\mathcal{X} \backslash \mathcal{X}^{0}$, become columns with all zero's as total variation parameter $R$ increases. Whenever an all zero column appears, one can augment the corresponding state of that column, and hence $Q^{*}$ will be transformed back into an irreducible stochastic matrix of reduced order.

### 5.3.4. General Dynamic Programming

In this section, we propose an alternative method, the so-called, general dynamic programming for average cost which overcomes the limitations discussed in section 5.3.3. Despite
the fact that it is more complex, it completely solves the minimax stochastic control problem with average cost. In particular, we introduce a general dynamic programming for average cost, without imposing the assumption that for all stationary Markov control laws, and for a given total variation parameter $R$, the maximizing stochastic matrix $Q^{*} \in \mathbb{R}_{+}^{n \times n}$ is irreducible.

As we have already discussed, when considering control systems with more than one recurrent class, policy iteration algorithm may not be sufficient to give the optimal policy and the minimum cost. In addition, due to the water-filling behavior of the maximizing conditional distribution, eventually, $Q^{*}$ will be transformed into a reducible stochastic matrix. Hence, the proposed methodology of previous sections and policy iteration Algorithm 5.6, solve the minimax stochastic control with average cost only for a specific range of values of total variation parameter. The general dynamic programming equations which completely solves minimax stochastic control problem with average cost are introduced next.

## General Dynamic Programming Equations

Example 5.1 in Section 5.3.3, showed that a unique dynamic programming equation may not be sufficient to give the optimal policy and the minimum cost when there is more than one recurrent class. A general solution is obtained by introducing an additional dynamic programming equation. We refer to the pair of dynamic programming equations as general dynamic programming equations, since they completely solve the minimax stochastic control problem with average cost, and they are given by

$$
\begin{align*}
J^{*}(x) & =\inf _{u \in \mathcal{U}(x)} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \int_{\mathcal{X}} Q(d z \mid x, u) J^{*}(z)  \tag{5.63a}\\
& =\inf _{u \in \mathcal{U}(x)} \int_{\mathcal{X}} Q^{*}(d z \mid x, u) J^{*}(z)  \tag{5.63b}\\
& =\inf _{u \in \mathcal{U}(x)}\left\{\int_{\mathcal{X}} Q^{o}(d z \mid x, u) J^{*}(z)+\frac{R}{2}\left(\sup _{z \in \mathcal{X}} J^{*}(z)-\inf _{z \in \mathcal{X}} J^{*}(z)\right)\right\} \tag{5.63c}
\end{align*}
$$

and

$$
\begin{align*}
J^{*}(x)+V(x) & =\inf _{u \in \mathcal{U}(x)} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} Q(d z \mid x, u) V(z)\right\}  \tag{5.64a}\\
& =\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\int_{\mathcal{X}} Q^{*}(d z \mid x, u) V(z)\right\}  \tag{5.64b}\\
& =\inf _{u \in \mathcal{U}(x)}\left\{f(x, u)+\int_{\mathcal{X}} Q^{o}(d z \mid x, u) V(z)+\frac{R}{2}\left(\sup _{z \in \mathcal{X}} V(z)-\inf _{z \in \mathcal{X}} V(z)\right)\right\} . \tag{5.64c}
\end{align*}
$$

We refer to (5.63) as the first general dynamic programming equation and to (5.64) as the second general dynamic programming equation. The maximizing conditional distribution of
(5.63b) is given by (5.54)-(5.56), where

$$
\begin{align*}
& \mathcal{X}^{+} \triangleq\left\{x \in \mathcal{X}: J^{*}(x)=\sup \left\{J^{*}(x): x \in \mathcal{X}\right\}\right\}  \tag{5.65}\\
& \mathcal{X}^{-} \triangleq\left\{x \in \mathcal{X}: J^{*}(x)=\inf \left\{J^{*}(x): x \in \mathcal{X}\right\}\right\} . \tag{5.66}
\end{align*}
$$

Similarly, the maximizing conditional distribution of (5.64b) is given by (5.54)-(5.56), where

$$
\begin{align*}
& \mathcal{X}^{+} \triangleq\{x \in \mathcal{X}: V(x)=\sup \{V(x): x \in \mathcal{X}\}\}  \tag{5.67}\\
& \mathcal{X}^{-} \triangleq\{x \in \mathcal{X}: V(x)=\inf \{V(x): x \in \mathcal{X}\}\} \tag{5.68}
\end{align*}
$$

Definition 5.2. [32] Let $\rho$ and $h$ be real-valued measurable functions on $\mathcal{X}$ and $\varphi^{*}$ a given stationary selector. Then $\left(\rho, h, \varphi^{*}\right)$ is said to be a canonical triplet if, for every $x \in \mathcal{X}$ and $j=0,1, \ldots$

$$
\begin{align*}
& \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)+h\left(x_{j}\right)\right\} \\
& =\inf _{\pi \in \Pi^{D S}} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)+h\left(x_{j}\right)\right\}=j \rho(x)+h(x) . \tag{5.69}
\end{align*}
$$

If a stationary selector $\varphi^{*}$ is an element of a canonical triplet, then it is called canonical.
Theorem 5.7. [32] $\left(\rho, h, \varphi^{*}\right)$ is a canonical triplet if and only if, for every $x \in \mathcal{X}$,

$$
\begin{align*}
\rho(x) & =\inf _{u \in \mathcal{U}(x)} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \int_{\mathcal{X}} \rho(z) Q(d z \mid x, u) \\
& =\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \int_{\mathcal{X}} \rho(z) Q\left(d z \mid x, \varphi^{*}(x)\right) \tag{5.70}
\end{align*}
$$

and

$$
\begin{align*}
\rho(x)+h(x) & =\inf _{u \in \mathcal{U}(x)} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} h(z) Q(d z \mid x, u)\right\} \\
& =\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f\left(x, \varphi^{*}(x)\right)+\int_{\mathcal{X}} h(z) Q\left(d z \mid x, \varphi^{*}(x)\right)\right\} . \tag{5.71}
\end{align*}
$$

Note that, if $\left(\rho, h, \varphi^{*}\right)$ solve (5.70) and (5.71), then so does $\left(\rho, h+N, \varphi^{*}\right)$ for any constant $N$.

Proof. $(\Longrightarrow)$ Suppose that $\left(\rho, h, \varphi^{*}\right)$ is a canonical triplet, i.e., (5.69) holds $\forall x \in \mathcal{X}$ and $j \geq 0$. From dynamic programming equation (5.32) we have that

$$
\begin{equation*}
V_{j}(x)=\min _{u \in \mathcal{U}(x)} \max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} V_{j+1}(z) Q(d z \mid x, u)\right\} . \tag{5.72}
\end{equation*}
$$

Define $\bar{V}_{j}(x)=V_{n-j}(x),(j=0, \ldots, n)$. Then (5.72) may be written in the "forward" form

$$
\begin{equation*}
\bar{V}_{j+1}(x)=\min _{u \in \mathcal{U}(x)} \max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} \bar{V}_{j}(z) Q(d z \mid x, u)\right\} . \tag{5.73}
\end{equation*}
$$

Thus, from (5.69)

$$
(j+1) \rho(x)+h(x)=\min _{u \in \mathcal{U}(x)} \max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}}(j \rho(z)+h(z)) Q(d z \mid x, u)\right\}
$$

which yields the first equality in (5.70) when $j=0$ and multiplying by $1 / j$ and letting $j \rightarrow \infty$ it also gives the first equality in (5.71). Finally, for any deterministic stationary policy $\varphi^{*} \in \Pi^{D S}$ which satisfies (5.69), we have that

$$
(j+1) \rho(x)+h(x)=\max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f\left(x, \varphi^{*}\right)+\int_{\mathcal{X}}(j \rho(z)+h(z)) Q\left(d z \mid x, \varphi^{*}\right)\right\}
$$

which, as before, gives the second equality in (5.70) and (5.71).
$(\Longleftarrow)$ Conversely, suppose now that $\left(\rho, h, \varphi^{*}\right)$ satisfy (5.70) and (5.71). Then iteration of (5.71) using (5.70) implies, $\forall x \in \mathcal{X}$ and $j \geq 0$

$$
\begin{align*}
& j \rho(x)+h(x) \\
& =\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\iota^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}+\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\iota^{*}}}\left\{h\left(x_{j}\right)\right\} \\
& =\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)+h\left(x_{j}\right)\right\} . \tag{5.74}
\end{align*}
$$

Thus to complete the proof of (5.69) it only remains to show that

$$
\begin{align*}
\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}} & \left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)+h\left(x_{j}\right)\right\} \\
& =\inf _{\pi \in \Pi^{D S}} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)+h\left(x_{j}\right)\right\} . \tag{5.75}
\end{align*}
$$

Proceeding by induction, we note first that (5.75) is obvious when $n=0$. Suppose now that (5.75) holds for some $j \geq 0$. Then, from (5.72) and (5.74), together with the induction
hypothesis

$$
\begin{aligned}
& \bar{V}_{j}(x)= \min _{u \in \mathcal{U}(x)} \max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} \bar{V}_{j}(z) Q(d z \mid x, u)\right\} \\
&=\min _{u \in \mathcal{U}(x)} \max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}}(j \rho(z)+h(z)) Q(d z \mid x, u)\right\} \\
& \geq \min _{u \in \mathcal{U}(x)} \max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{f(x, u)+\int_{\mathcal{X}} h(z) Q(d z \mid x, u)\right\} \\
&+j \min _{u \in \mathcal{U}(x)} \max _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\left\{\int_{\mathcal{X}} \rho(z) Q(d z \mid x, u)\right\} \\
&=(j+1) \rho(x)+h(x) \\
&= \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\mathscr{L}^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)+h\left(x_{j}\right)\right\} .
\end{aligned}
$$

Hence, since the reverse inequality trivially holds, then (5.75) holds for $n+1$, and the proof is complete.

Theorem 5.8. Suppose the cost function $f$ is bounded below, and $\left(\rho, h, \varphi^{*}\right)$ be a canonical triplet.
(a) If for any $\pi \in \Pi^{D}$ and any $x \in \mathcal{X}$

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left[\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\frac{h\left(x_{j}\right)}{j}\right\}\right]=0 \tag{5.76}
\end{equation*}
$$

then $\varphi^{*}$ is an optimal strategy and $\rho$ is the average cost value function

$$
\begin{align*}
V(x)=\rho(x) & =\limsup _{j \rightarrow \infty} \frac{1}{j}\left[\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{Q^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}\right] \\
& =\lim _{j \rightarrow \infty} \frac{1}{j}\left[\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}\right] . \tag{5.77}
\end{align*}
$$

(b) Iffor any $x \in \mathcal{X}$

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sup _{\pi \in \Pi^{D}}\left[\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\frac{h\left(x_{j}\right)}{j}\right\}\right]=0 \tag{5.78}
\end{equation*}
$$

then for all $\pi$ and $x \in \mathcal{X}$

$$
\begin{align*}
\limsup _{j \rightarrow \infty} & \frac{1}{j}\left[\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}\right] \\
& \leq \liminf _{j \rightarrow \infty} \frac{1}{j}\left[\sup _{Q(\mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\tilde{\nu}}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}\right] \tag{5.79}
\end{align*}
$$

and

$$
\left.\begin{array}{rl}
\lim _{j \rightarrow \infty}\left[\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)}\right. & \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\} \\
& -\inf _{\pi \in \Pi^{D}} \tag{5.80}
\end{array} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}\right] / j=0 . .
$$

Proof. (a) From (5.69)

$$
\begin{aligned}
j \rho(x)+h(x) & =\inf _{\pi \in \Pi^{D}} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)+h\left(x_{j}\right)\right\} \\
\leq & \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}+\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{h\left(x_{j}\right)\right\}
\end{aligned}
$$

$\forall \pi \in \Pi^{D}$ and $x \in \mathcal{X}$. Hence, multiplying by $1 / j$ and taking the lim sup as $j \rightarrow \infty$

$$
\rho(x) \leq \limsup _{j \rightarrow \infty} \frac{1}{j}\left[\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\tilde{\nu}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}\right], \quad \forall \pi, x
$$

which implies

$$
\begin{equation*}
\rho(x) \leq \inf _{\pi \in \Pi^{D}} \limsup _{j \rightarrow \infty} \frac{1}{j}\left[\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}\right], \quad \forall x \tag{5.81}
\end{equation*}
$$

Furthermore, from (5.69) again

$$
\begin{aligned}
& \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)+h\left(x_{j}\right)\right\} \\
& =\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}+\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{h\left(x_{j}\right)\right\} \\
& =j \rho(x)+h(x) .
\end{aligned}
$$

Finally, multiplying by $1 / n$ and then taking both $\lim \sup$ and $\lim \inf$ as $j \rightarrow \infty$ we obtain the last two equalities in (5.77), which in turn, together with (5.81), yield the first one since

$$
\begin{aligned}
\rho(x) \leq \inf _{\pi \in \Pi^{D}} \limsup _{j \rightarrow \infty} \frac{1}{j} & \left.\sup _{Q(\mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}\right] \\
& \leq \limsup _{j \rightarrow \infty} \frac{1}{j}\left[\sup _{Q(\mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}\right]=\rho(x) .
\end{aligned}
$$

(b) From (5.69)

$$
\begin{align*}
& \inf _{\pi \in \Pi^{D}} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)+h\left(x_{j}\right)\right\}  \tag{5.82}\\
& =\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}+\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{h\left(x_{j}\right)\right\}
\end{align*}
$$

and, on the other hand,

$$
\begin{aligned}
& \inf _{\pi \in \Pi^{D}} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)+h\left(x_{j}\right)\right\} \\
& =\inf _{\pi \in \Pi^{D}}\left[\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}+\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{h\left(x_{j}\right)\right\}\right] \\
& \leq \inf _{\pi \in \Pi^{D}} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}+\sup _{\pi \in \Pi^{D}} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{h\left(x_{j}\right)\right\}
\end{aligned}
$$

Hence, if $h$ satisfies (5.78) then (5.80) is obtained. To prove (5.79), we use (5.82) to obtain

$$
\begin{aligned}
& \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}+\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{h\left(x_{j}\right)\right\} \\
& \leq \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\lambda}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}+\sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{h\left(x_{j}\right)\right\}, \quad \forall \pi, x, j
\end{aligned}
$$

so that, from (5.78)

$$
\begin{aligned}
\liminf _{j \rightarrow \infty} \frac{1}{j} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{Q^{*}}}\{ & \left.\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\} \\
& \leq \liminf _{j \rightarrow \infty} \frac{1}{j} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{o}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\} .
\end{aligned}
$$

From part (a) of Theorem 5.8, the left-hand side equals

$$
\limsup _{j \rightarrow \infty} \frac{1}{j} \sup _{Q(\cdot \mid x, u) \in \mathbf{B}_{R}\left(Q^{\circ}\right)(x, u)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\varphi^{*}}}\left\{\sum_{k=0}^{j-1} f\left(x_{k}, u_{k}\right)\right\}
$$

and hence (5.79) is obtained and the proof is complete.

### 5.3.5. General Policy Iteration Algorithm

In this section, we provide a policy iteration algorithm for average cost dynamic programming, which solves general dynamic programming equations (5.63) and (5.64). Because policy evaluation and policy improvement steps must be performed using the maximizing conditional distribution obtained under total variation distance ambiguity constraint for a pair of equations, the proposed algorithm is considerably more complex compared to Algorithm 5.6. However, as we mentioned earlier, it solves minimax stochastic control problem with average cost for all range of values of total variation parameter $R \in[0,2]$, and without imposing the irreducibility condition.

Algorithm 5.9 (General policy iteration for average-cost dynamic programming).

1. Let $m=0$ and select an arbitrary stationary Markov control law $g_{0}: \mathcal{X} \longmapsto \mathcal{U}$.
2. (Policy Evaluation) Solve the equations

$$
\begin{align*}
J_{Q^{o}}\left(g_{m}\right) & =Q^{o}\left(g_{m}\right) J_{Q^{o}}\left(g_{m}\right)  \tag{5.83}\\
J_{Q^{o}}\left(g_{m}\right)+V_{Q^{o}}\left(g_{m}\right) & =f\left(g_{m}\right)+Q^{o}\left(g_{m}\right) V_{Q^{o}}\left(g_{m}\right) \tag{5.84}
\end{align*}
$$

for $J_{Q^{\circ}}\left(g_{m}\right)$ and $V_{Q^{\circ}}\left(g_{m}\right)$. Identify the support sets based on the values of $V_{Q^{\circ}}$ using (5.67)-(5.68), and construct the matrix $Q^{*}\left(g_{m}\right)$ using (5.54)-(5.56). Solve the equations

$$
\begin{align*}
J_{Q^{*}}\left(g_{m}\right) & =Q^{*}\left(g_{m}\right) J_{Q^{*}}\left(g_{m}\right)  \tag{5.85}\\
J_{Q^{*}}\left(g_{m}\right)+V_{Q^{*}}\left(g_{m}\right) & =f\left(g_{m}\right)+Q^{*}\left(g_{m}\right) V_{Q^{*}}\left(g_{m}\right) \tag{5.86}
\end{align*}
$$

for $J_{Q^{*}}\left(g_{m}\right)$ and $V_{Q^{*}}\left(g_{m}\right)$.
3. (Policy Improvement) Let

$$
\begin{equation*}
g_{m+1}=\underset{g \in \mathbb{R}^{n}}{\operatorname{argmin}}\left\{f(g)+Q^{*}(g) V_{Q^{*}}\left(g_{m}\right)\right\} . \tag{5.87}
\end{equation*}
$$

4. If $g_{m+1}=g_{m}$ let $g^{*}=g_{m}$; else let $m=m+1$ and return to step 2 .

In Section 5.4.3, we illustrate through an example how Algorithm 5.9 is applied.

### 5.4. Examples

In this Section we illustrate the new dynamic programming equations and the corresponding policy iteration algorithms through examples. In particular, in Section 5.4.1 we present an application of the infinite horizon minimax problem for discounted cost by employing the policy iteration algorithm 5.3. In Section 5.4.2, the example under consideration is identical to the previous one, except that an average cost is considered and policy iteration algorithm 5.6 is employed. In Section 5.4.3, we illustrate an application of the infinite horizon minimax problem for average cost, however, now the stochastic control system under consideration is described by a transition probability graph which is reducible, and hence general policy iteration algorithm 5.9 is applied.

### 5.4.1. Infinite Horizon D-MCM

Here, we illustrate an application of the infinite horizon minimax problem for discounted cost, by considering the stochastic control system shown in Fig.5.2a, with state space $\mathcal{X}=$ $\{1,2,3\}$ and control set $\mathcal{U}=\left\{u_{1}, u_{2}\right\}$.

(a)

(b)

Figure 5.2.: Optimal Solution of Infinite Horizon D-MCM Example: Plot (a) depicts the transition probability graph. Plot (b) depicts the optimal value as a function of total variation parameter.

Assume the nominal transition probabilities are given under controls $u_{1}$ and $u_{2}$ by

$$
Q^{o}\left(u_{1}\right)=\frac{1}{9}\left(\begin{array}{lll}
3 & 1 & 5  \tag{5.88}\\
4 & 2 & 3 \\
1 & 6 & 2
\end{array}\right), \quad Q^{o}\left(u_{2}\right)=\frac{1}{9}\left(\begin{array}{lll}
1 & 2 & 6 \\
4 & 2 & 3 \\
4 & 1 & 4
\end{array}\right)
$$

the discount factor is $\alpha=0.9$, the total variation distance radius is $R=\frac{6}{9}$, and the cost
function under each state and action is

$$
f\left(1, u_{1}\right)=2, f\left(2, u_{1}\right)=1, f\left(3, u_{1}\right)=3, f\left(1, u_{2}\right)=0.5, f\left(2, u_{2}\right)=3, f\left(3, u_{2}\right)=0 .
$$

Using policy iteration algorithm 5.3, with initial policies $g_{0}(1)=u_{1}, g_{0}(2)=u_{2}, g_{0}(3)=$ $u_{2}$, the algorithm converge to the following optimal policy and value after two iterations.

$$
g^{*}=g_{2} \triangleq\left(\begin{array}{l}
g_{2}(1) \\
g_{2}(2) \\
g_{2}(3)
\end{array}\right)=\left(\begin{array}{l}
u_{2} \\
u_{1} \\
u_{2}
\end{array}\right), \quad V_{Q^{*}}\left(g^{*}\right)=V_{Q^{*}}\left(g_{2}\right) \triangleq\left(\begin{array}{c}
V_{Q^{*}}(1) \\
V_{Q^{*}}(2) \\
V_{Q^{*}}(3)
\end{array}\right)=\left(\begin{array}{c}
6.79 \\
7.43 \\
6.32
\end{array}\right) .
$$

Fig.5.2b depicts the optimal value functions for all possible values of $R$, and shows that, the value functions are non-decreasing and concave functions of $R$. For the analytic solution of this example, refer to Appendix D.2.

### 5.4.2. Infinite Horizon Average MCM - Policy Iteration Algorithm 5.6

This example is identical to the previous one Example 5.4.1, except that an average cost function is considered. The stochastic control system is as shown in Fig.5.2a, with state space $\mathcal{X}=\{1,2,3\}$ and $\mathcal{U}=\left\{u_{1}, u_{2}\right\}$. Assume that the nominal transition probabilities are given by (5.88). The average cost function under each state and action is

$$
f\left(1, u_{1}\right)=2, f\left(2, u_{1}\right)=1, f\left(3, u_{1}\right)=3, f\left(1, u_{2}\right)=0.5, f\left(2, u_{2}\right)=3, f\left(3, u_{2}\right)=0
$$

and the total variation distance radius is $R=\frac{6}{9}$. To obtain an optimal stationary policy of the infinite horizon minimax problem for average cost, policy iteration algorithm 5.6 is applied.

## A. Let $m=0$.

1. Select the initial policies as follows

$$
\begin{equation*}
g_{0}(1)=u_{1}, \quad g_{0}(2)=u_{2}, \quad g_{0}(3)=u_{2} . \tag{5.89}
\end{equation*}
$$

2. Solve the equation $J_{Q^{o}}\left(g_{0}\right) e+V_{Q^{o}}\left(g_{0}\right)=f\left(g_{0}\right)+Q^{o}\left(g_{0}\right) V_{Q^{o}}\left(g_{0}\right)$, for $J_{Q^{o}}\left(g_{0}\right) \in \mathbb{R}$ and $V_{Q^{o}}\left(g_{0}\right) \in \mathbb{R}^{3}$, or,

$$
\begin{aligned}
& J_{Q^{o}}\left(g_{0}\right)\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)+\left(\begin{array}{l}
V_{Q^{o}}\left(g_{0}, 1\right) \\
V_{Q^{o}}\left(g_{0}, 2\right) \\
V_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right)= \\
&\left(\begin{array}{l}
f\left(1, g_{0}(1)\right) \\
f\left(2, g_{0}(2)\right) \\
f\left(3, g_{0}(3)\right)
\end{array}\right)+\left(\begin{array}{lll}
q_{11}^{o}\left(g_{0}(1)\right) & q_{12}^{o}\left(g_{0}(1)\right) & q_{13}^{o}\left(g_{0}(1)\right) \\
q_{21}^{o}\left(g_{0}(2)\right) & q_{22}^{o}\left(g_{0}(2)\right) & q_{23}^{o}\left(g_{0}(2)\right) \\
q_{31}^{o}\left(g_{0}(3)\right) & q_{32}^{o}\left(g_{0}(3)\right) & q_{33}^{o}\left(g_{0}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{o}}\left(g_{0}, 1\right) \\
V_{Q^{o}}\left(g_{0}, 2\right) \\
V_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right)
\end{aligned}
$$

which is given by

$$
J_{Q^{o}}\left(g_{0}\right)\left(\begin{array}{c}
1 \\
1 \\
1
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{o}}\left(g_{0}, 1\right) \\
V_{Q^{o}}\left(g_{0}, 2\right) \\
V_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
2 \\
3 \\
0
\end{array}\right)+\frac{1}{9}\left(\begin{array}{ccc}
3 & 1 & 5 \\
4 & 2 & 3 \\
4 & 1 & 4
\end{array}\right)\left(\begin{array}{c}
V_{Q^{o}}\left(g_{0}, 1\right) \\
V_{Q^{o}}\left(g_{0}, 2\right) \\
V_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right) .
$$

Since $V_{Q^{o}}\left(g_{0}\right)$ is uniquely determined up to an additive constant, let $V_{Q^{o}}\left(g_{0}, 3\right)=0$. The solution is

$$
\left(\begin{array}{c}
V_{Q^{o}}\left(g_{0}, 1\right)  \tag{5.90}\\
V_{Q^{o}}\left(g_{0}, 2\right) \\
V_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
1.8 \\
3.375 \\
0
\end{array}\right), \quad J_{Q^{o}}\left(g_{o}\right)=1.175
$$

Note that, $V_{Q^{\circ}} \triangleq\left\{V_{Q^{\circ}}(1), V_{Q^{\circ}}(2), V_{Q^{o}}(3)\right\},|\mathcal{X}|=3$, and hence $\mathcal{X}^{+}=\{2\}, \mathcal{X}^{-}=\{3\}$ and $\mathcal{X}_{1}=\{1\}$. Since the nominal transition probabilities are given by (5.88), the total variation distance is equal to $R=6 / 9$ and the resulting partition is the same as in the initialization step of Example 5.4.1 (see Appendix D.2) then $Q^{*}\left(u_{1}\right)$ and $Q^{*}\left(u_{2}\right)$ are given by (D.3) and (D.4), respectively. The transition probability graph of $Q^{*}$, under controls $u_{1}$ and $u_{2}$, is depicted in Fig.5.3. Note that, under both controls, matrix $Q^{*}(u)$ remains irreducible.

Next, we proceed to solve the equation $J_{Q^{*}}\left(g_{0}\right) e+V_{Q^{*}}\left(g_{0}\right)=f\left(g_{0}\right)+Q^{*}\left(g_{0}\right) V_{Q^{*}}\left(g_{0}\right)$, for $J_{Q^{*}}\left(g_{0}\right) \in \mathbb{R}$ and $V_{Q^{*}}\left(g_{0}\right) \in \mathbb{R}^{3}$, or,

$$
\begin{aligned}
& J_{Q^{*}}\left(g_{0}\right)\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)+\left(\begin{array}{l}
V_{Q^{*}}\left(g_{0}, 1\right) \\
V_{Q^{*}}\left(g_{0}, 2\right) \\
V_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)= \\
&\left(\begin{array}{l}
f\left(1, g_{0}(1)\right) \\
f\left(2, g_{0}(2)\right) \\
f\left(3, g_{0}(3)\right)
\end{array}\right)+\left(\begin{array}{lll}
q_{11}^{*}\left(g_{0}(1)\right) & q_{12}^{*}\left(g_{0}(1)\right) & q_{13}^{*}\left(g_{0}(1)\right) \\
q_{21}^{*}\left(g_{0}(2)\right) & q_{22}^{*}\left(g_{0}(2)\right) & q_{23}^{*}\left(g_{0}(2)\right) \\
q_{31}^{*}\left(g_{0}(3)\right) & q_{32}^{*}\left(g_{0}(3)\right) & q_{33}^{*}\left(g_{0}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{*}}\left(g_{0}, 1\right) \\
V_{Q^{*}}\left(g_{0}, 2\right) \\
V_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)
\end{aligned}
$$

which is given by

$$
J_{Q^{*}}\left(g_{0}\right)\left(\begin{array}{c}
1 \\
1 \\
1
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{*}}\left(g_{0}, 1\right) \\
V_{Q^{*}}\left(g_{0}, 2\right) \\
V_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
2 \\
3 \\
0
\end{array}\right)+\frac{1}{9}\left(\begin{array}{ccc}
3 & 4 & 2 \\
4 & 5 & 0 \\
4 & 4 & 1
\end{array}\right)\left(\begin{array}{c}
V_{Q^{*}}\left(g_{0}, 1\right) \\
V_{Q^{*}}\left(g_{0}, 2\right) \\
V_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)
$$

Since $V_{Q^{*}}\left(g_{0}\right)$ is uniquely determined up to an additive constant, let $V_{Q^{*}}\left(g_{0}, 3\right)=0$. The solution is

$$
\left(\begin{array}{c}
V_{Q^{*}}\left(g_{0}, 1\right)  \tag{5.91}\\
V_{Q^{*}}\left(g_{0}, 2\right) \\
V_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
1.8 \\
3.375 \\
0
\end{array}\right), \quad J_{Q^{*}}\left(g_{0}\right)=2.3
$$


(a)

(b)

Figure 5.3.: Transition Probability Graph of $Q^{*}$ under controls $u_{1}$ and $u_{2}$. Plot (a) depicts matrix $Q^{*}$ under control $u_{1}$. Plot (b) depicts matrix $Q^{*}$ under control $u_{2}$.
3. Let $g_{1}=\operatorname{argmin}_{g \in \mathbb{R}^{3}}\left\{f(g)+Q^{*}(g) V_{Q^{*}}\left(g_{0}\right)\right\}$, that is,

$$
\begin{aligned}
& g_{1}(1)= \operatorname{argmin}\left\{f\left(1, u_{1}\right)+g_{11}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{12}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{13}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 3\right)\right. \\
&\left.f\left(1, u_{2}\right)+g_{11}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{12}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{13}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 3\right)\right\} \\
&=\operatorname{argmin}\{4.099,2.573\}=\{2\} . \quad \text { Hence, } g_{1}(1)=u_{2} . \\
& g_{1}(2)=\operatorname{argmin}\left\{f\left(2, u_{1}\right)+g_{21}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{22}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{23}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 3\right)\right. \\
&\left.f\left(2, u_{2}\right)+g_{21}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{22}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{23}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 3\right)\right\} \\
&=\operatorname{argmin}\{3.673,5.673\}=\{1\} . \quad \text { Hence, } g_{1}(2)=u_{1} .
\end{aligned}
$$

$$
\begin{aligned}
& g_{1}(3)= \operatorname{argmin}\left\{f\left(3, u_{1}\right)+g_{31}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{32}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{33}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 3\right)\right. \\
&\left.f\left(3, u_{2}\right)+g_{31}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{32}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{33}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 3\right)\right\} \\
&=\operatorname{argmin}\{6.375,2.3\}=\{2\} . \quad \text { Hence, } g_{1}(3)=u_{2} .
\end{aligned}
$$

Since, $g_{1} \neq g_{0}$, let $m=1$ and return to step 2 .

## B. Let $m=1$.

2. Solve the equation $J_{Q^{\circ}}\left(g_{1}\right) e+V_{Q^{o}}\left(g_{1}\right)=f\left(g_{1}\right)+Q^{o}\left(g_{1}\right) V_{Q^{o}}\left(g_{1}\right)$, for $J_{Q^{o}}\left(g_{1}\right) \in \mathbb{R}$ and $V_{Q^{\circ}}\left(g_{1}\right) \in \mathbb{R}^{3}$, or,

$$
\begin{aligned}
J_{Q^{o}}\left(g_{1}\right) & \left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)+\left(\begin{array}{l}
V_{Q^{o}}\left(g_{1}, 1\right) \\
V_{Q^{o}}\left(g_{1}, 2\right) \\
V_{Q^{o}}\left(g_{1}, 3\right)
\end{array}\right)= \\
& \left(\begin{array}{l}
f\left(1, g_{1}(1)\right) \\
f\left(2, g_{1}(2)\right) \\
f\left(3, g_{1}(3)\right)
\end{array}\right)+\left(\begin{array}{lll}
q_{11}^{o}\left(g_{1}(1)\right) & q_{12}^{o}\left(g_{1}(1)\right) & q_{13}^{o}\left(g_{1}(1)\right) \\
q_{21}^{o}\left(g_{1}(2)\right) & q_{22}^{o}\left(g_{1}(2)\right) & q_{23}^{o}\left(g_{1}(2)\right) \\
q_{31}^{o}\left(g_{1}(3)\right) & q_{32}^{o}\left(g_{1}(3)\right) & q_{33}^{o}\left(g_{1}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{o}}\left(g_{0}, 1\right) \\
V_{Q^{o}}\left(g_{0}, 2\right) \\
V_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right)
\end{aligned}
$$

which is given by

$$
J_{Q^{\circ}}\left(g_{1}\right)\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{\circ}}\left(g_{1}, 1\right) \\
V_{Q^{\circ}}\left(g_{1}, 2\right) \\
V_{Q^{\circ}}\left(g_{1}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
0.5 \\
1 \\
0
\end{array}\right)+\frac{1}{9}\left(\begin{array}{lll}
1 & 2 & 6 \\
4 & 2 & 3 \\
4 & 1 & 4
\end{array}\right)\left(\begin{array}{c}
V_{Q^{\circ}}\left(g_{1}, 1\right) \\
V_{Q^{\circ}}\left(g_{1}, 2\right) \\
V_{Q^{\circ}}\left(g_{1}, 3\right)
\end{array}\right) .
$$

Let $V_{Q^{\circ}}\left(g_{1}, 3\right)=0$. The solution is

$$
\left(\begin{array}{c}
V_{Q^{o}}\left(g_{1}, 1\right)  \tag{5.92}\\
V_{Q^{o}}\left(g_{1}, 2\right) \\
V_{Q^{o}}\left(g_{1}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
0.468 \\
1.125 \\
0
\end{array}\right), \quad J_{Q^{o}}\left(g_{o}\right)=0.333
$$

Therefore, $\mathcal{X}^{+}=\{2\}, \mathcal{X}^{-}=\{3\}$ and $\mathcal{X}_{1}=\{1\}$. Since the partition is the same as in $m=0$ then $Q^{*}\left(u_{1}\right)$ and $Q^{*}\left(u_{2}\right)$ are given by (D.3) and (D.4), respectively.

Solve the equation $J_{Q^{*}}\left(g_{1}\right) e+V_{Q^{*}}\left(g_{1}\right)=f\left(g_{1}\right)+Q^{*}\left(g_{1}\right) V_{Q^{*}}\left(g_{1}\right)$, for $J_{Q^{*}}\left(g_{1}\right) \in \mathbb{R}$ and $V_{Q^{*}}\left(g_{1}\right) \in \mathbb{R}^{3}$, or,

$$
\begin{aligned}
& J_{Q^{*}}\left(g_{1}\right)\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{*}}\left(g_{1}, 1\right) \\
V_{Q^{*}}\left(g_{1}, 2\right) \\
V_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right)= \\
&\left(\begin{array}{l}
f\left(1, g_{1}(1)\right) \\
f\left(2, g_{1}(2)\right) \\
f\left(3, g_{1}(3)\right)
\end{array}\right)+\left(\begin{array}{lll}
q_{11}^{*}\left(g_{1}(1)\right) & q_{12}^{*}\left(g_{1}(1)\right) & q_{13}^{*}\left(g_{1}(1)\right) \\
q_{21}^{*}\left(g_{1}(2)\right) & q_{22}^{*}\left(g_{1}(2)\right) & q_{23}^{*}\left(g_{1}(2)\right) \\
q_{31}^{*}\left(g_{1}(3)\right) & q_{32}^{*}\left(g_{1}(3)\right) & q_{33}^{*}\left(g_{1}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{*}}\left(g_{1}, 1\right) \\
V_{Q^{*}}\left(g_{1}, 2\right) \\
V_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right)
\end{aligned}
$$

which is given by

$$
J_{Q^{*}}\left(g_{1}\right)\left(\begin{array}{c}
1 \\
1 \\
1
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{*}}\left(g_{1}, 1\right) \\
V_{Q^{*}}\left(g_{1}, 2\right) \\
V_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
0.5 \\
1 \\
0
\end{array}\right)+\frac{1}{9}\left(\begin{array}{ccc}
1 & 5 & 3 \\
4 & 5 & 0 \\
4 & 4 & 1
\end{array}\right)\left(\begin{array}{c}
V_{Q^{*}}\left(g_{1}, 1\right) \\
V_{Q^{*}}\left(g_{1}, 2\right) \\
V_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right) .
$$

Let $V_{Q^{*}}\left(g_{1}, 3\right)=0$. The solution is

$$
\left(\begin{array}{c}
V_{Q^{*}}\left(g_{1}, 1\right)  \tag{5.93}\\
V_{Q^{*}}\left(g_{1}, 2\right) \\
V_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
0.468 \\
1.125 \\
0
\end{array}\right), \quad J_{Q^{*}}\left(g_{1}\right)=0.708
$$

3. Let $g_{2}=\operatorname{argmin}_{g \in \mathbb{R}^{3}}\left\{f(g)+Q^{*}(g) V_{Q^{*}}\left(g_{1}\right)\right\}$, that is,

$$
\begin{aligned}
& g_{2}(1)=\operatorname{argmin}\left\{f\left(1, u_{1}\right)+g_{11}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{12}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{13}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 3\right)\right. \\
&\left.f\left(1, u_{2}\right)+g_{11}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{12}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{13}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 3\right)\right\} \\
&=\operatorname{argmin}\{2.656,1.177\}=\{2\} . \quad \text { Hence, } g_{2}(1)=u_{2} . \\
& g_{2}(2)=\operatorname{argmin}\left\{f\left(2, u_{1}\right)+g_{21}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{22}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{23}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 3\right)\right. \\
&\left.f\left(2, u_{2}\right)+g_{21}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{22}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{23}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 3\right)\right\} \\
&=\operatorname{argmin}\{1.831,3.831\}=\{1\} . \quad \text { Hence, } g_{2}(2)=u_{1} . \\
& g_{2}(3)=\operatorname{argmin}\left\{f\left(3, u_{1}\right)+g_{31}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{32}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{33}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 3\right)\right. \\
&\left.f\left(3, u_{2}\right)+g_{31}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{32}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{33}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 3\right)\right\} \\
&=\operatorname{argmin}\{4.125,0.708\}=\{2\} . \quad \text { Hence, } g_{2}(3)=u_{2} .
\end{aligned}
$$

4. Because, $g_{2}=g_{1}$, then $g^{*}=g_{1}$ is an optimal control law with $J_{Q^{*}}=0.708, V_{Q^{*}}(1)=$ $0.468, V_{Q^{*}}(2)=1.125$ and $V_{Q^{*}}(3)=0$.

### 5.4.3. Infinite Horizon Average MCM - General Policy Iteration <br> Algorithm 5.9

In this example, we illustrate an application of the infinite horizon minimax problem for average cost, by considering the stochastic control system shown in Fig.5.4, with $\mathcal{X}=\{1,2,3\}$ and control set $\mathcal{U}=\left\{u_{1}, u_{2}\right\}$. The essential difference between this example and the previous one, is that here, the stochastic control system under consideration is described by a

(a) Matrix $Q^{o}$ under control $u_{1}$

(b) Matrix $Q^{o}$ under control $u_{2}$

Figure 5.4.: Transition Probability Graph of $Q^{o}$ under controls $u_{1}$ and $u_{2}$
transition probability graph which is reducible, and hence general policy iteration algorithm 5.9 is applied.

Assume the nominal transition probabilities are given under controls $u_{1}$ and $u_{2}$ by

$$
Q^{o}\left(u_{1}\right)=\frac{1}{9}\left(\begin{array}{ccc}
0 & 5 & 4  \tag{5.94}\\
0 & 9 & 0 \\
0 & 0 & 9
\end{array}\right), \quad Q^{o}\left(u_{2}\right)=\frac{1}{9}\left(\begin{array}{ccc}
2 & 7 & 0 \\
3 & 6 & 0 \\
8 & 0 & 1
\end{array}\right)
$$

the total variation distance radius is $R=14 / 9$, and the cost function under each state and action is

$$
f\left(1, u_{1}\right)=2, f\left(2, u_{1}\right)=1, f\left(3, u_{1}\right)=3, f\left(1, u_{2}\right)=0.5, f\left(2, u_{2}\right)=3, f\left(3, u_{2}\right)=0
$$

## A. Let $m=0$.

1. Select the initial policies as follows

$$
\begin{equation*}
g_{0}(1)=u_{1}, \quad g_{0}(2)=u_{1}, \quad g_{0}(3)=u_{1} . \tag{5.95}
\end{equation*}
$$

2. Solve the equation $J_{Q^{o}}\left(g_{0}\right)=Q^{o}\left(g_{0}\right) J_{Q^{o}}\left(g_{0}\right)$, or,

$$
\begin{aligned}
\left(\begin{array}{c}
J_{Q^{o}}\left(g_{0}, 1\right) \\
J_{Q^{o}}\left(g_{0}, 2\right) \\
J_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right) & =\left(\begin{array}{lll}
q_{11}^{o}\left(g_{0}(1)\right) & q_{12}^{o}\left(g_{0}(1)\right) & q_{13}^{o}\left(g_{0}(1)\right) \\
q_{21}^{o}\left(g_{0}(2)\right) & q_{22}^{o}\left(g_{0}(2)\right) & q_{23}^{o}\left(g_{0}(2)\right) \\
q_{31}^{o}\left(g_{0}(3)\right) & q_{32}^{o}\left(g_{0}(3)\right) & q_{33}^{o}\left(g_{0}(3)\right)
\end{array}\right)\left(\begin{array}{c}
J_{Q^{o}}\left(g_{0}, 1\right) \\
J_{Q^{o}}\left(g_{0}, 2\right) \\
J_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right) \\
& =\frac{1}{9}\left(\begin{array}{lll}
0 & 5 & 4 \\
0 & 9 & 0 \\
0 & 0 & 9
\end{array}\right)\left(\begin{array}{l}
J_{Q^{o}}\left(g_{0}, 1\right) \\
J_{Q^{o}}\left(g_{0}, 2\right) \\
J_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right)
\end{aligned}
$$

The optimality equations (5.83) are

$$
\begin{align*}
J_{Q^{o}}\left(g_{0}, 1\right) & =\frac{5}{9} J_{Q^{o}}\left(g_{0}, 2\right)+\frac{4}{9} J_{Q^{o}}\left(g_{0}, 3\right)  \tag{5.96a}\\
J_{Q^{\circ}}\left(g_{0}, 2\right) & =J_{Q^{\circ}}\left(g_{0}, 2\right)  \tag{5.96b}\\
J_{Q^{o}}\left(g_{0}, 3\right) & =J_{Q^{o}}\left(g_{0}, 3\right) \tag{5.96c}
\end{align*}
$$

Next, solve the equation $J_{Q^{o}}\left(g_{0}\right)+V_{Q^{o}}\left(g_{0}\right)=f\left(g_{0}\right)+Q^{o}\left(g_{0}\right) V_{Q^{o}}\left(g_{0}\right)$, for $J_{Q^{o}}\left(g_{0}\right) \in \mathbb{R}^{3}$ and $V_{Q^{\circ}}\left(g_{0}\right) \in \mathbb{R}^{3}$, or,

$$
\begin{aligned}
& \left(\begin{array}{l}
J_{Q^{\circ}}\left(g_{0}, 1\right) \\
J_{Q^{o}}\left(g_{0}, 2\right) \\
J_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{o}}\left(g_{0}, 1\right) \\
V_{Q^{o}}\left(g_{0}, 2\right) \\
V_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right)= \\
& \quad\left(\begin{array}{l}
f\left(1, g_{0}(1)\right) \\
f\left(2, g_{0}(2)\right) \\
f\left(3, g_{0}(3)\right)
\end{array}\right)+\left(\begin{array}{lll}
q_{11}^{o}\left(g_{0}(1)\right) & q_{12}^{o}\left(g_{0}(1)\right) & q_{13}^{o}\left(g_{0}(1)\right) \\
q_{21}^{o}\left(g_{0}(2)\right) & q_{22}^{o}\left(g_{0}(2)\right) & q_{23}^{o}\left(g_{0}(2)\right) \\
q_{31}^{o}\left(g_{0}(3)\right) & q_{32}^{o}\left(g_{0}(3)\right) & q_{33}^{o}\left(g_{0}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{o}}\left(g_{0}, 1\right) \\
V_{Q^{o}}\left(g_{0}, 2\right) \\
V_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right)
\end{aligned}
$$

which is given by

$$
\left(\begin{array}{c}
J_{Q^{\circ}}\left(g_{0}, 1\right) \\
J_{Q^{\circ}}\left(g_{0}, 2\right) \\
J_{Q^{\circ}}\left(g_{0}, 3\right)
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{o}}\left(g_{0}, 1\right) \\
V_{Q^{\circ}}\left(g_{0}, 2\right) \\
V_{Q^{o}}\left(g_{0}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
2 \\
1 \\
3
\end{array}\right)+\frac{1}{9}\left(\begin{array}{ccc}
0 & 5 & 4 \\
0 & 9 & 0 \\
0 & 0 & 9
\end{array}\right)\left(\begin{array}{c}
V_{Q^{\circ}}\left(g_{0}, 1\right) \\
V_{Q^{\circ}}\left(g_{0}, 2\right) \\
V_{Q^{\circ}}\left(g_{0}, 3\right)
\end{array}\right)
$$

The optimality equations (5.84) are given by

$$
\begin{align*}
& J_{Q^{o}}\left(g_{0}, 1\right)+V_{Q^{\circ}}\left(g_{0}, 1\right)=2+\frac{5}{9} V_{Q^{\circ}}\left(g_{0}, 2\right)+\frac{4}{9} V_{Q^{o}}\left(g_{0}, 3\right)  \tag{5.97a}\\
& J_{Q^{\circ}}\left(g_{0}, 2\right)+V_{Q^{\circ}}\left(g_{0}, 2\right)=1+V_{Q^{\circ}}\left(g_{0}, 2\right)  \tag{5.97b}\\
& J_{Q^{o}}\left(g_{0}, 3\right)+V_{Q^{o}}\left(g_{0}, 3\right)=3+V_{Q^{o}}\left(g_{0}, 3\right) \tag{5.97c}
\end{align*}
$$

The solution of (5.96) and (5.97) has

$$
\begin{array}{lll}
V_{Q^{o}}\left(g_{0}, 1\right)=\frac{1}{9}+\frac{5}{9} \alpha+\frac{4}{9} \beta, & V_{Q^{o}}\left(g_{0}, 2\right)=\alpha, & V_{Q^{o}}\left(g_{0}, 3\right)=\beta \\
J_{Q^{o}}\left(g_{0}, 1\right)=1.888, & J_{Q^{o}}\left(g_{0}, 2\right)=1, & J_{Q^{o}}\left(g_{0}, 3\right)=3 .
\end{array}
$$

Setting $\alpha=1$ and $\beta=0$ yields

$$
V_{Q^{o}}\left(g_{0}, 1\right)=0.666, \quad V_{Q^{o}}\left(g_{0}, 2\right)=1, \quad V_{Q^{o}}\left(g_{0}, 3\right)=0
$$

Note that, $V_{Q^{o}}=\left\{V_{Q^{o}}(1), V_{Q^{o}}(2), V_{Q^{o}}(3)\right\}$, and hence the support sets based on the values of $V_{Q^{o}}$ are $\mathcal{X}^{+}=\{2\}, \mathcal{X}^{-}=\{3\}$ and $\mathcal{X}_{1}=\{1\}$. Once the partition is been identified, (5.54)-(5.56) is applied to obtain

$$
\begin{align*}
Q^{*}\left(u_{1}\right) & =\left(\begin{array}{lll}
\left(q_{11}^{o}\left(u_{1}\right)-\left(\frac{R}{2}-q_{13}^{o}\left(u_{1}\right)\right)^{+}\right)^{+} & \min \left(1, q_{12}^{o}\left(u_{1}\right)+\frac{R}{2}\right) & \left(q_{13}^{o}\left(u_{1}\right)-\frac{R}{2}\right)^{+} \\
\left(q_{21}^{o}\left(u_{1}\right)-\left(\frac{R}{2}-q_{23}^{o}\left(u_{1}\right)\right)^{+}\right)^{+} & \min \left(1, q_{22}^{o}\left(u_{1}\right)+\frac{R}{2}\right) & \left(q_{23}^{o}\left(u_{1}\right)-\frac{R}{2}\right)^{+} \\
\left(q_{31}^{o}\left(u_{1}\right)-\left(\frac{R}{2}-q_{33}^{o}\left(u_{1}\right)\right)^{+}\right)^{+} & \min \left(1, q_{32}^{o}\left(u_{1}\right)+\frac{R}{2}\right) & \left(q_{33}^{o}\left(u_{1}\right)-\frac{R}{2}\right)^{+}
\end{array}\right) \\
& =\frac{1}{9}\left(\begin{array}{lll}
0 & 9 & 0 \\
0 & 9 & 0 \\
0 & 7 & 2
\end{array}\right) \tag{5.98}
\end{align*}
$$

and

$$
\begin{align*}
& Q^{*}\left(u_{2}\right)=\left(\begin{array}{lll}
\left(q_{11}^{o}\left(u_{2}\right)-\left(\frac{R}{2}-q_{13}^{o}\left(u_{2}\right)\right)^{+}\right)^{+} & \min \left(1, q_{12}^{o}\left(u_{2}\right)+\frac{R}{2}\right) & \left(q_{13}^{o}\left(u_{2}\right)-\frac{R}{2}\right)^{+} \\
\left(q_{21}^{o}\left(u_{2}\right)-\left(\frac{R}{2}-q_{23}^{o}\left(u_{2}\right)\right)^{+}\right)^{+} & \min \left(1, q_{22}^{o}\left(u_{2}\right)+\frac{R}{2}\right) & \left(q_{23}^{o}\left(u_{2}\right)-\frac{R}{2}\right)^{+} \\
\left(q_{31}^{o}\left(u_{2}\right)-\left(\frac{R}{2}-q_{33}^{o}\left(u_{2}\right)\right)^{+}\right)^{+} & \min \left(1, q_{32}^{o}\left(u_{2}\right)+\frac{R}{2}\right) & \left(q_{33}^{o}\left(u_{2}\right)-\frac{R}{2}\right)^{+}
\end{array}\right) \\
& \quad=\frac{1}{9}\left(\begin{array}{lll}
0 & 9 & 0 \\
0 & 9 & 0 \\
2 & 7 & 0
\end{array}\right) . \tag{5.99}
\end{align*}
$$

Next, solve the equation $J_{Q^{*}}\left(g_{0}\right)=Q^{*}\left(g_{0}\right) J_{Q^{*}}\left(g_{0}\right)$, or,

$$
\begin{aligned}
\left(\begin{array}{c}
J_{Q^{*}}\left(g_{0}, 1\right) \\
J_{Q^{*}}\left(g_{0}, 2\right) \\
J_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right) & =\left(\begin{array}{lll}
q_{11}^{*}\left(g_{0}(1)\right) & q_{12}^{*}\left(g_{0}(1)\right) & q_{13}^{*}\left(g_{0}(1)\right) \\
q_{21}^{*}\left(g_{0}(2)\right) & q_{22}^{*}\left(g_{0}(2)\right) & q_{23}^{*}\left(g_{0}(2)\right) \\
q_{31}^{*}\left(g_{0}(3)\right) & q_{32}^{*}\left(g_{0}(3)\right) & q_{33}^{*}\left(g_{0}(3)\right)
\end{array}\right)\left(\begin{array}{c}
J_{Q^{*}}\left(g_{0}, 1\right) \\
J_{Q^{*}}\left(g_{0}, 2\right) \\
J_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right) \\
& =\frac{1}{9}\left(\begin{array}{lll}
0 & 9 & 0 \\
0 & 9 & 0 \\
0 & 7 & 2
\end{array}\right)\left(\begin{array}{c}
J_{Q^{*}}\left(g_{0}, 1\right) \\
J_{Q^{*}}\left(g_{0}, 2\right) \\
J_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)
\end{aligned}
$$

The optimality equations (5.85) are

$$
\begin{align*}
J_{Q^{*}}\left(g_{0}, 1\right) & =J_{Q^{*}}\left(g_{0}, 2\right),  \tag{5.100a}\\
J_{Q^{*}}\left(g_{0}, 2\right) & =J_{Q^{*}}\left(g_{0}, 2\right),  \tag{5.100b}\\
J_{Q^{*}}\left(g_{0}, 3\right) & =\frac{7}{9} J_{Q^{*}}\left(g_{0}, 2\right)+\frac{2}{9} J_{Q^{*}}\left(g_{0}, 3\right) \tag{5.100c}
\end{align*}
$$

and hence, $J_{Q^{*}}\left(g_{0}, 1\right)=J_{Q^{*}}\left(g_{0}, 2\right)=J_{Q^{*}}\left(g_{0}, 3\right)$.
Next, solve the equation $J_{Q^{*}}\left(g_{0}\right)+V_{Q^{*}}\left(g_{0}\right)=f\left(g_{0}\right)+Q^{*}\left(g_{0}\right) V_{Q^{*}}\left(g_{0}\right)$, for $J_{Q^{*}}\left(g_{0}\right) \in \mathbb{R}^{3}$ and $V_{Q^{*}}\left(g_{0}\right) \in \mathbb{R}^{3}$, or,

$$
\begin{aligned}
& \left(\begin{array}{c}
J_{Q^{*}}\left(g_{0}, 1\right) \\
J_{Q^{*}}\left(g_{0}, 2\right) \\
J_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)+\left(\begin{array}{l}
V_{Q^{*}}\left(g_{0}, 1\right) \\
V_{Q^{*}}\left(g_{0}, 2\right) \\
V_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)= \\
& \quad\left(\begin{array}{l}
f\left(1, g_{0}(1)\right) \\
f\left(2, g_{0}(2)\right) \\
f\left(3, g_{0}(3)\right)
\end{array}\right)+\left(\begin{array}{lll}
q_{11}^{*}\left(g_{0}(1)\right) & q_{12}^{*}\left(g_{0}(1)\right) & q_{13}^{*}\left(g_{0}(1)\right) \\
q_{21}^{*}\left(g_{0}(2)\right) & q_{22}^{*}\left(g_{0}(2)\right) & q_{23}^{*}\left(g_{0}(2)\right) \\
q_{31}^{*}\left(g_{0}(3)\right) & q_{32}^{*}\left(g_{0}(3)\right) & q_{33}^{*}\left(g_{0}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{*}}\left(g_{0}, 1\right) \\
V_{Q^{*}}\left(g_{0}, 2\right) \\
V_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)
\end{aligned}
$$

which is given by

$$
\left(\begin{array}{c}
J_{Q^{*}}\left(g_{0}, 1\right) \\
J_{Q^{*}}\left(g_{0}, 2\right) \\
J_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{*}}\left(g_{0}, 1\right) \\
V_{Q^{*}}\left(g_{0}, 2\right) \\
V_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
2 \\
1 \\
3
\end{array}\right)+\frac{1}{9}\left(\begin{array}{ccc}
0 & 9 & 0 \\
0 & 9 & 0 \\
0 & 7 & 2
\end{array}\right)\left(\begin{array}{c}
V_{Q^{*}}\left(g_{0}, 1\right) \\
V_{Q^{*}}\left(g_{0}, 2\right) \\
V_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right)
$$

The optimality equations (5.86) are given by

$$
\begin{align*}
J_{Q^{*}}\left(g_{0}, 1\right)+V_{Q^{*}}\left(g_{0}, 1\right) & =2+V_{Q^{*}}\left(g_{0}, 2\right)  \tag{5.101a}\\
J_{Q^{*}}\left(g_{0}, 2\right)+V_{Q^{*}}\left(g_{0}, 2\right) & =1+V_{Q^{*}}\left(g_{0}, 2\right)  \tag{5.101b}\\
J_{Q^{*}}\left(g_{0}, 3\right)+V_{Q^{*}}\left(g_{0}, 3\right) & =3+\frac{7}{9} V_{Q^{*}}\left(g_{0}, 2\right)+\frac{2}{9} V_{Q^{*}}\left(g_{0}, 3\right) \tag{5.101c}
\end{align*}
$$

The solution of (5.100) and (5.101) has

$$
\begin{array}{lll}
V_{Q^{*}}\left(g_{0}, 1\right)=1+\alpha, & V_{Q^{*}}\left(g_{0}, 2\right)=\alpha, & V_{Q^{*}}\left(g_{0}, 3\right)=\frac{18}{7}+\alpha, \\
J_{Q^{*}}\left(g_{0}, 1\right)=1, & J_{Q^{*}}\left(g_{0}, 2\right)=1, & J_{Q^{*}}\left(g_{0}, 3\right)=1
\end{array}
$$

Setting $\alpha=1$ yields

$$
V_{Q^{*}}\left(g_{0}, 1\right)=2, \quad V_{Q^{*}}\left(g_{0}, 2\right)=1, \quad V_{Q^{*}}\left(g_{0}, 3\right)=3.57 .
$$

3. Let $g_{1}=\operatorname{argmin}_{g \in \mathbb{R}^{3}}\left\{f(g)+Q^{*}(g) V_{Q^{*}}\left(g_{0}\right)\right\}$, that is,

$$
\begin{aligned}
& g_{1}(1)= \\
& \quad \operatorname{argmin}\{ \\
& \\
& f\left(1, u_{1}\right)+g_{11}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{12}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{13}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 3\right), \\
& \\
& \left.\quad f\left(1, u_{2}\right)+g_{11}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{12}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{13}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 3\right)\right\} \\
& = \\
& \operatorname{argmin}\{3,1.5\}=\{2\} . \quad \text { Hence, } g_{1}(1)=u_{2} .
\end{aligned}
$$

$$
\begin{aligned}
& g_{1}(2)= \operatorname{argmin}\{ \\
& f\left(2, u_{1}\right)+g_{21}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{22}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{23}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 3\right), \\
&\left.f\left(2, u_{2}\right)+g_{21}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{22}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{23}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 3\right)\right\} \\
&= \operatorname{argmin}\{2,4\}=\{1\} . \quad \text { Hence, } g_{1}(2)=u_{1} . \\
& g_{1}(3)= \operatorname{argmin}\{ \\
& f\left(3, u_{1}\right)+g_{31}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{32}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{33}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{0}, 3\right), \\
&\left.f\left(3, u_{2}\right)+g_{31}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 1\right)+g_{32}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 2\right)+g_{33}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{0}, 3\right)\right\} \\
&= \operatorname{argmin}\{4.57,1.222\}=\{2\} . \quad \text { Hence, } g_{1}(3)=u_{2} .
\end{aligned}
$$

Since $g_{1} \neq g_{0}$, let $m=1$ and return to step 2.

## B. Let $m=1$.

2. Solve the equation $J_{Q^{o}}\left(g_{1}\right)=Q^{o}\left(g_{1}\right) J_{Q^{o}}\left(g_{1}\right)$, or,

$$
\begin{aligned}
\left(\begin{array}{c}
J_{Q^{\circ}}\left(g_{1}, 1\right) \\
J_{Q^{o}}\left(g_{1}, 2\right) \\
J_{Q^{\circ}}\left(g_{1}, 3\right)
\end{array}\right) & =\left(\begin{array}{lll}
q_{11}^{o}\left(g_{1}(1)\right) & q_{12}^{o}\left(g_{1}(1)\right) & q_{13}^{o}\left(g_{1}(1)\right) \\
q_{21}^{o}\left(g_{1}(2)\right) & q_{22}^{o}\left(g_{1}(2)\right) & q_{23}^{o}\left(g_{1}(2)\right) \\
q_{31}^{o}\left(g_{1}(3)\right) & q_{32}^{o}\left(g_{1}(3)\right) & q_{33}^{o}\left(g_{1}(3)\right)
\end{array}\right)\left(\begin{array}{c}
J_{Q^{\circ}}\left(g_{1}, 1\right) \\
J_{Q^{o}}\left(g_{1}, 2\right) \\
J_{Q^{o}}\left(g_{1}, 3\right)
\end{array}\right) \\
& =\frac{1}{9}\left(\begin{array}{lll}
2 & 7 & 0 \\
0 & 9 & 0 \\
8 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
J_{Q^{\circ}}\left(g_{1}, 1\right) \\
J_{Q^{o}}\left(g_{1}, 2\right) \\
J_{Q^{o}}\left(g_{1}, 3\right)
\end{array}\right) .
\end{aligned}
$$

The optimality equations (5.83) are

$$
\begin{align*}
& J_{Q^{\circ}}\left(g_{1}, 1\right)=\frac{2}{9} J_{Q^{\circ}}\left(g_{1}, 1\right)+\frac{7}{9} J_{Q^{\circ}}\left(g_{1}, 2\right),  \tag{5.102a}\\
& J_{Q^{\circ}}\left(g_{1}, 2\right)=J_{Q^{\circ}}\left(g_{1}, 2\right)  \tag{5.102b}\\
& J_{Q^{\circ}}\left(g_{1}, 3\right)=\frac{8}{9} J_{Q^{\circ}}\left(g_{1}, 1\right)+\frac{1}{9} J_{Q^{\circ}}\left(g_{1}, 3\right) . \tag{5.102c}
\end{align*}
$$

and hence, $J_{Q^{\circ}}\left(g_{1}, 1\right)=J_{Q^{\circ}}\left(g_{1}, 2\right)=J_{Q^{\circ}}\left(g_{1}, 3\right)$.
Next, solve the equation $J_{Q^{o}}\left(g_{1}\right)+V_{Q^{o}}\left(g_{1}\right)=f\left(g_{1}\right)+Q^{o}\left(g_{1}\right) V_{Q^{o}}\left(g_{1}\right)$, for $J_{Q^{o}}\left(g_{1}\right) \in \mathbb{R}^{3}$
and $V_{Q^{o}}\left(g_{1}\right) \in \mathbb{R}^{3}$, or,

$$
\begin{aligned}
& \left(\begin{array}{l}
J_{Q^{\circ}}\left(g_{1}, 1\right) \\
J_{Q^{o}}\left(g_{1}, 2\right) \\
J_{Q^{\circ}}\left(g_{1}, 3\right)
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{o}}\left(g_{1}, 1\right) \\
V_{Q^{o}}\left(g_{1}, 2\right) \\
V_{Q^{o}}\left(g_{1}, 3\right)
\end{array}\right)= \\
& \quad\left(\begin{array}{l}
f\left(1, g_{1}(1)\right) \\
f\left(2, g_{1}(2)\right) \\
f\left(3, g_{1}(3)\right)
\end{array}\right)+\left(\begin{array}{lll}
q_{11}^{o}\left(g_{1}(1)\right) & q_{12}^{o}\left(g_{1}(1)\right) & q_{13}^{o}\left(g_{1}(1)\right) \\
q_{21}^{o}\left(g_{1}(2)\right) & q_{22}^{o}\left(g_{1}(2)\right) & q_{23}^{o}\left(g_{1}(2)\right) \\
q_{31}^{o}\left(g_{1}(3)\right) & q_{32}^{o}\left(g_{1}(3)\right) & q_{33}^{o}\left(g_{1}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{o}}\left(g_{1}, 1\right) \\
V_{Q^{o}}\left(g_{1}, 2\right) \\
V_{Q^{o}}\left(g_{1}, 3\right)
\end{array}\right)
\end{aligned}
$$

which is given by

$$
\left(\begin{array}{c}
J_{Q^{\circ}}\left(g_{1}, 1\right) \\
J_{Q^{\circ}}\left(g_{1}, 2\right) \\
J_{Q^{\circ}}\left(g_{1}, 3\right)
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{o}}\left(g_{1}, 1\right) \\
V_{Q^{o}}\left(g_{1}, 2\right) \\
V_{Q^{o}}\left(g_{1}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
0.5 \\
1 \\
0
\end{array}\right)+\frac{1}{9}\left(\begin{array}{ccc}
2 & 7 & 0 \\
0 & 9 & 0 \\
8 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
V_{Q^{\circ}}\left(g_{1}, 1\right) \\
V_{Q^{\circ}}\left(g_{1}, 2\right) \\
V_{Q^{\circ}}\left(g_{1}, 3\right)
\end{array}\right)
$$

The optimality equations (5.84) are given by

$$
\begin{align*}
& J_{Q^{\circ}}\left(g_{1}, 1\right)+V_{Q^{\circ}}\left(g_{1}, 1\right)=0.5+\frac{2}{9} V_{Q^{\circ}}\left(g_{1}, 1\right)+\frac{7}{9} V_{Q^{o}}\left(g_{1}, 2\right)  \tag{5.103a}\\
& J_{Q^{\circ}}\left(g_{1}, 2\right)+V_{Q^{o}}\left(g_{1}, 2\right)=1+V_{Q^{o}}\left(g_{1}, 2\right)  \tag{5.103b}\\
& J_{Q^{\circ}}\left(g_{1}, 3\right)+V_{Q^{o}}\left(g_{1}, 3\right)=\frac{8}{9} V_{Q^{\circ}}\left(g_{1}, 1\right)+\frac{1}{9} V_{Q^{\circ}}\left(g_{1}, 3\right) \tag{5.103c}
\end{align*}
$$

The solution of (5.102) and (5.103) has

$$
\begin{array}{lll}
V_{Q^{o}}\left(g_{1}, 1\right)=\alpha+\frac{9}{8}, & V_{Q^{o}}\left(g_{1}, 2\right)=\alpha+\frac{99}{56}, & V_{Q^{o}}\left(g_{1}, 3\right)=\alpha \\
J_{Q^{o}}\left(g_{1}, 1\right)=1, & J_{Q^{o}}\left(g_{1}, 2\right)=1, & J_{Q^{o}}\left(g_{1}, 3\right)=1
\end{array}
$$

Setting $\alpha=1$ yields

$$
V_{Q^{o}}\left(g_{1}, 1\right)=2.125, \quad V_{Q^{o}}\left(g_{1}, 2\right)=2.76, \quad V_{Q^{o}}\left(g_{1}, 3\right)=1 .
$$

Hence, we proceed with the identification of the support sets, which are $\mathcal{X}^{+}=\{2\}, \mathcal{X}^{-}=$ $\{3\}$ and $\mathcal{X}_{1}=\{1\}$. Since the partition is the same as in $m=0$ then $Q^{*}\left(u_{1}\right)$ and $Q^{*}\left(u_{2}\right)$ are equal to (5.98) and (5.99), respectively.
Next, solve the equation $J_{Q^{*}}\left(g_{1}\right)=Q^{*}\left(g_{1}\right) J_{Q^{*}}\left(g_{1}\right)$, or,

$$
\begin{aligned}
\left(\begin{array}{c}
J_{Q^{*}}\left(g_{1}, 1\right) \\
J_{Q^{*}}\left(g_{1}, 2\right) \\
J_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right) & =\left(\begin{array}{lll}
q_{11}^{*}\left(g_{1}(1)\right) & q_{12}^{*}\left(g_{1}(1)\right) & q_{13}^{*}\left(g_{1}(1)\right) \\
q_{21}^{*}\left(g_{1}(2)\right) & q_{22}^{*}\left(g_{1}(2)\right) & q_{23}^{*}\left(g_{1}(2)\right) \\
q_{31}^{*}\left(g_{1}(3)\right) & q_{32}^{*}\left(g_{1}(3)\right) & q_{33}^{*}\left(g_{1}(3)\right)
\end{array}\right)\left(\begin{array}{c}
J_{Q^{*}}\left(g_{1}, 1\right) \\
J_{Q^{*}}\left(g_{1}, 2\right) \\
J_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right) \\
& =\frac{1}{9}\left(\begin{array}{lll}
0 & 9 & 0 \\
0 & 9 & 0 \\
2 & 7 & 0
\end{array}\right)\left(\begin{array}{c}
J_{Q^{*}}\left(g_{0}, 1\right) \\
J_{Q^{*}}\left(g_{0}, 2\right) \\
J_{Q^{*}}\left(g_{0}, 3\right)
\end{array}\right) .
\end{aligned}
$$

The optimality equations (5.85) are

$$
\begin{align*}
J_{Q^{*}}\left(g_{1}, 1\right) & =J_{Q^{*}}\left(g_{1}, 2\right),  \tag{5.104a}\\
J_{Q^{*}}\left(g_{1}, 2\right) & =J_{Q^{*}}\left(g_{1}, 2\right),  \tag{5.104b}\\
J_{Q^{*}}\left(g_{1}, 3\right) & =\frac{2}{9} J_{Q^{*}}\left(g_{1}, 1\right)+\frac{7}{9} J_{Q^{*}}\left(g_{1}, 2\right) \tag{5.104c}
\end{align*}
$$

and hence, $J_{Q^{*}}\left(g_{1}, 1\right)=J_{Q^{*}}\left(g_{1}, 2\right)=J_{Q^{*}}\left(g_{1}, 3\right)$.
Next, solve the equation $J_{Q^{*}}\left(g_{1}\right)+V_{Q^{*}}\left(g_{1}\right)=f\left(g_{1}\right)+Q^{*}\left(g_{1}\right) V_{Q^{*}}\left(g_{1}\right)$, for $J_{Q^{*}}\left(g_{1}\right) \in \mathbb{R}^{3}$ and $V_{Q^{*}}\left(g_{1}\right) \in \mathbb{R}^{3}$, or,

$$
\begin{aligned}
& \left(\begin{array}{l}
J_{Q^{*}}\left(g_{1}, 1\right) \\
J_{Q^{*}}\left(g_{1}, 2\right) \\
J_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{*}}\left(g_{1}, 1\right) \\
V_{Q^{*}}\left(g_{1}, 2\right) \\
V_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right)= \\
& \quad\left(\begin{array}{l}
f\left(1, g_{1}(1)\right) \\
f\left(2, g_{1}(2)\right) \\
f\left(3, g_{1}(3)\right)
\end{array}\right)+\left(\begin{array}{lll}
q_{11}^{*}\left(g_{1}(1)\right) & q_{12}^{*}\left(g_{1}(1)\right) & q_{13}^{*}\left(g_{1}(1)\right) \\
q_{21}^{*}\left(g_{1}(2)\right) & q_{22}^{*}\left(g_{1}(2)\right) & q_{23}^{*}\left(g_{1}(2)\right) \\
q_{31}^{*}\left(g_{1}(3)\right) & q_{32}^{*}\left(g_{1}(3)\right) & q_{33}^{*}\left(g_{1}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{*}}\left(g_{1}, 1\right) \\
V_{Q^{*}}\left(g_{1}, 2\right) \\
V_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right)
\end{aligned}
$$

which is given by

$$
\left(\begin{array}{c}
J_{Q^{*}}\left(g_{1}, 1\right) \\
J_{Q^{*}}\left(g_{1}, 2\right) \\
J_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right)+\left(\begin{array}{c}
V_{Q^{*}}\left(g_{1}, 1\right) \\
V_{Q^{*}}\left(g_{1}, 2\right) \\
V_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right)=\left(\begin{array}{c}
0.5 \\
1 \\
0
\end{array}\right)+\frac{1}{9}\left(\begin{array}{ccc}
0 & 9 & 0 \\
0 & 9 & 0 \\
2 & 7 & 0
\end{array}\right)\left(\begin{array}{c}
V_{Q^{*}}\left(g_{1}, 1\right) \\
V_{Q^{*}}\left(g_{1}, 2\right) \\
V_{Q^{*}}\left(g_{1}, 3\right)
\end{array}\right)
$$

The optimality equations (5.86) are given by

$$
\begin{align*}
J_{Q^{*}}\left(g_{1}, 1\right)+V_{Q^{*}}\left(g_{1}, 1\right) & =0.5+V_{Q^{*}}\left(g_{1}, 2\right)  \tag{5.105a}\\
J_{Q^{*}}\left(g_{1}, 2\right)+V_{Q^{*}}\left(g_{1}, 2\right) & =1+V_{Q^{*}}\left(g_{1}, 2\right)  \tag{5.105b}\\
J_{Q^{*}}\left(g_{1}, 3\right)+V_{Q^{*}}\left(g_{1}, 3\right) & =\frac{2}{9} V_{Q^{*}}\left(g_{1}, 1\right)+\frac{7}{9} V_{Q^{*}}\left(g_{1}, 2\right) \tag{5.105c}
\end{align*}
$$

The solution of (5.104) and (5.105) has

$$
\begin{array}{lll}
V_{Q^{*}}\left(g_{1}, 1\right)=\alpha+\frac{11}{18}, & V_{Q^{*}}\left(g_{1}, 2\right)=\alpha+\frac{10}{9}, & V_{Q^{*}}\left(g_{1}, 3\right)=\alpha \\
J_{Q^{*}}\left(g_{1}, 1\right)=1, & J_{Q^{*}}\left(g_{1}, 2\right)=1, & J_{Q^{*}}\left(g_{1}, 3\right)=1
\end{array}
$$

Setting $\alpha=1$ yields

$$
V_{Q^{*}}\left(g_{1}, 1\right)=1.611, \quad V_{Q^{*}}\left(g_{1}, 2\right)=2.111, \quad V_{Q^{*}}\left(g_{1}, 3\right)=1
$$

3. Let $g_{2}=\operatorname{argmin}_{g \in \mathbb{R}^{3}}\left\{f(g)+Q^{*}(g) V_{Q^{*}}\left(g_{1}\right)\right\}$, that is,

$$
\begin{aligned}
& g_{2}(1)= \operatorname{argmin}\{ \\
& f\left(1, u_{1}\right)+g_{11}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{12}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{13}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 3\right), \\
&\left.f\left(1, u_{2}\right)+g_{11}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{12}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{13}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 3\right)\right\} \\
&= \operatorname{argmin}\{4.111,2.611\}=\{2\} . \quad \text { Hence, } g_{2}(1)=u_{2} . \\
& g_{2}(2)= \operatorname{argmin}\{ \\
& f\left(2, u_{1}\right)+g_{21}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{22}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{23}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 3\right), \\
&\left.f\left(2, u_{2}\right)+g_{21}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{22}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{23}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 3\right)\right\} \\
&= \operatorname{argmin}\{3.111,5.111\}=\{1\} . \quad \text { Hence, } g_{2}(2)=u_{1} . \\
& g_{2}(3)= \operatorname{argmin}\{ \\
& f(3),\left.u_{1}\right)+g_{31}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{32}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{33}^{*}\left(u_{1}\right) V_{Q^{*}}\left(g_{1}, 3\right), \\
&\left.f\left(3, u_{2}\right)+g_{31}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 1\right)+g_{32}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 2\right)+g_{33}^{*}\left(u_{2}\right) V_{Q^{*}}\left(g_{1}, 3\right)\right\} \\
&= \operatorname{argmin}\{4.864,1.999\}=\{2\} . \quad \text { Hence, } g_{2}(3)=u_{2} .
\end{aligned}
$$

4. Because, $g_{2}=g_{1}$, then $g^{*}=g_{1}$ is an optimal control law with $J_{Q^{*}}(1)=J_{Q^{*}}(2)=$ $J_{Q^{*}}(3)=1, V_{Q^{*}}(1)=1.611, V_{Q^{*}}(2)=2.111$ and $V_{Q^{*}}(3)=1$.

### 5.5. Summary

In this chapter, we examined the optimality of stochastic control strategies via dynamic programming on an infinite horizon, when the ambiguity class is described by the total variation distance between the conditional distribution of the controlled process and the nominal conditional distribution. For optimality criteria we considered both the expected discounted reward and the average pay-off per unit time. For the infinite horizon case with a discounted pay-off we showed that the operator associated with the resulting dynamic programming equation under total variation distance ambiguity is contractive, and we introduced a new policy iteration algorithm. For the infinite horizon case with an average pay-off, under the assumption that for every stationary Markov control law the maximizing stochastic matrix is irreducible, we derived a new dynamic programming equation and a new policy iteration
algorithm. However, due to the water-filling behavior of the maximizing conditional distribution, it turns out that our proposed method of solution is limited only to a specific range of values of total variation distance, and hence, we derived a general dynamic programming equation by introducing a pair of dynamic programming equations, and, consequently a new policy iteration algorithm, which despite the fact that it is more complex it completely solves the minimax stochastic control problem. Finally, the application of our recommended policy iteration algorithms is shown via illustrative examples.

## Approximation of Markov Processes by Lower Dimensional Processes

In this chapter, we approximate a finite-state Markov process by another process with fewer states, called herein the approximating process. The approximation problem is formulated using two different methods. The first method, utilizes the total variation distance to discriminate the transition probabilities of a high-dimensional Markov process and a reduced order Markov process. The second method, utilizes total variation distance as a measure of discriminating the invariant probability of a Markov process by the approximating process. Once the reduced invariant probability is obtained, which does not correspond to a Markov process, a further approximation by a Markov process is proposed which minimizes the Kullback-Leibler divergence. The results of this part include:

- based on the first method, a direct procedure for Markov by Markov approximation;
- and, based on the second method, extremum measures which exhibit a water-filling behavior and solve the approximation problems;
- optimal partition functions and new iterative approximation algorithms which compute the invariant distribution of the approximating process;
- examples which illustrate the methodology and the behavior of the approximations.


### 6.1. Problem Formulation

In this section, the approximation problems under investigation are introduced.

### 6.1.1. Preliminaries and discrepancy measures

We consider a discrete-time homogeneous Markov process $\left\{X_{t}: t=0,1, \ldots\right\}$, with statespace $\mathcal{X}$ of finite cardinality $\operatorname{card}(\mathcal{X})=|\mathcal{X}|$, and transition probability matrix $P$ with elements $\left\{p_{i j}: i, j=1, \ldots,|\mathcal{X}|\right\}$ defined by

$$
p_{i j} \triangleq \mathbb{P}\left(X_{t+1}=j \mid X_{t}=i\right), \quad i, j \in \mathcal{X}, \quad t=0,1, \ldots .
$$

The Markov process is assumed to be irreducible, aperiodic having a unique invariant distribution $\mu=\left[\mu_{1} \mu_{2} \ldots \mu_{|\mathcal{X}|}\right]$ satisfying

$$
\mu=\mu P
$$

For the rest of the chapter we adopt the notation $(\mu, P, \mathcal{X})$ to denote a stationary FSM process $P$ with stationary distribution $\mu$ and state-space $\mathcal{X}$.

The distance metrics we will use to define the discrepancy between two probability distributions (and conditional probability distributions) are the Total Variation distance, and the Kullback-Leibler divergence. The latter is introduced below (see also Section 2.3).

## Relative Entropy distance

The relative entropy of $\nu \in \mathbb{P}(\mathcal{X})$ with respect to $\mu \in \mathbb{P}(\mathcal{X})$ is a mapping $\mathbb{D}(\cdot \| \cdot): \mathbb{P}(\mathcal{X}) \times$ $\mathbb{P}(\mathcal{X}) \longrightarrow[0, \infty]$ defined by

$$
\mathbb{D}(\nu \| \mu) \triangleq \sum_{i \in \mathcal{X}} \nu_{i} \log \frac{\nu_{i}}{\mu_{i}}
$$

It is well known that $\mathbb{D}(\nu \| \mu) \geq 0, \forall \nu, \mu \in \mathbb{P}_{1}(\mathcal{X})$, while $\mathbb{D}(\nu \| \mu)=0 \Leftrightarrow \nu=\mu$.
Let $(\mu, P, \mathcal{X})$ and $(\nu, \Phi, \mathcal{X})$ be two stationary FSM processes. A version of the KL divergence used in [17,49], is defined by

$$
\begin{equation*}
\mathbb{D}_{\mu}(P \| \Phi) \triangleq \sum_{i, j \in \mathcal{X}} \mu_{i} P_{i j} \log \left(\frac{P_{i j}}{\Phi_{i j}}\right) \tag{6.1}
\end{equation*}
$$

where $P_{i \bullet}$ is assumed to be absolutely continuous with respect to $\Phi_{i_{\bullet}}$, that is, for any $i \in \mathcal{X}$, $\Phi_{i j}=0$ for some $j \in \mathcal{X}$ then $P_{i j}=0$. Note that (6.1) is used to compare stationary Markov processes which are defined on the same state-space. For Markov processes which
are defined on different state-spaces, (6.1) is modified by introducing a lifted version of the lower-dimensional Markov process (see [19]), defined by

$$
\begin{equation*}
\widehat{\Phi}_{i j}=\frac{\mu_{j}}{\sum_{k \in \psi(j)} \mu_{k}} \Phi_{\varphi(i) \varphi(j)}, \quad i, j \in \mathcal{X}, \tag{6.2}
\end{equation*}
$$

where $\psi(j)$ denotes the set of states belonging to the same group as the $j$ th state, and $\varphi$ denotes a partition function from $\mathcal{X}$ onto $\mathcal{Y}$. For the rest of the chapter we will use the notation $\mathbb{D}^{(\varphi)}(P \| \Phi)=\mathbb{D}_{\mu}(P \| \widehat{\Phi})$ to denote the KL divergence distance between two Markov processes defined on different state-spaces.

### 6.1.2. Approximation problems

The two different methods proposed to approximate FSM processes by lower-dimensional processes, are the following.

## Method 1

This method is based on comparing two FSM processes $(\mu, P, \mathcal{X})$ and $(\nu, \Phi, \mathcal{Y}), \mathcal{Y} \subset \mathcal{X}$, by working directly on their transition probability matrices $P$ and $\Phi$. The approximation problem is formulated as a maximization of a linear functional, defined on the transition probabilities of the reduced order FSM process $(\nu, \Phi, \mathcal{Y})$, subject to a TV constraint distance between the transition probabilities of the high and low-dimensional FSM processes. The precise problem formulation is given below.

Problem 6.1. Given a FSM process ( $\mu, P, \mathcal{X}$ ), find a transition probability matrix $\Phi$ which solves the maximization problem defined by

$$
\begin{array}{ll}
\max _{\Phi_{\bullet} \bullet \in \mathbb{P}(\mathcal{Y}), \forall i \in \mathcal{Y}} & \sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{X}} \ell_{j} \Phi_{i j} \mu_{i}, \quad \ell \in \mathbb{R}_{+}^{|\mathcal{X}|} \\
\text { subject to } & \sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{X}}\left|\Phi_{i j}-P_{i j}\right| \mu_{i} \leq R, \quad \forall R \in[0,2] .
\end{array}
$$

The optimal transition probability matrix $\Phi$ which solves optimization Problem 6.1 is obtained for all values of TV parameter $R \in[0,2]$, and exhibits a water-filling solution. In addition, as the TV parameter increases, it turns out that the dimension of the transition matrix $\Phi$ is reduced, and hence, a reduced order FSM process is obtained.

## Method 2

Given a FSM process $(\mu, P, \mathcal{X})$, an invariant distribution $\mu \in \mathbb{P}(\mathcal{X})$, and a parameter $R \in$ $[0,2]$, define the average pay-off with respect to the stationary distribution $\nu \in \mathbf{B}_{R}(\mu) \subset$
$\mathbb{P}(\mathcal{X})$ by

$$
\begin{equation*}
\mathbb{L}(\nu)=\sum_{i \in \mathcal{X}} \ell_{i} \nu_{i}, \quad \ell \in \mathbb{R}_{+}^{|\mathcal{X}|} \tag{6.3}
\end{equation*}
$$

The objective is to approximate $\mu \in \mathbb{P}(\mathcal{X})$ by $\nu \in \mathbf{B}_{R}(\mu)$, by solving the maximization problem defined by

$$
\begin{equation*}
\mathbb{L}\left(\nu^{*}\right)=\max _{\substack{\nu \in \mathbf{B}_{R}(\mu) \\ \mu=\mu P}} \mathbb{L}(\nu), \quad \forall R \in[0,2] \tag{6.4}
\end{equation*}
$$

for two alternative choices of the parameters $\ell \in \mathbb{R}_{+}^{\mid \mathcal{X X}}$, as follows.
Formulation (a) (Approximation Based on Occupancy Distribution)
Let $\ell_{i} \triangleq \mu_{i}, \forall i \in \mathcal{X}$, which implies (6.4) is equivalent to maximizing the stationary distribution $\left\{\nu_{i}: i \in \mathcal{X}\right\} \in \mathbb{P}(\mathcal{X})$ subject to the approximation constraint. This formulation leads to an approximation algorithm described via reduction of the states (i.e., by deleting certain states of the original Markov process) to obtain the approximating reduced state process. Intuitively, the optimal solution has the property of maintaining and strengthening the states with the highest invariant probability, while removing the states with the smallest invariant probability, as shown in Fig. 6.1.


Figure 6.1.: Water-filling behavior of invariant distribution based on occupancy distribution

## Formulation (b) (Approximation Based on Maximum Entropy Principle)

Let $\ell_{i} \triangleq-\log \nu_{i}, \forall i \in \mathcal{X}$, which implies that (6.4) equivalent to the problem of finding the approximating distribution corresponding to the minimum description codeword length [4]. This formulation leads to an optimal approximation algorithm described via aggregation of the states (i.e., by grouping certain states of the original Markov process) to obtain the approximated reduced state process, as shown in Fig. 6.2, which is a Hidden Markov process.

This formulation is equivalent to finding the minimum description length of the approximating process, and it is related to minimizing the average codeword length of the approximated Markov process, subject to a fidelity set.


Figure 6.2.: Water-filling like behavior of invariant distribution based on maximum entropy principle

The approximated probability vector is based on the following concept. Given a FSM process $(\mu, P, \mathcal{X})$, the optimal probabilities of the reduced process are defined on $\mathcal{X}$, which is partitioned into disjoint sets $\mathcal{X}=\cup_{i=1}^{K} \mathcal{X}, K \leq|\mathcal{X}|$. The solution of the optimization problems based on Method 2(a) and 2(b), give the maximizing probability $\nu^{*}\left(\mathcal{X}_{i}\right), i=1, \ldots, K$, on this partition.

For Method 2(a), as $R$ increases the maximizing probability vector, $\nu^{*}$, is given by a water-filling solution, having the property that states of the initial probability vector $\mu \in$ $\mathbb{P}(\mathcal{X})$ are deleted to form a new partition of $\mathcal{X}$, denoted by $\mathcal{X}=\cup_{i=1}^{M} \mathcal{Y}_{i}, M \leq K \leq|\mathcal{X}|$. The approximated probability vector is defined as follows.

Definition 6.1. (Approximated Probability Vector based on Occupancy Distribution) Define the restriction of $\nu^{*}$ on only those elements of the partition $\left\{\mathcal{Y}_{1}, \ldots, \mathcal{Y}_{M}\right\}$ which have non-zero probability by

$$
\begin{equation*}
\left.\nu^{*}\right|_{\operatorname{supp}\left(\nu^{*}\right) \neq 0}:\left\{\mathcal{Y}_{i_{1}}, \mathcal{Y}_{i_{2}}, \ldots, \mathcal{Y}_{i_{k}}\right\} \longmapsto[0,1] \tag{6.5}
\end{equation*}
$$

where $\left\{\mathcal{Y}_{i_{1}}, \mathcal{Y}_{i_{2}}, \ldots, \mathcal{Y}_{i_{k}}\right\} \subseteq\left\{\mathcal{Y}_{1}, \ldots, \mathcal{Y}_{M}\right\}$, and $i_{1}, i_{2}, \ldots, i_{k} \in\{1,2, \ldots, M\}$. The approximated probability vector based on occupancy distribution is defined by

$$
\begin{equation*}
\bar{\nu}=\left.\nu^{*}\right|_{\operatorname{supp}\left(\nu^{*}\right) \neq 0}, \tag{6.6}
\end{equation*}
$$

having states which are in one-to-one correspondence with $\{1,2, \ldots, k\}$, via the mapping $\mathcal{Y}_{i_{1}} \longmapsto 1, \mathcal{Y}_{i_{2}} \longmapsto 2, \ldots, \mathcal{Y}_{i_{k}} \longmapsto k$, with corresponding process $\left\{Y_{t}: t=0,1, \ldots\right\}$ having state-space $\mathcal{Y}=\{1,2, \ldots, k\}$.

For Method $2(b)$, as $R$ increases the maximizing probability vector $\nu^{*}$, exhibits a waterfilling like solution, with the property that states of $\mu \in \mathbb{P}(\mathcal{X})$ are aggregated together to form a new partition of $\mathcal{X}$. The approximated probability vector is defined as follows.

Definition 6.2. (Approximated Probability Vector based on Maximum Entropy Principle) Define $\bar{\nu}=\nu^{*}$ if all elements of $\nu^{*}\left(\mathcal{X}_{k}\right)$ are not equal and the state-space of $\bar{\nu}$ is $\mathcal{Y}=$ $\{1, \ldots, K\}$. If any of the $\nu^{*}\left(\mathcal{X}_{k}\right), k \in\{1, \ldots, K\}$ become equal then a new probability vector $\bar{\nu}$ is defined by adding together those $\nu^{*} \in \mathbb{P}(\mathcal{X})$ which are equal, and $\bar{\nu} \triangleq \nu^{*}\left(\mathcal{X}_{k}\right)$ for the $\nu^{*}\left(\mathcal{X}_{k}\right)$ whose elements are not equal. The resulting approximated probability vector based on maximum entropy principle $\bar{\nu} \in \mathbb{P}(\mathcal{Y})$, with corresponding process $\left\{Y_{t}: t=\right.$ $0,1, \ldots\}$, is defined on a state-space $\mathcal{Y}$, whose cardinality is less or equal to $|\mathcal{X}|$.

Remark 6.1. The reduction based on Method 2(a),(b), in general does not produce a Markov chain though in specific cases it may be a Markov chain.

Once the approximating process ${ }^{1}\left\{Y_{t}: t=0,1, \ldots\right\}$ is obtained, we move one step further to investigate the problem of approximating a FSM process by another FSM process $(\bar{\nu}, \Phi, \mathcal{Y}), \mathcal{Y} \subset \mathcal{X}$. Here, the objective is to find an optimal partition function $\varphi$ and a transition matrix $\Phi$ which minimizes the KL divergence rate [19] defined by

$$
\begin{equation*}
\mathbb{D}^{(\varphi)}(P \| \Phi)=\sum_{i, j \in \mathcal{X}} \mu_{i} P_{i j} \log \left(\frac{P_{i j}}{\widehat{\Phi}_{i j}}\right), \tag{6.7}
\end{equation*}
$$

where $\widehat{\Phi}$ is given by (6.2), and denotes the lifted version of the lower-dimensional Markov chain $\Phi$ by using an optimal partition function $\varphi$. By employing certain results from [19], the transition matrix $\Phi$ which solves (6.7) is obtained. What remains, is to find an optimal partition function $\varphi$, for the approximation problems of Method $2(a)$ and 2(b). This Markov by Markov approximation is found by working only with values of TV parameter for which a reduction of the states occurs, that is, $|\mathcal{Y}|<|\mathcal{X}|$.

Given a FSM process $(\mu, P, \mathcal{X})$, an algorithm is presented, which describes how to construct the transition probability matrix $Q^{\dagger}$, from the maximizing distribution $\nu^{*}$ of problem (6.4) for Method $2(a)$ and $2(b)$. Then, using Definitions 6.1 and 6.2 , a lower probability distribution $\bar{\nu} \in \mathbb{P}(\mathcal{Y})$ is obtained. Under the restriction that the lower-dimensional process is also a $\operatorname{FSM}$ process $(\bar{\nu}, \Phi, \mathcal{Y}), \mathcal{Y} \subset \mathcal{X}$, an optimal partition function $\varphi$ and a transition probability matrix $\Phi$, are found which minimize the KL divergence rate between $P$ and $\widehat{\Phi}$. The approximation procedure for Method $2(a)$ and 2(b), is shown in Fig.6.3.

The precise problem definition of approximation Method 2 based on occupancy distribution is given below.

[^8]

Figure 6.3.: Procedure of Method 2.

## Problem 6.2. (Approximation Based on Occupancy Distribution)

Let $\left\{\ell_{i}: i \in \mathcal{X}\right\} \in \mathbb{R}_{+}^{|\mathcal{X}|}$ denote the occupancy distribution of a $\operatorname{FSM}$ process $(\mu, P, \mathcal{X})$ defined by $\ell_{i} \triangleq \mu_{i}, \forall i \in \mathcal{X}$. Find $\left\{\nu_{i}: i \in \mathcal{X}\right\} \in \mathbb{P}(\mathcal{X})$ which solves

$$
\begin{equation*}
\max _{\substack{\nu \in \mathbb{B}_{R}(\mu) \\ \mu=\mu P}} \sum_{i \in \mathcal{X}} \mu_{i} \nu_{i} . \tag{6.8}
\end{equation*}
$$

Given the optimal solution of (6.8), let $\bar{\nu}$ of Definition 6.1 denote the invariant distribution of a lower-dimensional $F S M$ process $(\bar{\nu}, \Phi, \mathcal{Y}), \mathcal{Y} \subset \mathcal{X}$.

Find an optimal partition function $\varphi$, and calculate the transition probability matrix $\Phi$, which satisfies $\bar{\nu}=\bar{\nu} \Phi$, and minimizes the KL divergence rate defined by

$$
\begin{equation*}
\min _{\substack{\varphi, \Phi \\ \bar{\nu}=\bar{\nu} \Phi}} \mathbb{D}^{(\varphi)}(P \| \Phi) . \tag{6.9}
\end{equation*}
$$

Other reasonable choices, are possible by letting $\ell \in \mathbb{R}_{+}^{|\mathcal{X}|}$ correspond to a reward or a profit, a cost or a loss, etc., whenever a node is visited.

Next, the precise problem definition of approximation Method 2 based on maximum entropy principle is given.

Problem 6.3. (Approximation Based on Maximum Entropy Principle)
Maximize the entropy of $\left\{\nu_{i}: i \in \mathcal{X}\right\} \in \mathbb{P}(\mathcal{X})$ subject to total variation fidelity set, defined by

$$
\begin{equation*}
\max _{\substack{\nu \in \mathbb{R} \mathbb{R}(\mu) \\ \mu=\mu P}} H(\nu), \quad H(\nu) \triangleq-\sum_{i \in \mathcal{X}} \log \left(\nu_{i}\right) \nu_{i} . \tag{6.10}
\end{equation*}
$$

Given the optimal solution of (6.10), let $\bar{\nu}$ of Definition 6.2 denote the invariant distribution of a lower-dimensional Markov process $(\bar{\nu}, \Phi, \mathcal{Y}), \mathcal{Y} \subset \mathcal{X}$.
Find an optimal partition function $\varphi$, and calculate the transition probability matrix $\Phi$, which satisfies $\bar{\nu}=\bar{\nu} \Phi$, and minimizes the $K L$ divergence rate defined by

$$
\begin{equation*}
\min _{\substack{\varphi, \Phi \\ \bar{\nu}=\bar{\nu} \Phi}} \mathbb{D}^{(\varphi)}(P \| \Phi) . \tag{6.11}
\end{equation*}
$$

Problem (6.10) is of interest when the concept of insufficient reasoning (e.g., Jayne's maximum entropy principle ${ }^{2}$ [34]) is applied to construct a model for $\nu \in \mathbb{P}(\mathcal{X})$, subject to information quantified via the fidelity set defined by the variation distance between $\nu$ and $\mu$.

It is not difficult to show that the maximum entropy approximation defined by (6.10) is precisely equivalent to the problem of finding the approximating distribution corresponding to the minimum description codeword length, also known as the universal coding problem [4, 52], as follows. Let $\left\{\ell_{i}: i \in \mathcal{X}\right\} \in \mathbb{R}_{+}^{|\mathcal{X}|}$ denote the positive codeword lengths corresponding to each symbol of the approximated distribution, which satisfy the Kraft inequality of lossless Shannon codes $\sum_{i \in \mathcal{X}} D^{-\ell_{i}} \leq 1$, where the codeword alphabet is $D$-ary (unless specified otherwise $\left.\log (\cdot) \triangleq \log _{D}(\cdot)\right)$. Then, by the Von-Neumann's theorem, which holds due to compactness and convexity of the constraints, it follows that

Hence, for $\ell_{i} \triangleq-\log \nu_{i}, \forall i \in \mathcal{X}$, the optimization (6.4) is equivalent to optimization (6.10).

### 6.2. Method 1: Solution of Approximation Problem

In this section, we give the main theorem which characterizes the solution of Problem 6.1.
Similar to Chapter 3, define the maximum and minimum values of the sequence $\left\{\ell_{1}, \ldots, \ell_{|\mathcal{X}|}\right\} \in \mathbb{R}_{+}^{|\mathcal{X}|}$ by

$$
\ell_{\max } \triangleq \max _{i \in \mathcal{X}} \ell_{i}, \quad \ell_{\min } \triangleq \min _{i \in \mathcal{X}} \ell_{i}
$$

and its corresponding support sets by

$$
\mathcal{X}^{0} \triangleq\left\{i \in \mathcal{X}: \ell_{i}=\ell_{\max }\right\}, \quad \mathcal{X}_{0} \triangleq\left\{i \in \mathcal{X}: \ell_{i}=\ell_{\min }\right\} .
$$

[^9]For all remaining elements of the sequence, $\left\{\ell_{i}: i \in \mathcal{X} \backslash \mathcal{X}^{0} \cup \mathcal{X}_{0}\right\}$, define recursively the set of indices for which $\ell$ achieves its $(k+1)$ th smallest value by $\mathcal{X}_{k}$, where $k \in\{1,2, \ldots, \mid \mathcal{X} \backslash$ $\left.\mathcal{X}^{0} \cup \mathcal{X}_{0} \mid\right\}$, till all the elements of $\mathcal{X}$ are exhausted (i.e., $k$ is at most $\left.\left|\mathcal{X} \backslash \mathcal{X}^{0} \cup \mathcal{X}_{0}\right|\right)$, and the corresponding values of the sequence on the $\mathcal{X}_{k}$ sets by $\ell\left(\mathcal{X}_{k}\right)$.
For a fixed $i \in \mathcal{X}$, define the total variation of a signed measure

$$
\Xi_{i j} \triangleq \Phi_{i j}-P_{i j}, \quad \forall j \in \mathcal{X}
$$

to be equal to the summation of its positive and its negative part, that is,

$$
\begin{equation*}
\left\|\Xi_{i \bullet}\right\|_{T V} \triangleq \sum_{j \in \mathcal{X}} \Xi_{i j}^{+}+\sum_{j \in \mathcal{X}} \Xi_{i j}^{-}, \quad \forall i \in \mathcal{X} \tag{6.12}
\end{equation*}
$$

By utilizing the fact that $\sum_{j \in \mathcal{X}} \Xi_{i j}=0, \forall i \in \mathcal{X}$ then

$$
\begin{equation*}
\sum_{j \in \mathcal{X}} \Xi_{i j}^{+}=\sum_{j \in \mathcal{X}} \Xi_{i j}^{-}=\frac{\left\|\Xi_{i \bullet}\right\|_{T V}}{2}, \quad \forall i \in \mathcal{X} \tag{6.13}
\end{equation*}
$$

Let $\alpha_{i} \triangleq\left\|\Xi_{\bullet \bullet}\right\|_{T V}, \forall i \in \mathcal{X}$, then the constraint of Problem 6.1 is equivalent to

$$
\begin{equation*}
\sum_{i \in \mathcal{X}} \alpha_{i} \mu_{i} \leq R . \tag{6.14}
\end{equation*}
$$

and the pay-off can be reformulated as follows.

$$
\begin{equation*}
\max _{\Phi_{i} \in \mathbb{P}(\cdot)} \sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{X}} \ell_{j} \Phi_{i j} \mu_{i} \equiv \sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{X}} \ell_{j} P_{i j} \mu_{i}+\max _{\left.\Phi_{i} \in \mathbb{P}(\cdot)\right)} \sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j} \mu_{i} . \tag{6.15}
\end{equation*}
$$

In addition,

$$
\begin{equation*}
\sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j} \mu_{i}=\sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{+} \mu_{i}-\sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{-} \mu_{i} . \tag{6.16}
\end{equation*}
$$

The solution of Problem 6.1 is obtained by identifying the partition of $\mathcal{X}$ into disjoint sets $\left\{\mathcal{X}^{0}, \mathcal{X}_{0}, \mathcal{X}_{1}, \ldots, \mathcal{X}_{k}\right\}$ and the transitions on this partition. The main idea is to express $\Xi_{i \bullet}$ as the difference of its positive and negative part and then find upper and lower bounds on the transition probabilities of $\mathcal{X}^{0}$ and $\mathcal{X} \backslash \mathcal{X}^{0}$ which are achievable. Closed form expressions of the transition probability measures, on these sets, which achieve the bounds are derived.

The following Theorem characterizes the solution of Problem 6.1.

Theorem 6.1. The solution of Problem 6.1 is given by

$$
\begin{equation*}
\sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{X}} \ell_{j} \Phi_{i j}^{\dagger} \mu_{i}=\ell_{\max } \sum_{i \in \mathcal{X}^{0}} \sum_{j \in \mathcal{X}} \mu_{j} \Phi_{j i}^{\dagger}+\ell_{\min } \sum_{i \in \mathcal{X}_{0}} \sum_{j \in \mathcal{X}} \mu_{j} \Phi_{j i}^{\dagger}+\sum_{k=1}^{r} \ell\left(\mathcal{X}_{k}\right) \sum_{i \in \mathcal{X}_{k}} \sum_{j \in \mathcal{X}} \mu_{j} \Phi_{j i}^{\dagger}, \tag{6.17}
\end{equation*}
$$

where for any $i \in \mathcal{X}$,

$$
\begin{align*}
\Phi_{i j}^{\dagger} & =P_{i j}+\frac{\alpha_{i}}{2\left|\mathcal{X}^{0}\right|}, \quad \forall j \in \mathcal{X}^{0},  \tag{6.18a}\\
\Phi_{i j}^{\dagger} & =\left(P_{i j}-\frac{\alpha_{i}}{2\left|\mathcal{X}_{0}\right|}\right)^{+}, \quad \forall j \in \mathcal{X}_{0},  \tag{6.18b}\\
\Phi_{i j}^{\dagger} & =\left(P_{i j}-\left(\frac{\alpha_{i}}{2\left|\mathcal{X}_{k}\right|}-\sum_{j=1}^{k} \sum_{z \in \mathcal{X}_{j-1}} P_{i z}\right)^{+}\right)^{+}, \forall j \in \mathcal{X}_{k}  \tag{6.18c}\\
\alpha_{i} & =\min \left(R, R_{\max , i}\right), \quad R_{\max , i}=2\left(1-\sum_{j \in \mathcal{X}^{0}} P_{i j}\right), \tag{6.18d}
\end{align*}
$$

$k=1,2, \ldots, r$ and $r$ is the number of $\mathcal{X}_{k}$ sets which is at most $\left|\mathcal{X} \backslash \mathcal{X}^{0} \cup \mathcal{X}_{0}\right|$. Once the $\Phi^{\dagger}$ matrix is constructed as a function of TV parameter $R$, then the transition matrix $\Phi$ which solves Problem 6.1 is given by removing all zero columns and the respective rows of $\Phi^{\dagger}$ matrix.

Proof. See Appendix E.

Clearly, the optimal transition matrix $\Phi$ is obtained via a water-filling solution.

Remark 6.2. Note that, if we replace the maximization of Problem 6.1 with minimization, then the solution of the new problem is obtained precisely as that of Problem 6.1, but with a reverse computation of the partition of the space $\mathcal{X}$ and the mass of the transition probability on the partition moving in the opposite direction.

### 6.3. Method 2: Solution of Approximation Problems

In this section, we recall some results from Chapter 3, which are vital in providing the solution of Problem (6.4), and consequently the solution of approximation Problems (6.2) and (6.3).

First recall, from Section 6.2, the definitions of the support sets $\mathcal{X}^{0}, \mathcal{X}_{0}, \mathcal{X}_{k}$ and the definitions of the corresponding values of the sequence on these sets given by $\ell_{\max }, \ell_{\text {min }}$ and $\ell\left(\mathcal{X}_{k}\right)$. Given $\ell \in \mathbb{R}_{+}^{|\mathcal{X}|}, \mu \in \mathbb{P}(\mathcal{X})$, it is shown in Chapter 3 , that the solution of optimization (6.4) is given by ${ }^{3}$

$$
\begin{equation*}
\mathbb{L}\left(\nu^{*}\right)=\ell_{\max } \nu^{*}\left(\mathcal{X}^{0}\right)+\ell_{\min } \nu^{*}\left(\mathcal{X}_{0}\right)+\sum_{k=1}^{r} \ell\left(\mathcal{X}_{k}\right) \nu^{*}\left(\mathcal{X}_{k}\right) \tag{6.19}
\end{equation*}
$$

[^10]and the optimal probabilities are obtained via water-filling, as follows
\[

$$
\begin{align*}
& \nu^{*}\left(\mathcal{X}^{0}\right) \triangleq \sum_{i \in \mathcal{X}^{0}} \nu_{i}^{*}=\sum_{i \in \mathcal{X}^{0}} \mu_{i}+\frac{\alpha}{2},  \tag{6.20a}\\
& \nu^{*}\left(\mathcal{X}_{0}\right) \triangleq \sum_{i \in \mathcal{X}_{0}} \nu_{i}^{*}=\left(\sum_{i \in \mathcal{X}_{0}} \mu_{i}-\frac{\alpha}{2}\right)^{+},  \tag{6.20b}\\
& \nu^{*}\left(\mathcal{X}_{k}\right) \triangleq \sum_{i \in \mathcal{X}_{k}} \nu_{i}^{*}=\left(\sum_{i \in \mathcal{X}_{k}} \mu_{i}-\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \mathcal{X}_{j-1}} \mu_{i}\right)^{+}\right)^{+},  \tag{6.20c}\\
& \alpha=\min \left(R, R_{\max }\right), \quad R_{\max } \triangleq 2\left(1-\sum_{i \in \mathcal{X}^{0}} \mu_{i}\right), \tag{6.20d}
\end{align*}
$$
\]

where, $k=1,2, \ldots, r$ and $r$ is the number of $\mathcal{X}_{k}$ sets which is at most $\left|\mathcal{X} \backslash \mathcal{X}^{0} \cup \mathcal{X}_{0}\right|$. The optimal probabilities given by (6.20a)-(6.20c), can be expressed in matrix form as follows

$$
\begin{equation*}
\nu^{*}=\mu Q^{\dagger}=\mu P Q^{\dagger} \tag{6.21}
\end{equation*}
$$

In Sections 6.3.1 and 6.3.2, we provide algorithms for constructing the desired $Q^{\dagger}$ matrix for the optimizations (6.8) and (6.10), respectively.

Remark 6.3. The identification of the support sets $\mathcal{X}^{0}, \mathcal{X}_{0}$ and $\mathcal{X}_{k}, k=1,2, \ldots, r$, is based on the values of $\ell_{i}$ 's, $\forall i \in \mathcal{X}$. If the cardinality of any of the support sets is greater than one, i.e., $\left|\mathcal{X}^{0}\right|>1$, and $\ell_{i}=\ell_{i+1}=\ldots, \forall i, i+1, \cdots \in \mathcal{X}^{0}$ then by (6.20a)

$$
\begin{equation*}
\nu_{i}^{*}=\frac{\nu^{*}\left(\mathcal{X}^{0}\right)}{\left|\mathcal{X}^{0}\right|}, \quad \forall i \in \mathcal{X}^{0} \tag{6.22a}
\end{equation*}
$$

and similarly for the rest, that is, if $\left|\mathcal{X}_{0}\right|>1$ then

$$
\begin{equation*}
\nu_{i}^{*}=\frac{\nu^{*}\left(\mathcal{X}_{0}\right)}{\left|\mathcal{X}_{0}\right|}, \quad \forall i \in \mathcal{X}_{0} \tag{6.22b}
\end{equation*}
$$

and if $\left|\mathcal{X}_{k}\right|>1$, for $k=1, \ldots, r$, then

$$
\begin{equation*}
\nu_{i}^{*}=\frac{\nu^{*}\left(\mathcal{X}_{k}\right)}{\left|\mathcal{X}_{k}\right|}, \quad \forall i \in \mathcal{X}_{k} \tag{6.22c}
\end{equation*}
$$

The resulting optimal probability $\nu^{*}$ is a $(2+r)$ row vector and hence, by (6.21) $Q^{\dagger}$ is an $|\mathcal{X}| \times(2+r)$ matrix. Then by employing (6.22) we extract the optimal probabilities $\nu_{i}^{*}$ for all $i \in \mathcal{X}$, which are then used in definition of the optimal partition functions (see Definition 6.3 and 6.4).

For the approximation based on occupancy distribution, we let the matrix $Q^{\dagger}$ to be an $|\mathcal{X}| \times|\mathcal{X}|$ matrix, instead of an $|\mathcal{X}| \times(2+r)$ matrix. The reason for doing so, is that we want to take into account the cases for which $\ell_{i}$ 's, $\forall i \in \mathcal{X}$, might be defined to represent a cost or profit etc., whenever a node is visited. In such cases, (6.22) is not valid anymore,
since $\ell_{i}=\ell_{j}$ does not necessarily imply $\mu_{i}=\mu_{j}, \forall i, j \in \mathcal{X}$. As we will show in Section 6.3.1, Algorithm 6.2 constructs a $Q^{\dagger}$ matrix which in addition to occupancy distribution, considers those alternative cases as well.

By Definition 6.1 and 6.2, the approximated probability vector $\bar{\nu} \in \mathbb{P}(\mathcal{Y})$ is readily available and satisfies

$$
\begin{equation*}
\bar{\nu}=\mu Q=\mu P Q \tag{6.23}
\end{equation*}
$$

where $Q$ matrix is modified accordingly.
Once the reduced state process is obtained, we utilize its solution to solve the optimizations (6.9) and (6.11). The relation between $\mu(t), \mu(t+1) \in \mathbb{P}(\mathcal{X})$ and $\bar{\nu}(t), \bar{\nu}(t+1) \in \mathbb{P}(\mathcal{Y})$ is shown in Fig.6.4.

$$
\begin{array}{r}
\mu(t) \xrightarrow{P} \mu(t+1) \\
\|\nu-\mu\|_{T V} \mid P Q \\
\bar{\nu}(t) \xrightarrow[\mathbb{D}^{(\varphi)}(P \| \Phi)]{ } \\
\hline \frac{\Phi}{\nu}(t+1)
\end{array}
$$

Figure 6.4.: Method 2. Diagram that shows the relationship of the initial and the lower probability distributions.

### 6.3.1. Solution of Approximation Problem based on Occupancy Distribution

In this section, we first give an algorithm to construct the $Q^{\dagger}$ matrix which solves (6.8). Then, under an additional assumption that the reduced process is also Markov, we give the solution of (6.9).

Let $k=0,1, \ldots, r-1$, where $r$ denotes the number of $\mathcal{X}_{k}$ sets, that is, $1 \leq r \leq\left|\mathcal{X} \backslash \mathcal{X}^{0}\right|$ (note that, $\mathcal{X}_{0}$ set is included). For all $j=1,2, \ldots,\left|\mathcal{X}_{k}\right|, \mathcal{X}_{k, j} \triangleq\left\{j\right.$ th element of $\mathcal{X}_{k}$ set $\}$, (note that, if $\left|\mathcal{X}_{k}\right|=1$ then $\mathcal{X}_{k, j}=\mathcal{X}_{k}$ ). Similarly, $\mathcal{X}^{0, j} \triangleq\left\{j\right.$ th element of $\mathcal{X}^{0}$ set $\}$, (note that, if $\left|\mathcal{X}^{0}\right|=1$ then $\mathcal{X}^{0, j}=\mathcal{X}^{0}$ ).

## Algorithm 6.2.

1. Initialization step:
a) Arrange $\ell_{i}, i \in \mathcal{X}$, in a descending order.
b) Identify the support sets $\mathcal{X}^{0}, \mathcal{X}_{0}$ and $\mathcal{X}_{k}$ for all $k \in\left\{1,2, \ldots,\left|\mathcal{X} \backslash \mathcal{X}^{0} \cup \mathcal{X}_{0}\right|\right\}$.
c) Calculate the value of $r$.

For any $R \in[0,2]$ :
2) Step. 1 (Indicator functions):
a) Let

$$
\mu^{R}\left(\mathcal{X}^{0}\right) \triangleq \sum_{i \in \mathcal{X}^{0}} \mu_{i}+\frac{R}{2}
$$

Define

$$
I^{\mathcal{X}^{0}} \triangleq\left\{\begin{array}{l}
1, \text { if } \mu^{R}\left(\mathcal{X}^{0}\right) \geq 1  \tag{6.24}\\
0, \text { otherwise. }
\end{array}\right.
$$

b) For $k=0,1, \ldots, r-1$ let

$$
\mu^{R}\left(\mathcal{X}_{k}\right) \triangleq \sum_{j=0}^{k} \sum_{i \in \mathcal{X}_{j}} \mu_{i}-\frac{R}{2}
$$

Define

$$
\begin{gathered}
I^{\mathcal{X}_{k}} \triangleq \begin{cases}1, & \text { if } \mu^{R}\left(\mathcal{X}_{k}\right) \geq 0, \\
0, & \text { otherwise. }\end{cases} \\
I^{\mathcal{X}_{[0, k-1]} \triangleq} \triangleq \begin{cases}1, & \text { if } \mu^{R}\left(\mathcal{X}_{i}\right)<0, \forall i=0,1, \ldots, k-1 \\
0, & \text { otherwise },\end{cases}
\end{gathered}
$$

and

$$
\begin{equation*}
I^{\mathcal{X}_{k}, \mathcal{X}_{[0, k-1]}}=I^{\mathcal{X}_{k}} I^{\mathcal{X}_{[0, k-1]}} . \tag{6.25}
\end{equation*}
$$

c) For $k=0,1, \ldots, r-1$, if $\left|\mathcal{X}_{k}\right|>1$, then for all $j=1 \ldots,\left|\mathcal{X}_{k}\right|$, let

$$
\mu^{R}\left(\mathcal{X}_{k, j}\right) \triangleq \mu_{\mathcal{X}_{k, j}}-\frac{\left(R / 2-\sum_{i \in \cup \cup_{j=0}^{k-1} \mathcal{X}_{j}} \mu_{i}\right)}{\left|\mathcal{X}_{k}\right|}
$$

Define

$$
I^{\mathcal{X}_{k, j}} \triangleq \begin{cases}1, & \text { if } \mu^{R}\left(\mathcal{X}_{k, j}\right) \geq 0  \tag{6.26}\\ 0, & \text { otherwise }\end{cases}
$$

3) Step. 2 (The $Q^{\dagger}$ matrix):

Let $Q^{\dagger}$ be an $|\mathcal{X}| \times|\mathcal{X}|$ matrix and $i=1,2, \ldots,|\mathcal{X}|$ to denote the ith column of $Q^{\dagger}$ matrix.
a) For all $i \in \mathcal{X}^{0}$, the elements of the ith column are given as follows.
i) Let the $\left(Q^{\dagger}\right)_{i, i}$ element be equal to

$$
\begin{equation*}
\sum_{k=0}^{r-1} I^{\mathcal{X}_{k}, \mathcal{X}_{[0, k-1]}}\left(1+\frac{R / 2}{\left|\mathcal{X}^{0}\right|}\right)+I^{\mathcal{X}^{0}} \frac{\left(\mu_{\mathcal{X}^{0, i}}+\frac{\sum_{j \in \mathcal{X} \backslash \mathcal{X}^{0}} \mu_{j}}{\left|\mathcal{X}^{0}\right|}\right)}{\mu_{\mathcal{X}^{0}, i}} \tag{6.27}
\end{equation*}
$$

ii) Let all the remaining elements of the ith column be equal to

$$
\begin{equation*}
\sum_{k=0}^{r-1} I^{\mathcal{X}_{k}, \mathcal{X}_{[0, k-1]}} \frac{R / 2}{\left|\mathcal{X}^{0}\right|} \tag{6.28}
\end{equation*}
$$

b) For all $i \in \mathcal{X}_{k}, k=0,1, \ldots, r-1$, and $j \in\left\{\psi \in\left\{1,2, \ldots,\left|\mathcal{X}_{k}\right|\right\}: i \in\right.$ $\mathcal{X}_{k}$ is in the $\psi$ th position on $\mathcal{X}_{k}$ set $\}$, the elements of the ith column are as follows.
i) Let the $\left(Q^{\dagger}\right)_{i, i}$ element be equal to

$$
\begin{equation*}
\sum_{j=0}^{k-1} I^{\mathcal{X}_{j}, \mathcal{X}_{[0, j-1]}}+I^{\mathcal{X}_{k, j}} I^{\mathcal{X}_{k}, \mathcal{X}_{[0, k-1]}}\left(1-\frac{R / 2}{\sum_{j=1}^{\left|\mathcal{X}_{k}\right|} I^{\mathcal{X}_{k, j}}}\right) \tag{6.29}
\end{equation*}
$$

ii) If $\left|\mathcal{X}_{k}\right|>1$, then for all $z \in \mathcal{X}_{k} \backslash \mathcal{X}_{k, j}$, let the $\left(Q^{\dagger}\right)_{z, i}$ element be equal to
$I^{\mathcal{X}_{k, j}} I^{\mathcal{X}_{k}, \mathcal{X}_{[0, k-1]}}\left\{\prod_{j=1}^{\left|\mathcal{X}_{k}\right|} I^{\mathcal{X}_{k, j}}\left(\frac{-R / 2}{\sum_{j=1}^{\left|\mathcal{X}_{k}\right|} I^{\mathcal{X}_{k, j}}}\right)+\left(1-\frac{R / 2}{\sum_{j=1}^{\left|\mathcal{X}_{k}\right|} I^{\mathcal{X}_{k, j}}}\right)\left(1-\prod_{j=1}^{\left|\mathcal{X}_{k}\right|} I^{\mathcal{X}_{k, j}}\right)\right\}$.
iii) For all $z \in \mathcal{X} \backslash \mathcal{X}^{0} \cup \mathcal{X}_{k}$ and only if $z>i$ let the $\left(Q^{\dagger}\right)_{z, i}$ element be equal to

$$
\begin{equation*}
I^{\mathcal{X}_{k, j}} I^{\mathcal{X}_{k}, \mathcal{X}_{[0, k-1]}}\left\{\prod_{j=1}^{\left|\mathcal{X}_{k}\right|} I^{\mathcal{X}_{k, j}}\left(\frac{1}{\left|\mathcal{X}_{k}\right|}-\frac{R / 2}{\sum_{j=1}^{\left|\mathcal{X}_{k}\right|} I^{\mathcal{X}_{k, j}}}\right)+\left(1-\frac{R / 2}{\sum_{j=1}^{\left|\mathcal{X}_{k}\right|} I^{\mathcal{X}_{k, j}}}\right)\left(1-\prod_{j=1}^{\left|\mathcal{X}_{k}\right|} I^{\mathcal{X}_{k, j}}\right)\right\} . \tag{6.31}
\end{equation*}
$$

iv) Let all the remaining elements of the ith column be equal to

$$
\begin{equation*}
I^{\mathcal{X}_{k, j}} I^{\mathcal{X}_{k}, \mathcal{X}_{[0, k-1]}}\left(\frac{-R / 2}{\sum_{j=1}^{\left|\mathcal{X}_{k}\right|} I^{\mathcal{X}_{k, j}}}\right) . \tag{6.32}
\end{equation*}
$$

Once the $Q^{\dagger}$ matrix is constructed, as a function of the TV parameter $R$, then by (6.21) the resulting optimal probability, $\nu^{*}$, is an $1 \times|\mathcal{X}|$ row vector. However, recall from Remark 6.3 that by definition $\nu^{*}$ is just an $1 \times(2+r)$ row vector. By using all the information that the support sets provide to us we can easily transform the $1 \times|\mathcal{X}|$ row vector to an $1 \times(2+r)$ row vector, by simply adding together the optimal probabilities, $\nu_{i}^{*}, \forall i \in \mathcal{X}$, which belong to the
same support sets. Given the optimal solution of optimization (6.8), then by Definition 6.1 the lower-dimensional process $\left\{Y_{t}: t=0,1 \ldots\right\}$ with invariant distribution $\bar{\nu}$ is obtained, either by removing all zero elements of $\nu^{*} \in \mathbb{P}(\mathcal{X})$, or by defining a $Q$ matrix to be equal to $Q^{\dagger}$ after the deletion of all zero columns, and hence

$$
\begin{equation*}
\bar{\nu}=\mu Q=\mu P Q, \tag{6.33}
\end{equation*}
$$

where the dimensions of $Q$ matrix are based on the value of the TV parameter $R \in[0,2]$.
Before we proceed with the solution of (6.9), we provide a simple, yet useful example in order to explain each step of Algorithm 6.2.

Example 6.1. Let $\ell=\left[\begin{array}{llll}\ell_{1} & \ell_{2} & \ell_{3} & \ell_{4}\end{array}\right]$, where $\ell_{1}>\ell_{2}>\ell_{3}>\ell_{4}$, and $|\mathcal{X}|=4$. For simplicity it is assumed that the optimum probabilities $\nu_{i}^{*}, i \in \mathcal{X}$, as a function of $R$ are known, as presented in Fig.6.5.

Initialization step. The support sets are equal to $\mathcal{X}^{0}=\{1\}, \mathcal{X}_{0}=\{4\}, \mathcal{X}_{1}=\{3\}$ and $\mathcal{X}_{2}=\{2\}$. The number of $\mathcal{X}_{k}$ sets is equal to $r=3$.

Step. 1 From (6.24), the indicator function $I^{\mathcal{X}^{0}}$ is given by

$$
I^{\mathcal{X}^{0}} \triangleq \begin{cases}1, & \text { if } \mu_{1}+\frac{R}{2} \geq 1 \\ 0, & \text { otherwise }\end{cases}
$$

From (6.25), the indicator functions $I^{\mathcal{X}_{0}}, I^{\mathcal{X}_{1}, \mathcal{X}_{[0,0]}}$ and $I^{\mathcal{X}_{2}, \mathcal{X}_{[0,1]}}$ are given by

$$
\begin{gathered}
I^{\mathcal{X}_{0}} \triangleq \begin{cases}1, & \text { if } \mu_{4}-\frac{R}{2} \geq 0 \\
0, & \text { otherwise } .\end{cases} \\
I^{\mathcal{X}_{1}, \mathcal{X}_{[0,0]}} \triangleq \begin{cases}1, & \text { if } \mu_{3}+\mu_{4}-\frac{R}{2} \geq 0 \text { and } \mu_{4}-\frac{R}{2} \leq 0 \\
0, & \text { otherwise. }\end{cases} \\
I^{\mathcal{X}_{2}, \mathcal{X}_{[0,1]} \triangleq} \triangleq \begin{cases}1, & \text { if } \mu_{2}+\mu_{3}+\mu_{4}-\frac{R}{2} \geq 0 \\
\text { and } \mu_{3}+\mu_{4}-\frac{R}{2} \leq 0 \text { and } \mu_{4}-\frac{R}{2} \leq 0 \\
0, & \text { otherwise. }\end{cases}
\end{gathered}
$$

The values of the indicator functions for $R \in[0,2]$ are given below.

| $\underline{0 \leq R<R_{1}}$ | $\underline{R_{1} \leq R<R_{2}}$ |  | $\underline{R_{2} \leq R<R_{3}}$ |  |
| ---: | ---: | ---: | ---: | ---: |
| $I^{\mathcal{X}^{0}}=0$ | $I^{\mathcal{X}^{0}}=0$ | $I^{\mathcal{X}^{0}}=0$ | $I^{\mathcal{X}^{0}}=1$ |  |
| $I^{\mathcal{X}_{0}}=1$ | $I^{\mathcal{X}_{0}}=0$ | $I^{\mathcal{X}_{0}}=0$ | $I^{\mathcal{X}_{0}}=0$ |  |
| $I^{\mathcal{X}_{1}, \mathcal{X}_{[0,0]}}=0$ | $I^{\mathcal{X}_{1}, \mathcal{X}_{[0,0]}}=1$ | $I^{\mathcal{X}_{1}, \mathcal{X}_{[0,0]}}=0$ | $I^{\mathcal{X}_{1}, \mathcal{X}_{[0,0]}}=0$ |  |
| $I^{\mathcal{X}_{2}, \mathcal{X}_{[0,1]}}=0$ | $I^{\mathcal{X}_{2}, \mathcal{X}_{[0,1]}}=0$ | $I^{\mathcal{X}_{2}, \mathcal{X}_{[0,1]}}=1$ | $I^{\mathcal{X}_{2}, \mathcal{X}_{[0,1]}}=0$ |  |

For $0 \leq R<R_{1}$, all indicator functions are equal to one, except the one which corresponds to $\mathcal{X}_{0}$ set, that is, $I^{\mathcal{X}_{0}}=1$. As soon as $\mu^{R}\left(\mathcal{X}_{0}\right)=0$, then $I^{\mathcal{X}_{0}}$ becomes equal to zero and $I^{\mathcal{X}_{1}, \mathcal{X}_{[0,0]}}$ equal to one. This procedure is repeated until the value of $R=R_{\max }=R_{3}$, see Fig.6.5, in which $I^{\chi^{0}}$ becomes equal to one, and all other indicator functions equal to zero, and $I^{\mathcal{X}^{0}}$ remains active for all $R \geq R_{\max }=R_{3}$.

Step. 2 Let $Q^{\dagger}$ be an $4 \times 4$ matrix. For $0 \leq R<R_{1}$,

$$
Q^{\dagger}=\left(\begin{array}{cccc}
1+R / 2 & 0 & 0 & -R / 2 \\
R / 2 & 1 & 0 & -R / 2 \\
R / 2 & 0 & 1 & -R / 2 \\
R / 2 & 0 & 0 & 1-R / 2
\end{array}\right),
$$

and since no zero column exist then $Q^{\dagger}=Q$. For $R_{1} \leq R<R_{2}$,

$$
Q^{\dagger}=\left(\begin{array}{cccc}
1+R / 2 & 0 & -R / 2 & 0 \\
R / 2 & 1 & -R / 2 & 0 \\
R / 2 & 0 & 1-R / 2 & 0 \\
R / 2 & 0 & 1-R / 2 & 0
\end{array}\right)
$$

and hence

$$
Q=\left(\begin{array}{ccc}
1+R / 2 & 0 & -R / 2 \\
R / 2 & 1 & -R / 2 \\
R / 2 & 0 & 1-R / 2 \\
R / 2 & 0 & 1-R / 2
\end{array}\right)
$$

For $R_{2} \leq R<R_{3}$,

$$
Q^{\dagger}=\left(\begin{array}{cccc}
1+R / 2 & -R / 2 & 0 & 0 \\
R / 2 & 1-R / 2 & 0 & 0 \\
R / 2 & 1-R / 2 & 0 & 0 \\
R / 2 & 1-R / 2 & 0 & 0
\end{array}\right),
$$

and hence

$$
Q=\left(\begin{array}{cc}
1+R / 2 & -R / 2 \\
R / 2 & 1-R / 2 \\
R / 2 & 1-R / 2 \\
R / 2 & 1-R / 2
\end{array}\right) .
$$

For $R \geq R_{3}$,

$$
Q^{\dagger}=\left(\begin{array}{cccc}
\frac{1}{\mu_{1}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \Longrightarrow Q=\left(\begin{array}{c}
\frac{1}{\mu_{1}} \\
0 \\
0 \\
0
\end{array}\right)
$$

Note that, the number of columns of $Q$ matrix is based on the value of total variation


Figure 6.5.: Optimal probabilities as a function of $R$.
parameter $R$. For $0 \leq R<R_{1}$, its dimension is equal to $(|\mathcal{X}|) \times(1+r)$. Whenever an indicator function becomes equal to zero, all elements of the respective column become equal to zero, and hence the column is deleted, until $R \geq R_{3}$, where the $Q$ matrix will be transformed into a column vector of dimension $(|\mathcal{X}|) \times(1)$.

Next, we proceed with the solution of (6.9), by letting $\bar{\nu} \in \mathbb{P}(\mathcal{Y})$ to denote the invariant distribution of a lower-dimensional Markov process $(\bar{\nu}, \Phi)$. As mentioned in [19], the main difficulty in solving (6.9) is in finding an optimal partition function $\varphi$. However, once an optimal partition is given then the solution of $\Phi$ can be easily obtained. Toward this end, next we define an optimal partition function for the approximation problem based on occupancy distribution at values of TV parameter $R$ for which a reduction of the states occurs (i.e., see Example 6.1, Fig.6.5, for values of $R=R_{1}, R_{2}$ and $R_{3}$ ).

Definition 6.3. (Partition function) Let $\mathcal{X}$ and $\mathcal{Y}$ be two finite dimensional state-spaces with
$|\mathcal{Y}|<|\mathcal{X}|$. Define a surjective (partition) function $\varphi: \mathcal{X} \longmapsto \mathcal{Y}$ as follows.

$$
\begin{aligned}
& \forall i \in \mathcal{X}^{0}, \quad \varphi(i)=1 \in \mathcal{Y}, \\
& \forall i \in \mathcal{X} \backslash \mathcal{X}^{0}, \quad \varphi(i)= \begin{cases}1, & \text { if } \nu_{i}^{*}=0, \\
k \in \mathcal{Y}, & \text { if } \nu_{i}^{*}>0 .\end{cases}
\end{aligned}
$$

Note that, once the optimal probabilities $\nu_{i}^{*}, \forall i \in \mathcal{X}$ are obtained, we can easily identify the values of $R$ for which a reduction of the states occurs. In addition, since the solution behavior of (6.8) is to remove probability mass from states with the smallest invariant probability and strengthening the states with the highest invariant probability, this property of the partition function $\varphi$ is intuitive and expected.

Next, we reproduce the main theorem of [21], which gives the solution of $\Phi$ that solves (6.9).

Theorem 6.3. Let $(\mu, P, \mathcal{X})$ be a given $F S M$ process and $\varphi$ be the partition function of Definition 6.3. For optimization (6.9), the solution of $\Phi$ is given by

$$
\begin{equation*}
\Phi_{k l}=\frac{u^{(k)} \Pi P u^{(\ell)^{\prime}}}{\bar{\nu}_{k}}, \quad k, \ell \in \mathcal{Y} \tag{6.34}
\end{equation*}
$$

where $\Pi=\operatorname{diag}(\mu), u^{(k)^{\prime}}$ is the transpose of $u^{(k)}$, and $u^{(k)}$ is a $1 \times|\mathcal{X}|$ row vector defined by

$$
u_{i}^{(k)}= \begin{cases}1, & \text { if } \varphi(i)=k  \tag{6.35}\\ 0, & \text { otherwise }\end{cases}
$$

Proof. See [19].

### 6.3.2. Solution of Approximation Problem based on Maximum Entropy Principle

In this subsection, we first give an algorithm to construct the $Q$ matrix which solves (6.10). Then, under the assumption that the reduced process is also Markov, we give the solution of (6.11). Before giving the algorithm, we introduce some notation.

Let $r$ denote the number of $\mathcal{X}_{k}$ sets, that is, $1 \leq r \leq\left|\mathcal{X} \backslash \mathcal{X}^{0} \cup \mathcal{X}_{0}\right|$ (note that, $\mathcal{X}_{0}$ set is excluded, in contrast with the definition of $r$ in Section 6.3.1). Furthermore, let $r^{+}$and $r^{-}$ denote the number of $\mu_{i}, i \in \mathcal{X}$, such that $\mu_{i} \geq \frac{1}{|\mathcal{X}|}$ and $\mu_{i}<\frac{1}{|\mathcal{X}|}$, respectively. In addition, $\mu_{i} \neq \mu_{j}$ should also be satisfied for all $i \neq j, i, j \in \mathcal{X}$.

Remark 6.4. The initialization step of the following algorithm is performed by letting $R=0$. In this case, $\nu_{i}=\mu_{i}, \forall i \in \mathcal{X}$, and hence, $\ell_{i} \triangleq-\log \nu_{i}=-\log \mu_{i}$.

## Algorithm 6.4.

1. Initialization step:
a) Arrange $\mu_{i}, i \in \mathcal{X}$, in a descending order and let $R=0$.
b) Identify the support sets $\mathcal{X}^{0}, \mathcal{X}_{0}$ and $\mathcal{X}_{k}$ for all $k \in\left\{1,2, \ldots,\left|\mathcal{X} \backslash \mathcal{X}^{0} \cup \mathcal{X}_{0}\right|\right\}$.
c) Calculate the value of $r, r^{-}$and $r^{+}$.

For any $R \in[0,2]$ :
2) Step. 1 (Indicator functions):
a) For $k=1,2 \ldots, r^{-}-1$ let

$$
\mu_{-}^{R}\left(\mathcal{X}_{k}\right) \triangleq \frac{\sum_{i \in \cup_{j=0}^{k-1} \mathcal{X}_{j}} \mu_{i}-R / 2}{\sum_{j=0}^{k-1}\left|\mathcal{X}_{j}\right|}
$$

Define

$$
I_{-}^{\mathcal{X}_{k}} \triangleq \begin{cases}1, & \text { if } \mu_{-}^{R}\left(\mathcal{X}_{k}\right) \leq \frac{\sum_{i \in \mathcal{X}_{k}} \mu_{i}}{\left|\mathcal{X}_{k}\right|}  \tag{6.36}\\ 0, & \text { otherwise } .\end{cases}
$$

For $k=r^{-}$let

$$
\mu_{-}^{R}\left(\mathcal{X}_{r^{-}}\right) \triangleq \frac{\sum_{i \in \cup_{j=0}^{r--1} \mathcal{X}_{j}} \mu_{i}-R / 2}{\sum_{j=0}^{r-1}\left|\mathcal{X}_{j}\right|}
$$

Define

$$
I_{-}^{\mathcal{X}_{\mathcal{U}^{-}}} \triangleq \begin{cases}1, & \text { if } \mu_{-}^{R}\left(\mathcal{X}_{r^{-}}\right) \leq \frac{1}{|\mathcal{X}|}  \tag{6.37}\\ 0, & \text { otherwise. }\end{cases}
$$

b) For $k=1,2 \ldots, r^{+}-1$ let

$$
\mu_{+}^{R}\left(\mathcal{X}_{k}\right) \triangleq \frac{\sum_{i \in \mathcal{X} \backslash \cup_{j=r}^{k-1} \mathcal{X}_{r-j}} \mu_{i}+R / 2}{\left|\mathcal{X} \backslash \cup_{j=r}^{k-1} \mathcal{X}_{r-j}\right|}
$$

Define

$$
I_{+}^{\mathcal{X}_{k}} \triangleq \begin{cases}1, & \text { if } \mu_{+}^{R}\left(\mathcal{X}_{k}\right) \geq \frac{\sum_{i \in \mathcal{X}_{r-k+1}} \mu_{i}}{\left|\mathcal{X}_{r-k+1}\right|}  \tag{6.38}\\ 0, & \text { otherwise } .\end{cases}
$$

For $k=r^{+}$let

$$
\mu_{+}^{R}\left(\mathcal{X}_{r^{+}}\right) \triangleq \frac{\sum_{i \in \mathcal{X} \backslash \cup_{j=r}^{r+-1} \mathcal{X}_{r-j}} \mu_{i}+\frac{R}{2}}{\left|\mathcal{X} \backslash \cup_{j=r}^{r+-1} \mathcal{X}_{r-j}\right|}
$$

Define

$$
I_{+}^{\mathcal{X}^{r^{+}}} \triangleq \begin{cases}1, & \text { if } \mu_{+}^{R}\left(\mathcal{X}_{r^{+}}\right) \geq \frac{1}{|\mathcal{X}|},  \tag{6.39}\\ 0, & \text { otherwise. }\end{cases}
$$

3) Step. 2 (The $Q^{\dagger}$ matrix):

Let $Q^{\dagger}$ be an $(|\mathcal{X}|) \times(2+r)$ matrix.
a) The elements of the first column are given as follows.
i) For all $i \in \mathcal{X}_{0}$, let the $\left(Q^{\dagger}\right)_{i, 1}$ be equal to

$$
\begin{equation*}
\frac{1-R / 2}{\left|\mathcal{X}_{0}\right|+\sum_{j=1}^{r \downarrow-1} I_{-}^{\mathcal{X}_{j}}\left|\mathcal{X}_{j}\right|}\left(I_{-}^{\mathcal{X}_{r^{-}}}\right)^{c}+\frac{I_{-}^{\mathcal{X}_{r^{-}}}}{|\mathcal{X}|} . \tag{6.40}
\end{equation*}
$$

ii) For all $i \in \mathcal{X}_{k}, k=1,2, \ldots, r^{-}-1$, let the $\left(Q^{\dagger}\right)_{i, 1}$ be equal to

$$
\begin{equation*}
\frac{I_{-}^{\mathcal{X}_{k}}-R / 2}{\left|\mathcal{X}_{0}\right|+\sum_{j=1}^{r \downarrow-1} I_{-}^{\mathcal{X}_{j}}\left|\mathcal{X}_{j}\right|}\left(I_{-}^{\mathcal{X}_{r^{-}}}\right)^{c}+\frac{I_{-}^{\mathcal{X}_{r^{-}}}}{|\mathcal{X}|} . \tag{6.41}
\end{equation*}
$$

iii) Let all the remaining elements be equal to

$$
\begin{equation*}
\frac{-R / 2}{\left|\mathcal{X}_{0}\right|+\sum_{j=1}^{r \downarrow-1} I_{-}^{\mathcal{X}_{j}}\left|\mathcal{X}_{j}\right|}\left(I_{-}^{\mathcal{X}_{r-}}\right)^{\mathrm{c}}+\frac{I_{-}^{\mathcal{X}_{r^{-}}}}{|\mathcal{X}|} . \tag{6.42}
\end{equation*}
$$

b) The elements of the last column are given by
i) For all $i \in \mathcal{X}^{0}$, let the $\left(Q^{\dagger}\right)_{i, r+2}$ be equal to

$$
\begin{equation*}
\frac{1+R / 2}{\left|\mathcal{X}^{0}\right|+\sum_{j=1}^{r^{\uparrow}-1} I_{+}^{\mathcal{X}_{j}}\left|\mathcal{X}_{r-j+1}\right|}\left(I_{+}^{\mathcal{X}++}\right)^{c} . \tag{6.43}
\end{equation*}
$$

ii) For all $i \in \mathcal{X}_{r-k+1}, k=1,2, \ldots, r^{\uparrow}-1$ let the $\left(Q^{\dagger}\right)_{i, r+2}$ be equal to

$$
\begin{equation*}
\frac{I_{+}^{\mathcal{X}_{k}}+R / 2}{\left|\mathcal{X}^{0}\right|+\sum_{j=1}^{r^{\uparrow}-1} I_{+}^{\mathcal{X}_{j}}\left|\mathcal{X}_{r-j+1}\right|}\left(I_{+}^{\mathcal{X}_{r^{+}}}\right)^{c} . \tag{6.44}
\end{equation*}
$$

iii) Let all the remaining elements be equal to

$$
\begin{equation*}
\frac{R / 2}{\left|\mathcal{X}^{0}\right|+\sum_{j=1}^{r^{\uparrow}-1} I_{+}^{\mathcal{X}_{j}}\left|\mathcal{X}_{r-j+1}\right|}\left(I_{+}^{\mathcal{X}_{r+}}\right)^{c} . \tag{6.45}
\end{equation*}
$$

c) The elements of all remaining columns are given by
i) For all $i \in \mathcal{X}_{k}, k=1,2, \ldots, r^{-}-1$ let

$$
\begin{equation*}
\left(Q^{\dagger}\right)_{i, z}=\frac{\left(I_{-}^{\mathcal{X}_{k}}\right)^{c}}{\left|\mathcal{X}_{k}\right|} \tag{6.46}
\end{equation*}
$$

where $z=1+k$ denotes the $z$ th column. Let all the remaining elements of the zth column be equal to zero. However, if $I_{-}^{\mathcal{X}_{k}}=1$, then let all the elements of the zth column be equal with the corresponding elements of the first column, that is,

$$
\begin{equation*}
\left(Q^{\dagger}\right)_{1, z}=\left(Q^{\dagger}\right)_{1,1}, \quad\left(Q^{\dagger}\right)_{2, z}=\left(Q^{\dagger}\right)_{2,1}, \quad \ldots \quad\left(Q^{\dagger}\right)_{|\mathcal{X}|, z}=\left(Q^{\dagger}\right)_{|\mathcal{X}|_{1,1}} \tag{6.47}
\end{equation*}
$$

ii) For all $i \in \mathcal{X}_{r-k+1}, k=1,2, \ldots, r^{+}-1$ let

$$
\begin{equation*}
\left(Q^{\dagger}\right)_{i, z}=\frac{\left(I_{+}^{\mathcal{X}_{k}}\right)^{c}}{\left|\mathcal{X}_{k}\right|} \tag{6.48}
\end{equation*}
$$

where $z=r+2-k$ denotes the $z$ th column. Let all the remaining elements of the zth column be equal to zero. However, if $I_{+}^{\mathcal{X}_{k}}=1$, then let all the elements of the zth column be equal with the corresponding elements of the last column, that is,

$$
\begin{equation*}
\left(Q^{\dagger}\right)_{1, z}=\left(Q^{\dagger}\right)_{1,|\mathcal{X}|}, \quad\left(Q^{\dagger}\right)_{2, z}=\left(Q^{\dagger}\right)_{2,|\mathcal{X}|}, \quad \ldots \quad\left(Q^{\dagger}\right)_{|\mathcal{X}|, z}=\left(Q^{\dagger}\right)_{|\mathcal{X}|,|\mathcal{X}|} . \tag{6.49}
\end{equation*}
$$

Once the $Q^{\dagger}$ matrix is constructed, as a function of the TV parameter $R$, then by (6.21) the solution of optimization (6.10) is readily available, and hence, by Definition 6.2, the lowerdimensional process $\left\{Y_{t}: t=0,1 \ldots\right\}$ with invariant distribution $\bar{\nu}$ is obtained, either by adding all equal elements of $\nu^{*} \in \mathbb{P}(\mathcal{X})$, or by defining a $Q$ matrix to be equal to $Q^{\dagger}$, after the merging of all equal columns (by adding them). Hence

$$
\begin{equation*}
\bar{\nu}=\mu Q=\mu P Q \tag{6.50}
\end{equation*}
$$

where the dimensions of $Q$ matrix are based on the value of the TV parameter $R \in[0,2]$.
Before we proceed with the solution of (6.11), we provide a simple example in order to explain each step of Algorithm 6.4.

Example 6.2. Let $\mu=\left[\begin{array}{lll}\mu_{1} & \mu_{2} & \mu_{3}\end{array} \mu_{4}\right]$, where $\mu_{1}>\mu_{2}>\mu_{3}>\mu_{4}$, and also assume that $\mu_{1}>\mu_{2}>\frac{1}{|\mathcal{X}|}$ and $\mu_{4}<\mu_{3}<\frac{1}{|\mathcal{X}|}$, where $|\mathcal{X}|=4$. For simplicity of presentation it is assumed that the optimum probabilities $\nu_{i}^{*}, i \in \mathcal{X}$, as a function of $R$ are as shown in Fig.6.6.

Initialization step. For $R=0$, and from Remark 6.4, we conclude that $\ell_{1}<\ell_{2}<\ell_{3}<\ell_{4}$, and therefore the support sets are equal to $\mathcal{X}^{0}=\{4\}, \mathcal{X}_{0}=\{1\}, \mathcal{X}_{1}=\{2\}$ and $\mathcal{X}_{2}=\{3\}$. The number of the $\mathcal{X}_{k}$ sets is equal to $r=2$. The number of $\mu_{i}, i \in \mathcal{X}$, which are greater (or equal) than $\frac{1}{|\mathcal{X}|}=0.25$ (and also $\mu_{i} \neq \mu_{j}, i, j \in \mathcal{X}$ ) is $r^{-}=2$. Similarly, the number of $\mu_{i}$ which are strictly smaller than $\frac{1}{|\mathcal{X}|}=0.25$ (and also not equal to each other) is also $r^{+}=2$.

Step. 1 From (6.36)-(6.37), the indicator functions $I_{-}^{\mathcal{X}_{1}}$ and $I_{-}^{\mathcal{X}_{2}}$ are given by

$$
I_{-}^{\mathcal{X}_{1}} \triangleq\left\{\begin{array} { l l } 
{ 1 , } & { \text { if } \mu _ { 1 } - \frac { R } { 2 } \leq \mu _ { 2 } , } \\
{ 0 , } & { \text { otherwise } , }
\end{array} \quad I _ { - } ^ { \mathcal { X } _ { 2 } } \triangleq \left\{\begin{array}{ll}
1, & \text { if } \frac{\mu_{1}+\mu_{2}-R / 2}{2} \leq 0.25, \\
0, & \text { otherwise },
\end{array}\right.\right.
$$

and from (6.38)-(6.39), the indicator functions $I_{+}^{\mathcal{X}_{1}}$ and $I_{+}^{\mathcal{X}_{2}}$ are given by

$$
I_{+}^{\mathcal{X}_{1}} \triangleq\left\{\begin{array} { l l } 
{ 1 , } & { \text { if } \mu _ { 4 } + \frac { R } { 2 } \geq \mu _ { 3 } , } \\
{ 0 , } & { \text { otherwise } , }
\end{array} \quad I _ { + } ^ { \mathcal { X } _ { 2 } } \triangleq \left\{\begin{array}{ll}
1, & \text { if } \frac{\mu_{3}+\mu_{4}+R / 2}{2} \geq 0.25 \\
0, & \text { otherwise } .
\end{array}\right.\right.
$$

The values of the indicator functions for $R \in[0,2]$ are shown in Fig.6.6. For $0 \leq R<R_{1}$, that is, before a merge occurs, all indicator functions are equal to zero. If a merge occurs the respective indicator functions become equal to one, until for some $R \geq R_{3}$, where all indicator functions are equal to one.

Step. 2 Let $Q^{\dagger}$ be an $4 \times 4$ matrix. For $0 \leq R<R_{1}$,

$$
Q^{\dagger}=\left(\begin{array}{cccc}
1-R / 2 & 0 & 0 & R / 2 \\
-R / 2 & 1 & 0 & R / 2 \\
-R / 2 & 0 & 1 & R / 2 \\
-R / 2 & 0 & 0 & 1+R / 2
\end{array}\right) \text {, }
$$

and since no equal columns exist then $Q^{\dagger}=Q$. For $R_{1} \leq R<R_{2}$,

$$
Q^{\dagger}=\left(\begin{array}{cccc}
\frac{1-R / 2}{2} & \frac{1-R / 2}{2} & 0 & R / 2 \\
\frac{1-R / 2}{2} & \frac{1-R / 2}{2} & 0 & R / 2 \\
-R / 4 & -R / 4 & 1 & R / 2 \\
-R / 4 & -R / 4 & 0 & 1+R / 2
\end{array}\right) \text {, }
$$

and hence

$$
Q=\left(\begin{array}{ccc}
1-R / 2 & 0 & R / 2 \\
1-R / 2 & 0 & R / 2 \\
-R / 2 & 1 & R / 2 \\
-R / 2 & 0 & 1+R / 2
\end{array}\right)
$$

For $R_{2} \leq R<R_{3}$,

$$
Q^{\dagger}=\left(\begin{array}{cccc}
\frac{1-R / 2}{2} & \frac{1-R / 2}{2} & R / 4 & R / 4 \\
\frac{1-R / 2}{2} & \frac{1-R / 2}{2} & R / 4 & R / 4 \\
-R / 4 & -R / 4 & \frac{1+R / 2}{2} & \frac{1+R / 2}{2} \\
-R / 4 & -R / 4 & \frac{1+R / 2}{2} & \frac{1+R / 2}{2}
\end{array}\right),
$$

and hence

$$
Q=\left(\begin{array}{cc}
1-R / 2 & R / 2 \\
1-R / 2 & R / 2 \\
-R / 2 & 1+R / 2 \\
-R / 2 & 1+R / 2
\end{array}\right)
$$

For $R \geq R_{3}$,

$$
Q^{\dagger}=\left(\begin{array}{llll}
0.25 & 0.25 & 0.25 & 0.25 \\
0.25 & 0.25 & 0.25 & 0.25 \\
0.25 & 0.25 & 0.25 & 0.25 \\
0.25 & 0.25 & 0.25 & 0.25
\end{array}\right) \Longrightarrow Q=\left(\begin{array}{l}
1 \\
1 \\
1 \\
1
\end{array}\right)
$$



Figure 6.6.: Optimal Probabilities as a function of $R$.
Note that, the dimension of matrix $Q$ is based on the value of total variation distance parameter $R$. For $0<R \leq R_{1}$ its dimension is equal to $(|\mathcal{X}|) \times(2+r)$. Whenever two columns become equal (that is, an indicator function is activated) they are merged, until for some $R \geq R_{2}$, where matrix $Q$ is transformed into column vector of dimension $(|\mathcal{X}|) \times(1)$.

Next, we proceed with the solution of (6.11), by letting $\bar{\nu}$ to denote the invariant distribution of a lower-dimensional Markov process $(\bar{\nu}, \Phi)$. To this end, we next define an optimal partition function for the approximation problem, based on maximum entropy principle at values of TV parameter $R$, for which an aggregation of the states occurs (i.e., see Example 6.2, Fig.6.6, for values of $R=R_{1}, R_{2}$ and $R_{3}$.).

Definition 6.4. (partition function) Let $\mathcal{X}$ and $\mathcal{Y}$ be two finite dimensional state-spaces with $|\mathcal{Y}|<|\mathcal{X}|$. Define a surjective (partition) function $\varphi: \mathcal{X} \longmapsto \mathcal{Y}$ as follows

$$
\begin{equation*}
\forall i, j \in \mathcal{X}, \quad \varphi(i)=\varphi(j)=k \in \mathcal{Y} \quad \text { if } \quad \nu_{i}^{*}=\nu_{j}^{*} \tag{6.51}
\end{equation*}
$$

Note that, once the optimal probabilities $\nu_{i}^{*}, \forall i \in \mathcal{X}$ are obtained, we can easily identify the values of $R$ for which an aggregation of the states occurs. Next, we reproduce the main theorem of [21], which gives the solution of $\Phi$ that solves (6.11).

Theorem 6.5. Let $(\mu, P, \mathcal{X})$ be a $F S M$ process and $\varphi$ be the partition function of Definition 6.4. For optimization (6.11), the solution of $\Phi$ is given by

$$
\begin{equation*}
\Phi_{k l}=\frac{u^{(k)} \Pi P u^{(\ell)^{\prime}}}{\bar{\nu}_{k}}, \quad k, \ell \in \mathcal{Y} \tag{6.52}
\end{equation*}
$$

where $\Pi=\operatorname{diag}\left(\nu^{*}\right), u^{(k)^{\prime}}$ is the transpose of $u^{(k)}$, and $u^{(k)}$ is a $1 \times|\mathcal{X}|$ row vector defined by

$$
u_{i}^{(k)}= \begin{cases}1 & \text { if } \varphi(i)=k  \tag{6.53}\\ 0 & \text { otherwise }\end{cases}
$$

Proof. See [19].

### 6.4. Examples

In this section, the theoretical results of both methods are applied to specific examples to illustrate the methodology, and the water-filling behavior of the approximations.

### 6.4.1. Markov Chain Approximation with a Small Number of States

In this example we employ the theoretical results obtained in preceding sections to approximate a 4 -state FSM process $(\mu, P, \mathcal{X})$ with transition probability matrix given by

$$
P=\left[\begin{array}{llll}
0.4 & 0.2 & 0.3 & 0.1  \tag{6.54}\\
0.3 & 0.5 & 0.1 & 0.1 \\
0.2 & 0.3 & 0.4 & 0.1 \\
0.6 & 0.2 & 0.1 & 0.1
\end{array}\right]
$$

and steady state nominal probability vector equal to

$$
\mu=\left[\begin{array}{llll}
0.34 & 0.32 & 0.24 & 0.1 \tag{6.55}
\end{array}\right] .
$$

In particular, in Section 6.4.1, we solve approximation problem based on Method 1. In Section 6.4.1 we solve the approximation problem based on occupancy distribution, and in Section 6.4.1 based on entropy principle of Method 2.

## Solution of Problem 6.1

Let $\ell=\left\{\ell \in \mathbb{R}_{+}^{4}: \ell_{1}>\ell_{2}>\ell_{3}>\ell_{4}\right\}$, then the support sets are given by $\mathcal{X}^{0}=\{1\}, \mathcal{X}_{0}=$ $\{4\}, \mathcal{X}_{1}=\{3\}$ and $\mathcal{X}_{2}=\{2\}$, and by (6.18d), $R_{\max , 1}=1.2, R_{\max , 2}=1.4, R_{\max , 3}=1.6$ and $R_{\max , 4}=0.8$. By employing Theorem 6.1, the optimal $\Phi^{\dagger}$ and $\Phi$ matrices are obtained as a function of TV parameter $R$, as shown in Table 6.1. Note that, in contrast with Problems 6.2-6.3, where the approximation is performed only for values of $R$ for which a reduction of the states occurs, the solution of Problem 6.1 is obtained for all values of total variation parameter.

| $R$ | $\Phi^{\dagger}$ | $\Phi$ |
| :---: | :---: | :---: |
| 0 | $\left[\begin{array}{llll}.4 & .2 & .3 & .1 \\ .3 & .5 & .1 & .1 \\ .2 & .3 & .4 & .1 \\ .6 & 2 & .1 & .1\end{array}\right]$ | $\left[\begin{array}{llll}.4 & .2 & .3 & .1 \\ .3 & .5 & .1 & .1 \\ .2 & .3 & .4 & .1 \\ .6 & 2 & .1 & .1\end{array}\right]$ |
| 0.2 | $\left[\begin{array}{llll}.5 & .2 & .3 & 0 \\ .4 & .5 & .1 & 0 \\ .3 & .3 & .4 & 0 \\ .7 & .2 & .1 & 0\end{array}\right]$ | $\left[\begin{array}{lll}.5 & .2 & .3 \\ .4 & .5 & .1 \\ .3 & .3 & .4\end{array}\right]$ |
| 1 | $\left[\begin{array}{cccc}.9 & 1 & 0 & 0 \\ .8 & .2 & 0 & 0 \\ .7 & .3 & 0 & 0 \\ 1 & 0 & 0 & 0\end{array}\right]$ | $\left[\begin{array}{ll}.9 & .1 \\ .8 & .2\end{array}\right]$ |
| 1.4 | $\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0\end{array}\right]$ | [1] |

Table 6.1.: Optimal results obtained by the Approximation based on Method 1.

## Solution of Problem 6.2

By employing Algorithm 6.2, with $\ell_{i} \triangleq \mu_{i}, i=1, \ldots, 4$, and support sets given by $\mathcal{X}^{0}=$ $\{1\}, \mathcal{X}_{0}=\{4\}, \mathcal{X}_{1}=\{3\}$ and $\mathcal{X}_{2}=\{2\}$ the maximizing distribution of (6.8) exhibits a water-filling behavior as depicted in Fig.6.5. For values of TV parameter $0 \leq R \leq R_{1}=0.2$, all maximizing probabilities $\nu_{i}^{*}, i=1, \ldots, 4$, are greater than zero and hence $|\mathcal{Y}|=4=|\mathcal{X}|$ and $\bar{\nu}_{i}=\nu_{i}^{*}, i=1, \ldots, 4$. However, for $R_{1} \leq R<R_{2}=0.68,|\mathcal{Y}|=3<|\mathcal{X}|=4$ since $\nu_{4}^{*}$ becomes equal to zero and hence $\bar{\nu}_{i}=\nu_{i}^{*}, i=1,2,3$. The procedure follows until for some $R \geq R_{3}=1.32$ in which $|\mathcal{Y}|=1$ and $\bar{\nu}_{1}=\nu_{1}^{*}=1$.

From the above discussion, it is clear that, the solution of approximation problem based on occupancy distribution is described via a water-filling deletion of states with the smallest invariant probability and maintaining and strengthening the states with the highest invariant probability, and hence a lower-dimensional distribution $\bar{\nu}$ is obtained which is then applied to the problem of Markov by Markov approximation. For the solution of (6.9), first we find an optimal partition function $\varphi$ and then we calculate a transition probability matrix $\Phi$ which best approximates transition matrix $P$ only for values of $R$ for which a reduction of states occurs, that is, for $R=0,0.2,0.68$ and 1.32. The optimal results are depicted in Table 6.2.

## Solution of Problem 6.3

By employing Algorithm 6.4, with $\ell_{i} \triangleq-\log \nu_{i}, i=1, \ldots, 4$, the support sets are calculated for $R=0$, where $\nu_{i}^{*}=\mu_{i}$ and hence $\ell_{i}=-\log \mu_{i}$, and are equal to $\mathcal{X}^{0}=\{4\}, \mathcal{X}_{0}=\{1\}$, $\mathcal{X}_{1}=\{2\}$ and $\mathcal{X}_{2}=\{3\}$. The maximizing distribution of (6.10) exhibits a water-filling like behavior as depicted in Fig.6.6. For values of $0 \leq R<R_{1}=0.04,|\mathcal{Y}|=4=|\mathcal{X}|$ since $\nu_{i}^{*} \neq \nu_{j}^{*}$ for $i \neq j, i, j=1, \ldots, 4$ and hence $\bar{\nu}_{i}=\nu_{i}^{*}, i=1, \ldots, 4$. For $R_{1} \leq R<R_{2}=$ $0.28,|\mathcal{Y}|=3<|\mathcal{X}|=4$ since $\nu_{1}^{*}$ becomes equal to $\nu_{2}^{*}$ and hence $\bar{\nu}_{1}=\nu_{1}^{*}+\nu_{2}^{*}$ and $\bar{\nu}_{i}=\nu_{i}^{*}$, $i=3,4$. The procedure follows until for some $R \geq R_{3}=0.32$ in which $|\mathcal{Y}|=1$ and $\bar{\nu}_{1}=\sum_{i=1}^{4} \nu_{i}^{*}=\frac{1}{4}$.

In summary, the solution of approximation problem based on entropy principle is described via aggregation of states, that is, by grouping certain states of the original Markov chain to obtain the approximating reduced state process.Then the lower-dimensional distribution $\bar{\nu}$ is applied to problem (6.11). The optimal partition function $\varphi$ and the transition probability matrix $\Phi$ which minimizes the KL divergence rate for values of $R=0,0.04,0.28$ and 0.32 are as shown in Table 6.3.


The $\Phi$ matrix of the approximated Markov Process

(c)
(d)

The lifted matrix $\hat{\Phi}$

The lifted matrix $\hat{\Phi}$

(e)

(f)

Figure 6.7.: Approximation results based on occupancy distribution: Plot (a) depicts the $P$ matrix of the original Markov process. Plot (b) depicts a 15 -state approximation. Plot (c) depicts an 8-state approximation. Plot (d) depicts the KL divergence rate. Plot (e) depicts the lifted $\hat{\Phi}$ matrix for the 15 -state approximation. Plot (f) depicts the lifted $\hat{\Phi}$ matrix for the 8 -state approximation.


Figure 6.8.: Approximation results based on maximum entropy: Plot (a) depicts the $P$ matrix of the original Markov process. Plot (b) depicts a 15 -state approximation. Plot (c) depicts an 8 -state approximation. Plot (d) depicts the KL divergence rate. Plot (e) depicts the lifted $\hat{\Phi}$ matrix for the 15 -state approximation. Plot (f) depicts the lifted $\hat{\Phi}$ matrix for the 8 -state approximation.

| $R$ | $\bar{\nu}$ | $Q$ | $\varphi$ | $\Phi$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | [.34 . 32.24 .1 ] | $\left[\begin{array}{lllll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$ | $\varphi(1)=1$ $\varphi(2)=2$ $\varphi(3)=3$ $\varphi(4)=4$ | $\left[\begin{array}{ccccc}.4 & 2 & .3 & .1 \\ .3 & 5 & \text {.1 } & .1 \\ .2 & .3 & .4 & .1 \\ .6 & .2 & .1 & .1\end{array}\right]$ |
| 0.2 | [.44.32 .24] | $\left[\begin{array}{cccc}1.1 & 0 & -.1 \\ .1 & 1 & -.1 \\ .1 & 0 & .9 \\ .1 & 0 & .9\end{array}\right]$ | $\varphi(1)=1$ <br> $\varphi(2)=2$ <br> $\varphi(3)=3$ <br> $\varphi(4)=1$ | $\left[\begin{array}{ccc}.5455 & .2 & .2545 \\ .4 & .5 & .1 \\ .3 & .3 & .4\end{array}\right]$ |
| 0.68 | [0.68 0.32] | $\left[\begin{array}{cc}1.34 & -.34 \\ .34 & .66 \\ .34 & .66 \\ .34 & .66\end{array}\right]$ | $\varphi(1)=1$ <br> $\varphi(2)=2$ <br> $\varphi(3)=1$ <br> $\varphi(4)=1$ | $\left[\begin{array}{cc} .7647 & .2353 \\ .5 & .5 \end{array}\right]$ |
| 1.32 | [1] | $\left[\begin{array}{c}2.94 \\ 0 \\ 0 \\ 0\end{array}\right]$ | $\varphi(1)=1$ $\varphi(2)=1$ $\varphi(3)=1$ $\varphi(4)=1$ | [1] |

Table 6.2.: Optimal results obtained by the Approximation based on occupancy distribution.

### 6.4.2. Markov Chain Approximation based on Occupancy Distribution with a Large Number of States

In this example we approximate a 25 -state Markov process based on occupancy distribution. The transition matrix $P$ of the original Markov process is as shown in Fig.6.7a, in which the color of the $i$ th row and $j$ th column represents the $P_{i j}$ element as indicated by the color bar. Then, based on the resulting values of $\mu_{i}, \forall i \in \mathcal{X}$, the state space $\mathcal{X}$ is partitioned into 16 disjoint sets, where

$$
\begin{gathered}
\mathcal{X}^{0}=\{1\}, \mathcal{X}_{0}=\{25\}, \mathcal{X}_{1}=\{24,23\}, \mathcal{X}_{2}=\{22\}, \mathcal{X}_{3}=\{21\}, \mathcal{X}_{4}=\{20,19\}, \\
\mathcal{X}_{5}=\{18,16\}, \mathcal{X}_{6}=\{15\}, \mathcal{X}_{7}=\{14,13\}, \mathcal{X}_{8}=\{12\}, \mathcal{X}_{9}=\{11,10\}, \\
\mathcal{X}_{10}=\{9\}, \mathcal{X}_{11}=\{8,7\}, \mathcal{X}_{12}=\{6,5\}, \mathcal{X}_{13}=\{4,3\}, \mathcal{X}_{14}=\{2\} .
\end{gathered}
$$

Fig.6.7d depicts the KL divergence rate as a function of the number of the states of the approximated Markov process and also as a function of the TV parameter R for values where a reduction of the states occurs, due to the water-filling behaviour of the solution. Fig.6.7be depict the $\Phi$ matrix and the corresponding lifted matrix $\hat{\Phi}$ of the approximated Markov

| $R$ | $\bar{\nu}$ | $Q$ | $\varphi$ | $\Phi$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | [.34 . 32.24 .1] | $\left[\begin{array}{lllll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$ | $\varphi(1)=1$ <br> $\varphi(2)=2$ <br> $\varphi(3)=3$ <br> $\varphi(4)=4$ | $\left[\begin{array}{lllll}.4 & .2 & .3 & .1 \\ .3 & .5 & .1 & .1 \\ .2 & .3 & .4 & .1 \\ .6 & 2 & .1 & .1\end{array}\right]$ |
| 0.04 | [.64 .24 .12] | $\left[\begin{array}{ccc}.98 & 0 & .02 \\ .98 & 0 & .02 \\ .02 & 1 & .02 \\ .02 & 0 & 1.02\end{array}\right]$ | $\varphi(1)=1$ <br> $\varphi(2)=1$ <br> $\varphi(3)=2$ <br> $\varphi(4)=3$ | $\left[\begin{array}{lll}.7 & .2 & .1 \\ .5 & 4 \\ \hline 8 \\ .8 & 1 \\ \hline\end{array}\right]$ |
| 0.28 | [0.52 0.48] | $\left[\begin{array}{cc}.86 & .14 \\ .86 & .14 \\ -.14 & 1.14 \\ -.14 & 1.14\end{array}\right]$ | $\begin{aligned} & \varphi(1)=1 \\ & \varphi(2)=1 \\ & \varphi(3)=2 \\ & \varphi(4)=2 \end{aligned}$ | $\left[\begin{array}{cc}.7 & .3 \\ .65 & .35\end{array}\right]$ |
| 0.32 | [1] | $\left[\begin{array}{l}1 \\ 1 \\ 1 \\ 1\end{array}\right]$ | $\varphi(1)=1$ <br> $\varphi(2)=1$ <br> $\varphi(3)=1$ <br> $\varphi(4)=1$ | $[1]$ |

Table 6.3.: Optimal results obtained by the Approximation based on entropy principle.
process, when the 25 -state Markov process is approximated by a 15 -state Markov process. Similarly, Fig.6.7c-f depict $\Phi$ and $\hat{\Phi}$ when the 25 -state Markov process is approximated by an 8 -state Markov process.

### 6.4.3. Markov Chain Approximation based on Maximum Entropy with a Large Number of States

In this example we approximate a 25 -state Markov process based on maximum entropy. The transition matrix $P$ of the original Markov process is as shown in Fig.6.8a. By Remark 6.4, the state-space $\mathcal{X}$ is partitioned into 25 disjoint sets, where $\mathcal{X}^{0}=\{25\}, \mathcal{X}_{0}=\{1\}$ and $\mathcal{X}_{k}=\{k+1\}$ for $k=1, \ldots, 23$. Similarly to example 6.4.2, Fig.6.8d depicts the KL divergence rate as a function of the number of the states of the approximated Markov process and as a function of TV parameter for values where an aggregation of the states occurs. It is worth noting, that the approximation based on maximum entropy principle is much faster, in terms of TV parameter, compared to the approximation based on occupancy and this is due to the water-filling like behavior of the solution. Fig.6.8b-e and 6.8 c -f depict the $\Phi$ matrix
and the corresponding lifted matrix $\hat{\Phi}$ when the original Markov process is approximated by a 15 -state and an 8 -state Markov process, respectively.

### 6.5. Summary

In this chapter, we present two methods of approximating a FSM process by another process with fewer states. The first method, utilizes the total variation distance to discriminate the transition probabilities of a high-dimensional FSM process by a reduced order Markov process, and hence, a direct method for a Markov by Markov approximation is obtained. The second method, utilizes total variation distance as a new discrepancy measure, and the problem is formulated using: (a) maximization of an average pay-off functional with respect to the approximated invariant probability, and, (b) maximization of the entropy of the approximated invariant probability, both subject to a constraint on the total variation distance metric between the invariant probability of the original Markov process and that of the approximated process. Then, by utilizing the obtained solution, we studied the problem of approximating a FSM process with another FSM process of reduced order with respect to the Kullback-Leibler divergence rate. Examples are included to demonstrate the approximation approach for each of the two methods.


## 7

## Conclusion

In this chapter, a summary of the main findings of the thesis is presented, and suggestions for future research are discussed.

### 7.1. Summary and Main Contributions

Extremum problems with total variation distance metric on the space of probability measures are of fundamental importance; they have applications in stochastic optimal control, decision theory, information theory, mathematical finance, etc. In this thesis, such extremum problems are introduced and analyzed. Subsequently, the results are applied to minimax stochastic optimal control via dynamic programming on a finite and on an infinite horizon, and to approximate high-dimensional Markov processes by lower-dimensional processes. Below, we give a brief summary followed by the main contributions of the thesis.

## Extremum Problems

In this chapter, we investigated extremum problems with pay-off being the total variation distance metric defined on the space of probability measures, subject to linear functional constraints on the space of probability measures and vice-versa; that is with the roles of total variation metric and linear functional interchanged. First, we introduced the precise definitions of the extremum problems under investigation, and then we studied some of their most important properties. Next, by utilizing concepts from signed measures we characterized the
extremum measures, which exhibit a water-filling behavior, on abstract and on finite alphabet spaces. In particular, the construction of the extremum measures involves the identification of the partition of their support set, and their mass defined on these partitions. Due to the convexity of these extremum problems, the optimal solution of all problems is obtained explicitly, by finding upper and lower bounds which are achievable. The main contributions of this part are the following.

- Characterization of the properties of the extremum problems;
- characterization of extremum measures on abstract spaces;
- closed form expressions of the extremum measures for finite alphabets.


## Dynamic Programming on a Finite Horizon

In this chapter, we addressed optimality of stochastic optimal control strategies on a finite horizon, via dynamic programming subject to total variation distance ambiguity on the conditional distribution of the controlled process. The solution of the minimax stochastic control with deterministic strategies, is obtained under a Markovian and a non-Markovian assumption, on the conditional distribution of the controlled process. Although, optimality of the control strategies subject to uncertainty have been addressed previously by several authors using relative entropy constraints, our approach is novel in the sense that the class of models is described by total variation distance between the nominal and the true distributions. The essence of our approach lies in the fact that total variation is more general than relative entropy, and in addition, it has the advantage of admitting distributions which are singular with respect to the nominal distribution. Hence, stochastic control under total variation results in optimal policies which are more robust with respect to uncertainty. The main contributions of this part are the following.

- Minimax optimization subject to total variation distance ambiguity constraint;
- new dynamic programming recursions, which includes in addition to the classical terms, the oscillator semi-norm of the future cost-to-go.


## Dynamic Programming on an Infinite Horizon

In this chapter, we addressed optimality of stochastic control strategies on an infinite horizon, via dynamic programming subject to total variation distance ambiguity on the conditional distribution of the controlled process, by considering as optimality criterion both the expected discounted reward and the average pay-off per unit time. New policy iteration algorithms, with convergence properties, are developed for computing the optimal policies
which in contrast to the classical ones, policy improvement and policy evaluation steps are performed using the maximizing conditional distribution obtained under total variation distance ambiguity constraints. The main contributions of this part are the following.

- New infinite horizon discounted dynamic programming equation, associated contractive property, and a new policy iteration algorithm;
- new infinite horizon average dynamic programming equations, and new policy iteration algorithms.


## Approximation of Markov Processes by Lower Dimensional Processes

In this chapter, we investigated the problem of approximating a finite-state Markov process by another process with fewer states, called the approximating process. The approximation problem is formulated as an optimization problem with respect to a certain pay-off subject to a fidelity criterion defined by the total variation distance, using two different methods. In the first method, we approximated the transition probabilities of a Markov process by another Markov process with reduced transition probability matrix, while in the second method we approximated a Markov process by another process which is non-necessarily Markov, but with lower-dimensional state-space. For both methods, the resulting approximating processes are given by water-filling solutions, and new recursive algorithms are developed to compute the invariant distribution of the approximating processes. The main contributions of this part are the following.

- A direct method for Markov by Markov approximation based on the transition probabilities of the original FSM process and the reduced one;
- optimal partition functions which aggregate the original finite-state Markov process to form the reduced order finite-state Markov process;
- iterative algorithms to compute the invariant distribution of the approximating process.


### 7.2. Topics for Further Research

Extremum problems with total variation distance metric on the space of probability measures can be further generalized as follows.

1. In this thesis, extremum problems with total variation distance metric on the space of probability measures have been formulated and solved, and their solutions are applied to the areas of minimax stochastic control and Markov process approximation. It will
be interesting to consider applications of extremum problems on Information Theory such as capacity of channel for a class of channel distributions, and lossy compression with fidelity criterion for a class of sources via the Rate Distortion Function. Moreover, it will be interesting to extend the example on lossless coding of section 3.4.4 to universal coding and modeling for the purpose of introducing lossless codes for a class of source distributions described by total variation distance metric via minimax theory.
2. In chapters 4 and 5 we have been exclusively concerned with Markov controlled optimization using deterministic control strategies. It would be desirable to solve minimax stochastic optimal control problems with randomized control strategies, under a Markovian and a non-Markovian assumption. In addition, it would be very interesting to develop new dynamic programming algorithms by employing performance criteria of different types, i.e., of exponential type.
3. In the literature several authors investigate optimality of stochastic control on problems with complete observations and on problems with partial observations. The extension of our work and results to the partially observed case it would be a very interesting and challenging problem.
4. Recall the discussion of chapter 5.3.3, where policy iteration algorithm may not be sufficient to give the optimal policy and the minimum cost, if irreducibility condition is not satisfied. It would be challenging, to investigate the problem of approximating the reducible maximizing stochastic matrix, by employing certain results and techniques presented in chapter 6, by an irreducible stochastic matrix of lower dimension, and then to compare the resulting policies with the corresponding optimal policies obtained by solving the general dynamic programming equations.
5. In chapter 6 we have been exclusively concerned with the problem of approximating a finite-state Markov process by another process (non-necessarily Markov) with fewer states. A natural extension of the proposed Markov process approximations is to consider the problem of approximating a hidden Markov process, instead. Furthermore, it would be interesting to investigate the problem of approximating joint distributions by lower-dimensional joint distributions.

## A

## Total Variation Distance

## A.1. Proof of Lemma 2.2

(i) Let $H$ be a Hahn-Jordan set of $\xi$. Then $\xi^{+}(H)=\xi(H)$ and $\xi^{-}\left(H^{c}\right)=-\xi\left(H^{c}\right)$. For $f \in B M(\Sigma)$

$$
\begin{aligned}
|\xi(f)| & =\left|\int f(x) d \xi^{+}(x)-\int f(x) d \xi^{-}(x)\right| \\
& \leq\left|\xi^{+}(f)\right|+\left|\xi^{-}(f)\right| \\
& =\left|\int f(x) d \xi^{+}(x)\right|+\left|\int f(x) d \xi^{-}(x)\right| \\
& \leq\|f\|_{\infty}\left(\xi^{+}(\Sigma)+\xi^{-}(\Sigma)\right) \\
& =\|f\|_{\infty}\|\xi\|_{T V} .
\end{aligned}
$$

(ii) From part (i),

$$
\sup \left\{\xi(f): f \in B M(\Sigma),\|f\|_{\infty}=1\right\} \leq\|\xi\|_{T V}
$$

and

$$
\sup \left\{\xi(f): \xi \in \mathcal{M}(\Sigma),\|\xi\|_{T V}=1\right\} \leq\|f\|_{\infty}
$$

Note that ${ }^{1},\left\|\mathbb{1}_{H}-\mathbb{1}_{H^{c}}\right\|_{\infty}=1$ and $\xi\left(\mathbb{1}_{H}-\mathbb{1}_{H^{c}}\right)=\xi(H)-\xi\left(H^{c}\right)=\|\xi\|_{T V}$. Taking $f=\mathbb{1}_{H}-\mathbb{1}_{H^{c}}$, establishes equality in (ii).

[^11](iii) Let $f \in B M(\Sigma)$ and let $\left\{x_{n}\right\}$ be a sequence in $\Sigma$ such that $\lim _{n \rightarrow \infty}\left|f\left(x_{n}\right)\right|=$ $\|f\|_{\infty}$. Then, $\|f\|_{\infty}=\lim _{n \rightarrow \infty}\left|\delta_{x_{n}}(f)\right|$ proving (iii), (e.g., $\xi=\lim _{n \rightarrow \infty} \delta_{x_{n}}$ such that $\left.\lim _{n \rightarrow \infty}\left|f\left(x_{n}\right)\right|=\|f\|_{\infty}\right)$.

## A.2. Proof of Lemma 2.3

Let $\xi \in \mathcal{M}(\Sigma)$ and $f \in B M(\Sigma)$. Then

$$
\begin{aligned}
\xi(f) & =\int f(x) \xi^{+}(d x)-\int f(x) \xi^{-}(d x) \\
& =\frac{\int\left(\int f(x) \xi^{+}(d x)\right) \xi^{-}\left(d x^{\prime}\right)}{\xi^{-}(\Sigma)}-\frac{\int\left(\int f\left(x^{\prime}\right) \xi^{+}(d x)\right) \xi^{-}\left(d x^{\prime}\right)}{\xi^{+}(\Sigma)}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
|\xi(f)| & \leq \iint\left|\frac{f(x)}{\xi^{-}(\Sigma)}-\frac{f\left(x^{\prime}\right)}{\xi^{+}(\Sigma)}\right| \xi^{+}(d x) \xi^{-}\left(d x^{\prime}\right) \\
& \leq \sup _{\left(x, x^{\prime}\right) \in \Sigma \times \Sigma}\left|\frac{f(x)}{\xi^{-}(\Sigma)}-\frac{f\left(x^{\prime}\right)}{\xi^{+}(\Sigma)}\right| \xi^{+}(\Sigma) \xi^{-}(\Sigma)
\end{aligned}
$$

which proves the first part. If $\xi(\Sigma)=0$, then $\xi^{+}(\Sigma)=\xi^{-}(\Sigma)=\frac{1}{2}\|\xi\|_{T V}$, which proves the second part.

## A.3. Proof of Lemma 2.4

For any $\xi_{1}, \xi_{2} \in \mathcal{M}_{1}(\Sigma)$, write

$$
\xi_{1}(A)-\xi_{2}(A)=\left(\xi_{1}-\xi_{2}\right) \mathbb{1}_{A}
$$

e.g., $f=\mathbb{1}_{A}$ and note that

$$
\operatorname{osc}\left(\mathbb{1}_{A}\right)=1
$$

Thus, by $\left|\xi_{1}(f)-\xi_{2}(f)\right| \leq \frac{1}{2}\left\|\xi_{1}-\xi_{2}\right\|_{T V} \operatorname{Osc}(f)$, letting $f=\mathbb{1}_{A}$ then

$$
\left|\xi_{1}(A)-\xi_{2}(A)\right| \leq \frac{\left\|\xi_{1}-\xi_{2}\right\|_{T V}}{2}
$$

Hence,

$$
\begin{equation*}
\sup _{A}\left|\xi_{1}(A)-\xi_{2}(A)\right| \leq \frac{\left\|\xi_{1}-\xi_{2}\right\|_{T V}}{2} \tag{A.1}
\end{equation*}
$$

Next, consider reverse inequality. Let $H$ be a Jordan set of the signed measure $\xi_{1}-\xi_{2}$. Then

$$
\begin{aligned}
\xi_{1}(H)-\xi_{2}(H) & =\left(\xi_{1}-\xi_{2}\right)^{+}(H)-\left(\xi_{1}-\xi_{2}\right)^{-}(H) \\
& =\left(\xi_{1}-\xi_{2}\right)^{+}(H)-\left(-\left(\xi_{1}-\xi_{2}\right)\left(H^{c}\right)\right) \\
& =\left(\xi_{1}-\xi_{2}\right)^{+}(\Sigma)-\left(-\left(\xi_{1}-\xi_{2}\right)(\emptyset)\right) \\
& =\frac{1}{2}\left\|\xi_{1}-\xi_{2}\right\|_{T V} .
\end{aligned}
$$

Hence

$$
\sup _{A}\left|\xi_{1}(H)-\xi_{2}(H)\right| \geq \frac{1}{2}\left\|\xi_{1}-\xi_{2}\right\|_{T V}
$$

and the proof is complete.


## Extremum Measures

## B.1. Proof of Theorem 3.2

For the following proof we employ lemma 3.5, which is also valid for Problem 3.2.
From Lemma 3.2, and Corollary 3.2, we know that for $D \leq D_{\max }$, where $D_{\max }=\ell_{\max }$, the average constraint holds with equality, that is

$$
\sum_{i \in \Sigma} \ell_{i} \nu_{i}=\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{+}-\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-}+\sum_{i \in \Sigma} \ell_{i} \mu_{i}=D .
$$

From Lemma 3.5, Part (a) and from Part (b), case 1, when equality conditions (3.48) and (3.50) are satisfied we have that

$$
\ell_{\max }\left(\frac{\alpha}{2}\right)-\ell_{\min }\left(\frac{\alpha}{2}\right)+\sum_{i \in \Sigma} \ell_{i} \mu_{i}=D .
$$

Solving the above equation with respect to $\alpha$ we get that

$$
\begin{equation*}
\alpha=\frac{2\left(D-\sum_{i \in \Sigma} \ell_{i} \mu_{i}\right)}{\ell_{\max }-\ell_{\min }} . \tag{B.1}
\end{equation*}
$$

Since (3.48a) is always satisfied, it remains to ensure that (3.50a) is also satisfied. By substituting (B.1) into (3.50a) and solving with respect to $D$ we get that if $D \geq$ $\left(\ell_{\max }-\ell_{\min }\right) \sum_{i \in \Sigma_{0}} \mu_{i}+\sum_{i \in \Sigma} \ell_{i} \mu_{i}$ then $R^{+}(D)$ is given by (3.67). Moreover, the optimal probabilities given by (3.68a) and (3.68b) are obtained from (3.48b) and (3.50b), respectively.

Lemma 3.5, Part (b), case 1, characterize the extremum solution for $\sum_{i \in \Sigma_{0}} \mu_{i}-\frac{\alpha}{2} \geq 0$. Next, the characterization of extremum solution when this condition is violated, that is, when $\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}-\frac{\alpha}{2} \leq 0$ for any $k \in\{1,2, \ldots, r\}$, is discussed.
From Lemma 3.5, Part (b), case 2, the lower bound (3.51), holds with equality if conditions given by (3.52) are satisfied. Hence,

$$
\ell_{\max }\left(\frac{\alpha}{2}\right)-\ell\left(\Sigma_{k}\right)\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}\right)+\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \ell_{i} \mu_{i}=D .
$$

Solving the above equation with respect to $\alpha$ we get that

$$
\begin{equation*}
\alpha=\frac{2\left(D-\ell_{\max } \sum_{i \in \Sigma^{0}} \mu_{i}-\ell\left(\Sigma_{k}\right) \sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}-\sum_{j=k}^{r} \sum_{i \in \Sigma_{j}} \ell_{i} \mu_{i}\right)}{\ell_{\max }-\ell\left(\Sigma_{k}\right)} . \tag{B.2}
\end{equation*}
$$

Substituting (B.2) into $\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}-\frac{\alpha}{2} \leq 0$ and into (3.52c) and solving with respect to $D$ we get that if

$$
\begin{aligned}
& D \geq \ell_{\max }\left(\sum_{j=1}^{k} \sum_{i \in \Sigma_{j-1}} \mu_{i}+\sum_{i \in \Sigma^{0}} \mu_{i}\right)+\sum_{j=k}^{r} \sum_{i \in \Sigma_{j}} \ell_{i} \mu_{i} \\
& D \leq \ell_{\max }\left(\sum_{j=0}^{k} \sum_{i \in \Sigma_{j}} \mu_{i}+\sum_{i \in \Sigma^{0}} \mu_{i}\right)+\sum_{j=k+1}^{r} \sum_{i \in \Sigma_{j}} \ell_{i} \mu_{i}
\end{aligned}
$$

then $R^{+}(D)$ is given by (3.65). Moreover, the optimal probability on $\Sigma_{k}$ given by (3.68c) is obtained from (3.52b).
For $D \in\left[D_{\max }, \infty\right)$, is straightforward that, the extremum measure $\nu^{*}\left(\Sigma^{0}\right)=1$ and $\nu^{*}(\Sigma \backslash$ $\left.\Sigma^{0}\right)=0$, and hence $R^{+}(D)=2\left(1-\mu\left(\Sigma^{0}\right)\right)$.

## B.2. Proof of Theorem 3.3

From Lemma 3.3, and Corollary 3.3, we know that for $R \leq R_{\max }$, where $R_{\max }=2(1-$ $\mu\left(\Sigma_{0}\right)$ ), the total variation constraint holds with equality, that is, $\|\xi\|_{T V}=R$. Let $\alpha=$ $\|\xi\|_{T V}$. From (3.70) and (3.71), Problem 3.3 is given by

$$
\begin{equation*}
D^{+}(R)=\sum_{i \in \Sigma} \ell_{i} \mu_{i}+\min _{\xi \in \widetilde{\mathbb{B}}_{R}(\mu)} \sum_{i \in \Sigma} \ell_{i} \xi_{i} \tag{B.3}
\end{equation*}
$$

where $\xi \in \widetilde{\mathbb{B}}_{R}(\mu)$ is described by the constraints

$$
\begin{equation*}
\alpha \triangleq \sum_{i \in \Sigma}\left|\xi_{i}\right|=R, \quad \sum_{i \in \Sigma} \xi_{i}=0, \quad 0 \leq \xi_{i}+\mu_{i} \leq 1, \quad \forall i \in \Sigma \tag{B.4}
\end{equation*}
$$

To minimize (B.3) we employ (3.44). It is obvious that a lower and an upper bound must be obtained for $\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{+}$and $\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-}$, respectively.

From Lemma 3.6, Part (a), the lower bound (3.81), holds with equality if conditions given by (3.84) are satisfied. Note that, (3.82a) is always satisfied and from (3.82b) we have that $\sum_{i \in \Sigma_{0}} \nu_{i}=\sum_{i \in \Sigma_{0}} \mu_{i}+\frac{\alpha}{2}$ and hence the optimal probability on $\Sigma_{0}$ is given by

$$
\begin{equation*}
\nu^{*}\left(\Sigma_{0}\right) \triangleq \sum_{i \in \Sigma_{0}} \nu_{i}^{*}=\sum_{i \in \Sigma_{0}} \mu_{i}+\frac{\alpha}{2} . \tag{B.5}
\end{equation*}
$$

From Lemma 3.6, Part (b), case 1, the upper bound (3.83), holds with equality if conditions given by (3.84) are satisfied. Furthermore, from (3.84b) we have that $\sum_{i \in \Sigma^{0}} \nu_{i}=\sum_{i \in \Sigma^{0}} \mu_{i}-$ $\frac{\alpha}{2}$ and condition (3.84a) must be satisfied, hence the optimal probability on $\Sigma^{0}$ is given by

$$
\begin{equation*}
\nu^{*}\left(\Sigma^{0}\right) \triangleq \sum_{i \in \Sigma^{0}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma^{0}} \mu_{i}-\frac{\alpha}{2}\right)^{+} . \tag{B.6}
\end{equation*}
$$

The extremum solution for any $R \leq R_{\max }$, under equality conditions (3.82) and (3.84) is given by

$$
\begin{equation*}
D^{-}(R)=\left\{\ell_{\min }-\ell_{\max }\right\} \frac{\alpha}{2}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} . \tag{B.7}
\end{equation*}
$$

Lemma 3.6, Part (b), case 1, characterize the extremum solution for $\sum_{i \in \Sigma^{0}} \mu_{i}-\frac{\alpha}{2} \geq 0$. Next, the characterization of extremum solution when this condition is violated, that is, when $\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}-\frac{\alpha}{2} \leq 0$ for any $k \in\{1,2, \ldots, r\}$, is discussed.
From Lemma 3.6, Part (b), case 2, the upper bound (3.85), holds with equality if conditions given by (3.86) are satisfied. Furthermore, from (3.86b) we have that

$$
\begin{equation*}
\sum_{i \in \Sigma^{k}} \nu_{i}=\sum_{i \in \Sigma^{k}} \mu_{i}-\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}\right) \tag{B.8}
\end{equation*}
$$

and conditions $\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i} \geq 0$ and (3.86c) must be satisfied, hence the optimal probability on $\Sigma^{k}$ is given by

$$
\begin{equation*}
\nu^{*}\left(\Sigma^{k}\right) \triangleq \sum_{i \in \Sigma^{k}} \nu_{i}^{*}=\left(\sum_{i \in \Sigma^{k}} \mu_{i}-\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}\right)^{+}\right)^{+} . \tag{B.9}
\end{equation*}
$$

The extremum solution for any $R \leq R_{\max }$, under equality conditions (3.82) and (3.86) is given by

$$
\begin{aligned}
D^{-}(R) & =\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{+}-\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} \\
& =\ell_{\min }\left(\frac{\alpha}{2}\right)-\ell\left(\Sigma^{k}\right)\left(\frac{\alpha}{2}-\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \mu_{i}\right)+\sum_{j=1}^{k} \sum_{i \in \Sigma^{j-1}} \ell_{i} \mu_{i}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} .
\end{aligned}
$$

For $R \in\left[R_{\max }, 2\right]$, Lemma 3.3, states that $D^{-}(R)$ is constant. Indeed for $\alpha=\|\xi\|_{T V}=$ $R_{\max }=2\left(1-\mu\left(\Sigma_{0}\right)\right)$ equality conditions of Lemma 3.6, Part (a), become

$$
\begin{equation*}
\sum_{i \in \Sigma_{0}} \mu_{i}+\frac{\alpha}{2}=1, \quad \sum_{i \in \Sigma_{0}} \xi_{i}^{+}=\frac{\alpha}{2}, \quad \xi_{i}^{+}=0 \text { for } i \in \Sigma \backslash \Sigma_{0} \tag{B.10}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\sum_{i \in \Sigma \backslash \Sigma_{0}} \mu_{i}-\frac{\alpha}{2}=0, \quad \sum_{i \in \Sigma \backslash \Sigma_{0}} \xi_{i}^{-}=\frac{\alpha}{2}, \quad \xi_{i}^{-}=0 \text { for } i \in \Sigma_{0} . \tag{B.11}
\end{equation*}
$$

Therefore $\sum_{i \in \Sigma \backslash \Sigma_{0}} \xi_{i}^{-}=\sum_{i \in \Sigma \backslash \Sigma_{0}} \mu_{i}$ and hence $\xi_{i}^{-}=\mu_{i}$ for all $i \in \Sigma \backslash \Sigma_{0}$. The extremum solution for any $R \in\left[R_{\max }, 2\right]$ is given by

$$
\begin{aligned}
D^{-}(R) & =\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{+}-\sum_{i \in \Sigma} \ell_{i} \xi_{i}^{-}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} \stackrel{(a)}{=} \sum_{i \in \Sigma_{0}} \ell_{i} \xi_{i}^{+}-\sum_{i \in \Sigma \backslash \Sigma_{0}} \ell_{i} \xi_{i}^{-}+\sum_{i \in \Sigma} \ell_{i} \mu_{i} \\
& =\ell_{\min }\left(\frac{\alpha}{2}\right)-\sum_{i \in \Sigma \backslash \Sigma_{0}} \ell_{i} \mu_{i}+\sum_{i \in \Sigma} \ell_{i} \mu_{i}=\ell_{\min }\left(1-\sum_{i \in \Sigma_{0}} \mu_{i}\right)+\sum_{i \in \Sigma_{0}} \ell_{i} \mu_{i}=\ell_{\min }
\end{aligned}
$$

where (a) follows from (B.10) and (B.11).

## B.3. Weak Convergence of Probability Measures

Below, we give a brief description of concepts of weak convergence of probability measures which are relevant to our work.

1) Let $\left(\Sigma, d_{\Sigma}\right)$ be a metric space with $\mathbb{B}(\Sigma)$ its Borel sets. Recall that a sequence $\left\{P_{n}\right.$ : $n=1,2, \ldots\}$ of probability measures on $\Sigma$ converges weakly to a probability $P$ on $\Sigma$ if

$$
\lim _{n \longrightarrow \infty} \int f(x) P^{n}(d x)=\int f(x) P(d x), \quad \forall f \in B C(\Sigma) .
$$

This convergence is denoted by $P^{n} \xrightarrow{w} P$. Weak convergence defines a topology $\tau$ on the set of probability measures $\mathcal{M}_{1}(\Sigma)$, that is, $P^{n} \xrightarrow{w} P$ if and only if for each neighborhood $N(P) \in \tau$ of $P$ then $P^{n} \in N(P)$ for $n$ sufficiently large. Moreover, if the metric space $\left(\Sigma, d_{\Sigma}\right)$ is separable, the topology $\tau$ is metrizable, and hence there exist a metric $d: \mathcal{M}_{1}(\Sigma) \times$ $\mathcal{M}_{1}(\Sigma) \longmapsto \mathbb{R}$ which generates this topology. The Prohorov metric is such a metric on $\mathcal{M}_{1}(\Sigma)$.

In order to introduce it, we define for $A \subset \Sigma, \epsilon>0, A^{(\epsilon)} \triangleq\{x \in \Sigma: d(x, A)<\epsilon\}$. Then $d_{P}: \mathcal{M}_{1}(\Sigma) \times \mathcal{M}_{1}(\Sigma) \longmapsto \mathbb{R}$ defined by

$$
d_{P}(Q, P) \triangleq \inf \left\{\epsilon>0: Q(F) \leq P\left(F^{(\epsilon)}\right)+\epsilon, \quad \forall \text { closed subset } F \subset \Sigma\right.
$$

Moreover, if $d_{P}\left(P^{n}, P\right) \longrightarrow 0$ then $P^{n} \xrightarrow{w} P$.
An important property of the topology $\tau$ is that for $\left(\Sigma, d_{\Sigma}\right)$ a separable metric space the set of probability measures with finite support denoted by $\mathcal{M}_{1}^{F S}(\Sigma)$ is dense in $\mathcal{M}_{1}(\Sigma)$, that is, the closure of $\mathcal{M}_{1}^{F S}(\Sigma)=\mathcal{M}_{1}(\Sigma)$ [11, Appendix III, Theorem 4]. Therefore, for each $P \in \mathcal{M}_{1}(\Sigma)$ there exists a sequence $\left\{P^{n}: n=1,2, \ldots\right\}$ of probability measures with finite support from $\mathcal{M}_{1}^{F S}(\Sigma)$ converging (i.e., to $P \in \mathcal{M}_{1}(\Sigma)$ ).
2) Consider a neighborhood $N(P) \triangleq\left\{Q \in \mathcal{M}_{1}(\Sigma): Q\left(F_{i}\right)<P\left(F_{i}\right)+\epsilon, i=1, \ldots, n\right\}$, where $F_{i}, i=1, \ldots, n$ are closed subset of $\Sigma, \epsilon>0$. Consider, a partition $\left\{A_{1}, A_{2}, \ldots, A_{k}\right\}$ generated by $\left\{F_{1}, \ldots, F_{n}\right\}$. Then for each $i=1, \ldots, k$ there exists an $x_{i} \in A_{i}$ such that

$$
f\left(x_{i}\right) P\left(A_{i}\right) \leq \int_{A_{i}} f\left(x_{i}\right) P(d x) \text { holds, for a measurable function } f: \Sigma \longmapsto \mathbb{R} .
$$

On the points $\left\{x_{i}, \ldots, x_{k}\right\}$ put mass $\left\{P\left(A_{i}\right): i=1, \ldots, k\right\}$ and denote this probability measure by $Q^{F S} \in \mathcal{M}_{1}^{F S}(\Sigma)$. Then

$$
\int f(x) Q^{F S}(d x)=\sum_{j=1}^{k} f\left(x_{j}\right) P\left(A_{j}\right)
$$



## Finite Horizon Dynamic Programming

## C.1. Proof of Lemma 4.1

Let $\pi \in \Pi_{0, n-1}^{D M}$, which defines $\left\{g_{j}: j=0,1, \ldots, n-1\right\}$. It follows that $\left\{x_{j}^{g}: j=\right.$ $0,1, \ldots, n\}$ is a Markov process. Then

$$
\begin{aligned}
V_{n}^{g}\left(x_{n}^{g}\right) & =\alpha^{n} h_{n}\left(x_{n}^{g}\right) \\
& =\mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, n}\right\} \\
& =\sup _{Q_{n}\left(\cdot \mid x_{n-1}, u_{n-1}\right) \in \mathbf{B}_{R_{n}}\left(Q_{n}^{o}\right)\left(x_{n-1}, u_{n-1}\right)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, n}\right\} \\
& =V_{n}\left(\mathcal{G}_{0, n}\right)
\end{aligned}
$$

so that it is true for $j=n$.

Suppose that (4.39) holds for $j+1, j+2, \ldots, n$. Then

$$
\begin{aligned}
& V_{j}^{g}\left(x_{j}^{g}\right)=\sup _{Q_{j+1}\left(\cdot \mid x_{j}^{g}, u_{j}^{g}\right) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)\left(x_{j}^{g}, u_{j}^{g}\right)} \mathbb{E}_{Q_{j+1}\left(\cdot \mid x_{j}, u_{j}\right)}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, g_{j}\left(x_{j}^{g}\right)\right)+V_{j+1}^{g}\left(x_{j+1}^{g}\right)\right\} \\
& =\sup _{Q_{j+1}\left(\cdot \mid x_{j}^{g}, u_{j}^{g}\right) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)\left(x_{j}^{g}, u_{j}^{g}\right)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, g_{j}\left(x_{j}^{g}\right)\right)+V_{j+1}^{g}\left(x_{j+1}^{g}\right) \mid \mathcal{G}_{0, j}\right\} \\
& =\sup _{Q_{j+1}\left(\cdot \mid x_{j}^{g}, u_{j}^{g}\right) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)\left(x_{j}^{g}, u_{j}^{g}\right)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, g_{j}\left(x_{j}^{g}\right)\right)\right. \\
& \left.+\sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right) \\
k=j+2, \ldots, n}} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=j+1}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, g_{k}\left(x_{k}^{g}\right)\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, j+1}\right\} \mid \mathcal{G}_{0, j}\right\} \\
& =\sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right) \\
k=j+1, \ldots, n}}\left\{\mathbb{E}_{\mathbf{Q}_{\tilde{\pi}}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, g_{j}\left(x_{j}^{g}\right)\right) \mid \mathcal{G}_{0, j}\right\}}\right. \\
& \left.+\mathbb{E}_{\mathbf{Q}_{\tilde{\nu}}}\left\{\mathbb{E}_{\mathbf{Q}_{\bar{\nu}}}\left\{\sum_{k=j+1}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, g_{k}\left(x_{k}^{g}\right)\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, j+1}\right\} \mid \mathcal{G}_{0, j}\right\}\right\} \\
& =\sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{g}\right)\left(x_{k-1}, u_{k-1}\right) \\
k=j+1, \ldots, n}} \mathbb{E}_{\mathbf{Q}_{\tilde{\nu}} \pi}\left\{\sum_{k=j}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, g_{k}\left(x_{k}^{g}\right)\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, j}\right\} \\
& =V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right) \\
& =\sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right) \\
k=j+1, \ldots, n}} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=j}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, g_{k}\left(x_{k}^{g}\right)\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid x_{j}\right\}
\end{aligned}
$$

because $\left\{x_{j}^{g}: j=0,1, \ldots, n\right\}$ is a Markov process.

## C.2. Proof of Lemma 4.2

Let $\pi \in \Pi_{0, n-1}^{D}$ be arbitrary. Then

$$
\begin{aligned}
V_{n}^{g}\left(x_{n}^{g}\right) & \leq \alpha^{n} h_{n}\left(x_{n}^{g}\right) \\
& =\mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, n}\right\} \\
& =\sup _{Q_{n}\left(\cdot \mid x_{n-1}, u_{n-1}\right) \in \mathbf{B}_{R_{n}}\left(Q_{n}^{o}\right)\left(x_{n-1}, u_{n-1}\right)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, n}\right\} \\
& =V_{n}\left(\mathcal{G}_{0, n}\right)
\end{aligned}
$$

so that it is true for $j=n$.
Suppose that (4.42) holds for $j+1, j+2, \ldots, n$. Then

$$
\begin{aligned}
& V_{j}^{g}\left(x_{j}^{g}\right) \leq \sup _{Q_{j+1}\left(\cdot \mid x_{j}^{g}, u_{j}^{g}\right) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)\left(x_{j}^{g}, u_{j}^{g}\right)} \mathbb{E}_{Q_{j+1}\left(\cdot \mid x_{j}, u_{j}\right)}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+V_{j+1}^{g}\left(x_{j+1}^{g}\right)\right\} \\
& =\sup _{Q_{j+1}\left(\cdot \mid x_{j}^{g}, u_{j}^{g}\right) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)\left(x_{j}^{g}, u_{j}^{g}\right)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)+V_{j+1}^{g}\left(x_{j+1}^{g}\right) \mid \mathcal{G}_{0, j}\right\} \\
& \leq \sup _{Q_{j+1}\left(\cdot \mid x_{j}^{g}, u_{j}^{g}\right) \in \mathbf{B}_{R_{j+1}}\left(Q_{j+1}^{o}\right)\left(x_{j}^{g}, u_{j}^{g}\right)} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right)\right. \\
& \left.+\sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right) \\
k=j+2, \ldots, n}} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=j+1}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, j+1}\right\} \mid \mathcal{G}_{0, j}\right\} \\
& =\sup _{\substack{Q_{k}\left(\cdot \mid x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right) \\
k=j+1, \ldots, n}}\left\{\mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\alpha^{j} f_{j}\left(x_{j}^{g}, u_{j}^{g}\right) \mid \mathcal{G}_{0, j}\right\}\right. \\
& \left.+\mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\mathbb{E}_{\mathbf{Q}_{\tilde{\nu}}^{\pi}}\left\{\sum_{k=j+1}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, j+1}\right\} \mid \mathcal{G}_{0, j}\right\}\right\} \\
& =\sup _{\substack{\left.Q_{k} \cdot \mid x_{k-1}, u_{k-1}\right) \in \mathbf{B}_{R_{k}}\left(Q_{k}^{o}\right)\left(x_{k-1}, u_{k-1}\right) \\
k=j+1, \ldots, n}} \mathbb{E}_{\mathbf{Q}_{\nu}^{\pi}}\left\{\sum_{k=j}^{n-1} \alpha^{k} f_{k}\left(x_{k}^{g}, u_{k}^{g}\right)+\alpha^{n} h_{n}\left(x_{n}^{g}\right) \mid \mathcal{G}_{0, j}\right\} \\
& =V_{j}\left(u_{[j, n-1]}^{g}, \mathcal{G}_{0, j}\right) .
\end{aligned}
$$



## Infinite Horizon Dynamic Programming

## D.1. Proof of Lemma 5.4

By Proposition 5.1 (c), there exists a $V\left(g^{*}, \cdot\right): \mathcal{X} \longmapsto \mathbb{R}$ and $J\left(\pi^{*}\right)$ such that for all $x \in \mathcal{X}$

$$
\begin{equation*}
J\left(\pi^{*}\right)+V\left(g^{*}, x\right)=f\left(x, g^{*}(x)\right)+\sum_{z \in \mathcal{X}} Q^{*}\left(z \mid x, g^{*}(x)\right) V\left(g^{*}, z\right) . \tag{D.1}
\end{equation*}
$$

Then, for all $x \in \mathcal{X}$

$$
J\left(\pi^{*}\right)+V\left(g^{*}, x\right) \geq \min _{u \in \mathcal{U}}\left\{f(x, u)+\sum_{z \in \mathcal{X}} Q^{*}(z \mid x, u) V\left(g^{*}, z\right)\right\} .
$$

Define $g_{1}: \mathcal{X} \longmapsto \mathcal{U}$ as

$$
g_{1}(x)=\underset{u \in \mathcal{U}}{\operatorname{argmin}}\left\{f(x, u)+\sum_{z \in \mathcal{X}} Q^{*}(z \mid x, u) V\left(g^{*}, z\right)\right\} .
$$

Suppose that for some $x_{2} \in \mathcal{X}$ strict inequality holds in (D.1), then

$$
\begin{equation*}
J\left(\pi^{*}\right)+V\left(g^{*}, x\right)>\min _{u \in \mathcal{U}}\left\{f\left(x_{2}, u\right)+\sum_{z \in \mathcal{X}} Q^{*}\left(z \mid x_{2}, u\right) V\left(g^{*}, z\right)\right\} . \tag{D.2}
\end{equation*}
$$

Then multiplying (D.2) by $q\left(g_{1}\right)\left(x_{0}\right)>0$ and summing over $x_{0} \in \mathcal{X}$ yields

$$
\begin{aligned}
J\left(\pi^{*}\right) & +\sum_{x_{0} \in \mathcal{X}} q\left(g_{1}\right) V\left(g^{*}, x_{0}\right) \\
& >\min \left\{\sum_{x_{0} \in \mathcal{X}} q\left(g_{1}\right)\left(x_{0}\right) f\left(x_{0}, u\right)+\sum_{x_{0} \in \mathcal{X}} q\left(g_{1}\right)\left(x_{0}\right) \sum_{z \in \mathcal{X}} Q^{*}\left(z \mid x_{0}, u\right) V\left(g^{*}, z\right)\right\} \\
& =\sum_{x_{0} \in \mathcal{X}} q\left(g_{1}\right)\left(x_{0}\right) f\left(x_{0}, g_{1}\left(x_{0}\right)\right)+\sum_{x_{0} \in \mathcal{X}} q\left(g_{1}\right)\left(x_{0}\right) \sum_{z \in \mathcal{X}} Q^{*}\left(z \mid x_{0}, g_{1}\left(x_{0}\right)\right) V\left(g^{*}, z\right) \\
& =J\left(g_{1}\right)+\sum_{z \in \mathcal{X}} q\left(g_{1}\right) V\left(g^{*}, z\right), \quad \text { by Proposition } 5.1 \text { (a) }
\end{aligned}
$$

which gives $J\left(\pi^{*}\right)>J\left(g_{1}\right)$, contradicting assumption 2. Hence, equality holds in (D.1), for every $x \in \mathcal{X}$.

## D.2. Analytic Solution of Example 5.4.1

To obtain an optimal stationary policy of the infinite horizon minimax problem for discounted cost, policy iteration algorithm 5.3 is applied.

1. Initialization. Solve the equation $f\left(g_{0}\right)+\alpha Q^{o}\left(g_{0}\right) V_{Q^{\circ}}\left(g_{0}\right)=V_{Q^{\circ}}\left(g_{0}\right)$, for $V_{Q^{\circ}}\left(g_{0}\right) \in \mathbb{R}^{3}$, or,

$$
\left(\begin{array}{l}
f\left(1, g_{0}(1)\right) \\
f\left(2, g_{0}(2)\right) \\
f\left(3, g_{0}(3)\right)
\end{array}\right)+\alpha\left(\begin{array}{lll}
q_{11}^{o}\left(g_{0}(1)\right) & q_{12}^{o}\left(g_{0}(1)\right) & q_{13}^{o}\left(g_{0}(1)\right) \\
q_{21}^{o}\left(g_{0}(2)\right) & q_{22}^{o}\left(g_{0}(2)\right) & q_{23}^{o}\left(g_{0}(2)\right) \\
q_{31}^{o}\left(g_{0}(3)\right) & q_{32}^{o}\left(g_{0}(3)\right) & q_{33}^{o}\left(g_{0}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{o}}(1) \\
V_{Q^{o}}(2) \\
V_{Q^{o}}(3)
\end{array}\right)=\left(\begin{array}{c}
V_{Q^{o}}(1) \\
V_{Q^{o}}(2) \\
V_{Q^{o}}(3)
\end{array}\right)
$$

which is given by

$$
\left(\begin{array}{l}
2 \\
3 \\
0
\end{array}\right)+\frac{0.9}{9}\left(\begin{array}{lll}
3 & 1 & 5 \\
4 & 2 & 3 \\
4 & 1 & 4
\end{array}\right) V_{Q^{o}}\left(g_{0}\right)=V_{Q^{o}}\left(g_{0}\right) \Longrightarrow V_{Q^{o}}\left(g_{0}\right) \triangleq\left(\begin{array}{c}
V_{Q^{o}}(1) \\
V_{Q^{o}}(2) \\
V_{Q^{o}}(3)
\end{array}\right)=\left(\begin{array}{l}
12.42 \\
13.93 \\
10.60
\end{array}\right)
$$

Note that, $V_{Q^{o}} \triangleq\left\{V_{Q^{o}}(1), V_{Q^{o}}(2), V_{Q^{\circ}}(3)\right\},|\mathcal{X}|=3$, and hence

$$
\begin{aligned}
& \mathcal{X}^{+} \triangleq\left\{x \in \mathcal{X}: V_{Q^{o}}(x)=\max \left\{V_{Q^{o}}(x): x \in \mathcal{X}\right\}\right\}=\left\{x \in \mathcal{X}: V_{Q^{o}}(x)=V_{Q^{o}}(2)\right\}=\{2\}, \\
& \mathcal{X}^{-} \triangleq\left\{x \in \mathcal{X}: V_{Q^{o}}(x)=\min \left\{V_{Q^{o}}(x): x \in \mathcal{X}\right\}\right\}=\left\{x \in \mathcal{X}: V_{Q^{o}}(x)=V_{Q^{o}}(3)\right\}=\{3\}, \\
& \mathcal{X}_{1} \triangleq\left\{x \in \mathcal{X}: V_{Q^{o}}(x)=\min \left\{V_{Q^{o}}(\alpha): \alpha \in \mathcal{X} \backslash \mathcal{X}^{+} \cup \mathcal{X}^{-}\right\}\right\}=\{1\} .
\end{aligned}
$$

Once the partition is been identified, (5.16)-(5.18) is applied to obtain

$$
\begin{align*}
Q^{*}\left(u_{1}\right)= & \left(\begin{array}{lll}
\left(q_{11}^{o}\left(u_{1}\right)-\left(\frac{R}{2}-q_{13}^{o}\left(u_{1}\right)\right)^{+}\right)^{+} & \min \left(1, q_{12}^{o}\left(u_{1}\right)+\frac{R}{2}\right) & \left(q_{13}^{o}\left(u_{1}\right)-\frac{R}{2}\right)^{+} \\
\left(q_{21}^{o}\left(u_{1}\right)-\left(\frac{R}{2}-q_{23}^{o}\left(u_{1}\right)\right)^{+}\right)^{+} & \min \left(1, q_{22}^{o}\left(u_{1}\right)+\frac{R}{2}\right) & \left(q_{23}^{o}\left(u_{1}\right)-\frac{R}{2}\right)^{+} \\
\left(q_{31}^{o}\left(u_{1}\right)-\left(\frac{R}{2}-q_{33}^{o}\left(u_{1}\right)\right)^{+}\right)^{+} & \min \left(1, q_{32}^{o}\left(u_{1}\right)+\frac{R}{2}\right) & \left(q_{33}^{o}\left(u_{1}\right)-\frac{R}{2}\right)^{+}
\end{array}\right) \\
= & \frac{1}{9}\left(\begin{array}{lll}
3 & 4 & 2 \\
4 & 5 & 0 \\
0 & 9 & 0
\end{array}\right) \tag{D.3}
\end{align*}
$$

and

$$
\begin{align*}
Q^{*}\left(u_{2}\right)= & \left(\begin{array}{lll}
\left(q_{11}^{o}\left(u_{2}\right)-\left(\frac{R}{2}-q_{13}^{o}\left(u_{2}\right)\right)^{+}\right)^{+} & \min \left(1, q_{12}^{o}\left(u_{2}\right)+\frac{R}{2}\right) & \left(q_{13}^{o}\left(u_{2}\right)-\frac{R}{2}\right)^{+} \\
\left(q_{21}^{o}\left(u_{2}\right)-\left(\frac{R}{2}-q_{23}^{o}\left(u_{2}\right)\right)^{+}\right)^{+} & \min \left(1, q_{22}^{o}\left(u_{2}\right)+\frac{R}{2}\right) & \left(q_{23}^{o}\left(u_{2}\right)-\frac{R}{2}\right)^{+} \\
\left(q_{31}^{o}\left(u_{2}\right)-\left(\frac{R}{2}-q_{33}^{o}\left(u_{2}\right)\right)^{+}\right)^{+} & \min \left(1, q_{32}^{o}\left(u_{2}\right)+\frac{R}{2}\right) & \left(q_{33}^{o}\left(u_{2}\right)-\frac{R}{2}\right)^{+}
\end{array}\right) \\
& =\frac{1}{9}\left(\begin{array}{lrr}
1 & 5 & 3 \\
4 & 5 & 0 \\
4 & 4 & 1
\end{array}\right) . \tag{D.4}
\end{align*}
$$

Solve the equation $f\left(g_{0}\right)+\alpha Q^{*}\left(g_{0}\right) V_{Q^{*}}\left(g_{0}\right)=V_{Q^{*}}\left(g_{0}\right)$, for $V_{Q^{*}}\left(g_{0}\right) \in \mathbb{R}^{3}$, or,

$$
\left(\begin{array}{l}
f\left(1, g_{0}(1)\right) \\
f\left(2, g_{0}(2)\right) \\
f\left(3, g_{0}(3)\right)
\end{array}\right)+\alpha\left(\begin{array}{lll}
q_{11}^{*}\left(g_{0}(1)\right) & q_{12}^{*}\left(g_{0}(1)\right) & q_{13}^{*}\left(g_{0}(1)\right) \\
q_{21}^{*}\left(g_{0}(2)\right) & q_{22}^{*}\left(g_{0}(2)\right) & q_{23}^{*}\left(g_{0}(2)\right) \\
q_{31}^{*}\left(g_{0}(3)\right) & q_{32}^{*}\left(g_{0}(3)\right) & q_{33}^{*}\left(g_{0}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{*}}(1) \\
V_{Q^{*}}(2) \\
V_{Q^{*}}(3)
\end{array}\right)=\left(\begin{array}{c}
V_{Q^{*}}(1) \\
V_{Q^{*}}(2) \\
V_{Q^{*}}(3)
\end{array}\right)
$$

which is given by

$$
\left(\begin{array}{l}
2 \\
3 \\
0
\end{array}\right)+\frac{0.9}{9}\left(\begin{array}{lll}
3 & 4 & 2 \\
4 & 5 & 0 \\
4 & 4 & 1
\end{array}\right) V_{Q^{*}}\left(g_{0}\right)=V_{Q^{*}}\left(g_{0}\right) \Longrightarrow V_{Q^{*}}\left(g_{0}\right) \triangleq\left(\begin{array}{c}
V_{Q^{*}}(1) \\
V_{Q^{*}}(2) \\
V_{Q^{*}}(3)
\end{array}\right)=\left(\begin{array}{l}
22.42 \\
23.93 \\
20.60
\end{array}\right)
$$

2. Let $m=1$. (a) Determine $g_{1} \in \mathbb{R}^{3}$ such that

$$
\begin{aligned}
f\left(g_{1}\right)+\alpha Q^{*}\left(g_{1}\right) V_{Q^{*}}\left(g_{0}\right) & =\min _{g \in \mathbb{R}^{3}}\left\{f(g)+\alpha Q^{*}(g) V_{Q^{*}}\left(g_{0}\right)\right\} \\
& =\left(\begin{array}{l}
\min \{22.42,20.88\} \\
\min \{21.93,23.93\} \\
\min \{24.53,20.60\}
\end{array}\right)=\left(\begin{array}{l}
20.88 \\
21.93 \\
20.60
\end{array}\right) .
\end{aligned}
$$

Hence, $g_{1}(1)=u_{2}, g_{1}(2)=u_{1}$ and $g_{1}(3)=u_{2}$.
(b) Solve the equation $f\left(g_{1}\right)+\alpha Q^{o}\left(g_{1}\right) V_{Q^{o}}\left(g_{1}\right)=V_{Q^{o}}\left(g_{1}\right)$, for $V_{Q^{o}}\left(g_{1}\right) \in \mathbb{R}^{3}$, or,

$$
\left(\begin{array}{l}
f\left(1, g_{1}(1)\right) \\
f\left(2, g_{1}(2)\right) \\
f\left(3, g_{1}(3)\right)
\end{array}\right)+\alpha\left(\begin{array}{lll}
q_{11}^{o}\left(g_{1}(1)\right) & q_{12}^{o}\left(g_{1}(1)\right) & q_{13}^{o}\left(g_{1}(1)\right) \\
q_{21}^{o}\left(g_{1}(2)\right) & q_{22}^{o}\left(g_{1}(2)\right) & q_{23}^{o}\left(g_{1}(2)\right) \\
q_{31}^{o}\left(g_{1}(3)\right) & q_{32}^{o}\left(g_{1}(3)\right) & q_{33}^{o}\left(g_{1}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{o}}(1) \\
V_{Q^{o}}(2) \\
V_{Q^{o}}(3)
\end{array}\right)=\left(\begin{array}{c}
V_{Q^{o}}(1) \\
V_{Q^{o}}(2) \\
V_{Q^{o}}(3)
\end{array}\right)
$$

which is given by

$$
\left(\begin{array}{c}
0.5 \\
1 \\
0
\end{array}\right)+\frac{0.9}{9}\left(\begin{array}{lll}
1 & 2 & 6 \\
4 & 2 & 3 \\
4 & 1 & 4
\end{array}\right) V_{Q^{o}}\left(g_{1}\right)=V_{Q^{o}}\left(g_{1}\right) \Longrightarrow V_{Q^{o}}\left(g_{1}\right) \triangleq\left(\begin{array}{c}
V_{Q^{o}}(1) \\
V_{Q^{o}}(2) \\
V_{Q^{o}}(3)
\end{array}\right)=\left(\begin{array}{l}
3.46 \\
4.10 \\
2.99
\end{array}\right) .
$$

Therefore, $\mathcal{X}^{+}=\{2\}, \mathcal{X}^{-}=\{3\}$ and $\mathcal{X}_{1}=\{1\}$. Since the partition is the same as in $m=0$ then $Q^{*}\left(u_{1}\right), Q^{*}\left(u_{2}\right)$ are the same as (D.3) and (D.4), respectively.

Solve the equation $b\left(g_{1}\right)+\alpha Q^{*}\left(g_{1}\right) V_{Q^{*}}\left(g_{1}\right)=V_{Q^{*}}\left(g_{1}\right)$, for $V_{Q^{*}}\left(g_{1}\right) \in \mathbb{R}^{3}$, or,

$$
\left(\begin{array}{c}
f\left(1, g_{1}(1)\right) \\
f\left(2, g_{1}(2)\right) \\
f\left(3, g_{1}(3)\right)
\end{array}\right)+\alpha\left(\begin{array}{lll}
q_{11}^{*}\left(g_{1}(1)\right) & q_{12}^{*}\left(g_{1}(1)\right) & q_{13}^{*}\left(g_{1}(1)\right) \\
q_{21}^{*}\left(g_{1}(2)\right) & q_{22}^{*}\left(g_{1}(2)\right) & q_{23}^{*}\left(g_{1}(2)\right) \\
q_{31}^{*}\left(g_{1}(3)\right) & q_{32}^{*}\left(g_{1}(3)\right) & q_{33}^{*}\left(g_{1}(3)\right)
\end{array}\right)\left(\begin{array}{c}
V_{Q^{*}}(1) \\
V_{Q^{*}}(2) \\
V_{Q^{*}}(3)
\end{array}\right)=\left(\begin{array}{c}
V_{Q^{*}}(1) \\
V_{Q^{*}}(2) \\
V_{Q^{*}}(3)
\end{array}\right)
$$

which is given by

$$
\left(\begin{array}{c}
0.5 \\
1 \\
0
\end{array}\right)+\frac{0.9}{9}\left(\begin{array}{ccc}
1 & 5 & 3 \\
4 & 5 & 0 \\
4 & 4 & 1
\end{array}\right) V_{Q^{*}}\left(g_{1}\right)=V_{Q^{*}}\left(g_{1}\right) \Longrightarrow V_{Q^{*}}\left(g_{1}\right) \triangleq\left(\begin{array}{c}
V_{Q^{*}}(1) \\
V_{Q^{*}}(2) \\
V_{Q^{*}}(3)
\end{array}\right)=\left(\begin{array}{c}
6.79 \\
7.43 \\
6.32
\end{array}\right)
$$

Note that

$$
\min _{g \in \mathbb{R}^{3}}\left\{f(g)+\alpha Q^{*}(g) V_{Q^{*}}\left(g_{0}\right)\right\}=\left(\begin{array}{c}
20.88  \tag{D.5}\\
21.93 \\
20.60
\end{array}\right)<\left(\begin{array}{l}
22.42 \\
23.93 \\
20.60
\end{array}\right)=V_{Q^{*}}\left(g_{0}\right) .
$$

3. Let $\boldsymbol{m}=\mathbf{2}$. (a) Determine $g_{2} \in \mathbb{R}^{3}$ such that

$$
\begin{aligned}
f\left(g_{2}\right)+\alpha Q^{*}\left(g_{2}\right) V_{Q^{*}}\left(g_{1}\right) & =\min _{g \in \mathbb{R}^{3}}\left\{f(g)+\alpha Q^{*}(g) V_{Q^{*}}\left(g_{1}\right)\right\} \\
& =\left(\begin{array}{l}
\min \{8.27,6.79\} \\
\min \{7.43,9.43\} \\
\min \{9.69,6.32\}
\end{array}\right)=\left(\begin{array}{l}
6.79 \\
7.43 \\
6.32
\end{array}\right) .
\end{aligned}
$$

Hence, $g_{2}(1)=u_{2}, g_{2}(2)=u_{1}$ and $g_{2}(3)=u_{2}$. Note that, $g_{2}=g_{1}$.
(b) Note that the solution of (5.28) is such that $V_{Q^{o}}\left(g_{2}\right)=V_{Q^{o}}\left(g_{1}\right)$, and hence the solution of (5.29) is such that $V_{Q^{*}}\left(g_{2}\right)=V_{Q^{*}}\left(g_{1}\right)$. Furthermore, condition (5.26) is satisfied since

$$
\min _{g \in \mathbb{R}^{3}}\left\{f(g)+\alpha Q^{*}(g) V_{Q^{*}}\left(g_{1}\right)\right\}=\left(\begin{array}{l}
6.79 \\
7.43 \\
6.32
\end{array}\right)=V_{Q^{*}}\left(g_{1}\right) .
$$

Hence, policy iteration algorithm has converged and the optimal policy and value are

$$
g^{*}=g_{2} \triangleq\left(\begin{array}{l}
g_{2}(1) \\
g_{2}(2) \\
g_{2}(3)
\end{array}\right)=\left(\begin{array}{l}
u_{2} \\
u_{1} \\
u_{2}
\end{array}\right), \quad V_{Q^{*}}\left(g^{*}\right)=V_{Q^{*}}\left(g_{2}\right) \triangleq\left(\begin{array}{l}
V_{Q^{*}}(1) \\
V_{Q^{*}}(2) \\
V_{Q^{*}}(3)
\end{array}\right)=\left(\begin{array}{l}
6.79 \\
7.43 \\
6.32
\end{array}\right) .
$$



## Markov Process Approximation

Before we proceed with the proof of Theorem 6.1, we give the following Lemma in which lower and upper bounds, which are achievable, are obtained.

## E.1. Upper and Lower Bounds

Lemma E.1. (a) Upper Bound.

$$
\begin{equation*}
\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{+} \mu_{i} \leq \ell_{\max }\left(\frac{\alpha_{i} \mu_{i}}{2}\right) . \tag{E.1}
\end{equation*}
$$

The bound holds with equality if

$$
\begin{equation*}
\sum_{j \in \mathcal{X}^{0}} P_{i j}+\frac{\alpha_{i}}{2} \leq 1, \quad \sum_{j \in \mathcal{X}^{0}} \Xi_{i j}^{+}=\frac{\alpha_{i}}{2}, \quad \Xi_{i j}^{+}=0, \forall j \in \mathcal{X} \backslash \mathcal{X}^{0} . \tag{E.2}
\end{equation*}
$$

(b) Lower Bound. Case 1. If $\sum_{j \in \mathcal{X}_{0}} P_{i j}-\frac{\alpha_{i}}{2} \geq 0$ then

$$
\begin{equation*}
\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{-} \mu_{i} \geq \ell_{\min }\left(\frac{\alpha_{i} \mu_{i}}{2}\right) \tag{E.3}
\end{equation*}
$$

The bound holds with equality if

$$
\begin{equation*}
\sum_{j \in \mathcal{X}_{0}} P_{i j}-\frac{\alpha_{i}}{2} \geq 0, \quad \sum_{j \in \mathcal{X}_{0}} \Xi_{i j}^{-}=\frac{\alpha_{i}}{2}, \quad \Xi_{i j}^{-}=0, \forall j \in \mathcal{X} \backslash \mathcal{X}_{0} . \tag{E.4}
\end{equation*}
$$

Case 2. If $\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} P_{i j}-\frac{\alpha_{i}}{2} \leq 0$ for any $k \in\{1,2, \ldots, r\}$ then

$$
\begin{equation*}
\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{-} \mu_{i} \geq \ell\left(\mathcal{X}_{k}\right)\left(\frac{\alpha_{i} \mu_{i}}{2}-\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} P_{i j} \mu_{i}\right)+\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} \ell_{j} P_{i j} \mu_{i} . \tag{E.5}
\end{equation*}
$$

Moreover, equality holds if

$$
\begin{align*}
& \sum_{j \in \mathcal{X}_{s-1}} \Xi_{i j}^{-}=\sum_{j \in \mathcal{X}_{s-1}} P_{i j}, \text { for all } s=1,2, \ldots, k,  \tag{E.6a}\\
& \sum_{j \in \mathcal{X}_{k}} \Xi_{i j}^{-}=\left(\frac{\alpha_{i}}{2}-\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} P_{i j}\right),  \tag{E.6b}\\
& \sum_{s=0}^{k} \sum_{j \in \mathcal{X}_{s}} P_{i j}-\frac{\alpha_{i}}{2} \geq 0,  \tag{E.6c}\\
& \Xi_{i j}^{-}=0 \text { for all } j \in \mathcal{X} \backslash \mathcal{X}_{0} \cup \mathcal{X}_{1} \cup \ldots \cup \mathcal{X}_{k} . \tag{E.6d}
\end{align*}
$$

Proof. Part (a): First, we show that inequality (E.1) holds.

$$
\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{+} \mu_{i} \leq \ell_{\max } \mu_{i} \sum_{j \in \mathcal{X}} \Xi_{i j}^{+}=\ell_{\max }\left(\frac{\alpha_{i} \mu_{i}}{2}\right) .
$$

Next, we show that under the stated conditions (E.2) equality holds.

$$
\begin{aligned}
\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{+} \mu_{i}=\sum_{j \in \mathcal{X}^{0}} \ell_{j} \Xi_{i j}^{+} \mu_{i}+\sum_{j \in \mathcal{X} \backslash \mathcal{X}^{0}} & \ell_{j} \Xi_{i j}^{+} \mu_{i} \\
& =\ell_{\max } \mu_{i} \sum_{j \in \mathcal{X}^{0}} \Xi_{i j}^{+}+\sum_{j \in \mathcal{X} \backslash \mathcal{X}^{0}} \ell_{j} \Xi_{i j}^{+} \mu_{i}=\ell_{\max }\left(\frac{\alpha_{i} \mu_{i}}{2}\right) .
\end{aligned}
$$

Part (b), case 1: First, we show that inequality (E.3) holds.

$$
\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{-} \mu_{i} \geq \ell_{\min } \mu_{i} \sum_{j \in \mathcal{X}} \Xi_{i j}^{-}=\ell_{\min }\left(\frac{\alpha_{i} \mu_{i}}{2}\right) .
$$

Next, we show that under the stated conditions (E.4) equality holds.

$$
\begin{aligned}
\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{-} \mu_{i}=\sum_{j \in \mathcal{X}_{0}} \ell_{j} \Xi_{i j}^{-} \mu_{i}+\sum_{j \in \mathcal{X} \backslash \mathcal{X}_{0}} & \ell_{j} \Xi_{i j}^{-} \mu_{i} \\
& =\ell_{\min } \mu_{i} \sum_{j \in \mathcal{X}_{0}} \Xi_{i j}^{-}+\sum_{j \in \mathcal{X} \backslash \mathcal{X}_{0}} \ell_{j} \Xi_{i j}^{+} \mu_{i}=\ell_{\min }\left(\frac{\alpha_{i} \mu_{i}}{2}\right) .
\end{aligned}
$$

Part (b), case 2: First, we show that inequality (E.5) holds. Consider any $k \in\{1,2, \ldots, r\}$. From Part (b), case 1, we have that

$$
\begin{aligned}
& \sum_{j \in \mathcal{X} \backslash \bigcup_{s=1}^{k} \mathcal{X}_{s-1}} \ell_{j} \Xi_{i j}^{-} \mu_{i} \geq \min _{j \in \mathcal{X} \backslash \bigcup_{s=1}^{k} \mathcal{X}_{s-1}} \ell_{j} \sum_{j \in \mathcal{X} \backslash \cup_{s=1}^{k} \mathcal{X}_{s-1}} \Xi_{i j}^{-} \mu_{i} \\
& =\ell\left(\mathcal{X}_{k}\right) \sum_{j \in \mathcal{X} \backslash \cup_{s=1}^{k} \mathcal{X}_{s-1}^{-}} \Xi_{i j}^{-} \mu_{i}=\ell\left(\mathcal{X}_{k}\right)\left(\sum_{j \in \mathcal{X}} \Xi_{i j}^{-} \mu_{i}-\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} \Xi_{i j}^{-} \mu_{i}\right) .
\end{aligned}
$$

Hence,

$$
\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{-} \mu_{i}-\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} \ell_{j} \Xi_{i j}^{-} \mu_{i} \geq \ell\left(\mathcal{X}_{k}\right)\left(\frac{\alpha_{i} \mu_{i}}{2}-\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} P_{i j} \mu_{i}\right),
$$

which implies

$$
\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{-} \mu_{i} \geq \ell\left(\mathcal{X}_{k}\right)\left(\frac{\alpha_{i} \mu_{i}}{2}-\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} P_{i j} \mu_{i}\right)+\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} \ell_{j} P_{i j} \mu_{i} .
$$

Next, we show under the stated conditions (E.6) that equality holds.

$$
\begin{aligned}
\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{-} \mu_{i} & =\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} \ell_{j} \Xi_{i j}^{-} \mu_{i}+\sum_{j \in \mathcal{X}_{k}} \ell_{j} \Xi_{i j}^{-} \mu_{i}+\sum_{j \in \mathcal{X} \backslash \cup_{s=0}^{k} \ell_{j} \Xi_{i j}^{-} \mu_{i}} \\
& =\sum_{s=1}^{k} \ell\left(\mathcal{X}_{s-1}\right) \sum_{j \in \mathcal{X}_{s-1}} \Xi_{i j}^{-} \mu_{i}+\ell\left(\mathcal{X}_{k}\right) \sum_{j \in \mathcal{X}_{k}} \Xi_{i j}^{-} \mu_{i} \\
& =\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} \ell_{j} P_{i j} \mu_{i}+\ell\left(\mathcal{X}_{k}\right)\left(\frac{\alpha_{i} \mu_{i}}{2}-\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} P_{i j} \mu_{i}\right) .
\end{aligned}
$$

## E.2. Proof of Theorem 6.1

We provide the main steps for the derivation of Theorem 6.1, since the methodology followed for solving Problem 6.1 is similar to the one followed in Chapter 3, Theorem 3.1. In particular, for a fixed $i \in \mathcal{X}$, the solution of Problem 6.1 is given by (6.19) and (6.20), with proper substitution of $\nu^{*} \rightarrow \Phi^{\dagger}$ and $\mu \rightarrow P$.

From (6.15), the pay-off of Problem 6.1 is given by

$$
\begin{equation*}
\sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{X}} \ell_{j} P_{i j} \mu_{i}+\max _{\Xi_{i j}} \sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j} \mu_{i} . \tag{E.7}
\end{equation*}
$$

To maximize (E.7) we employ the fact that $\Xi$ is a signed measure satisfying (6.16). It is obvious that for each $i \in \mathcal{X}$ an upper and a lower bound must be obtained for $\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{+} \mu_{i}$ and $\sum_{j \in \mathcal{X}} \ell_{j} \Xi_{i j}^{-} \mu_{i}$, respectively. Before proceeding with the derivation of the optimal transition probabilities $\Phi^{\dagger}$ based on upper and lower bounds, we discuss first the solution behavior in terms of the TV constraint given by (6.14), that is $\sum_{i \in \mathcal{X}} \alpha_{i} \mu_{i} \leq R$.

Let $\alpha_{i}, \forall i \in \mathcal{X}$, to be given by (6.18d) (see Chapter 3, Lemma 3.1 and Corollary 3.1); then, it can be verified that for $R \leq R_{\text {max }, i}, \forall i \in \mathcal{X}$, the TV constraint holds with equality, and also that as $R$ increases (i.e., $R_{\max , i} \leq R \leq R_{\max , i+1}, \forall i, i+1 \in \mathcal{X}$ ), the TV constraint holds with inequality. However, the solution of Problem 6.1 with respect to the specific $i \in \mathcal{X}$ for which $R \geq R_{\max , i}$ is constant and hence the overall solution of Problem 6.1 is not affected.

Finally, for values of $R \geq R_{\max , i}, \forall i \in \mathcal{X}$ the overall solution of Problem 6.1 is constant, in particular, is equal to $\ell_{\max }$. The relation of TV constraint $\sum_{i \in \mathcal{X}} \alpha_{i} \mu_{i}$ with the TV parameter $R$, is depicted in Fig.E.1. Next we proceed with the derivation of (6.18).


Figure E.1.: Total Variation Constraint vs. Total Variation Parameter

From Lemma E.1, Part (a), the upper bound (E.1), holds with equality if conditions given by (E.2) are satisfied. Note that, the first condition of (E.2) is always satisfied and from the second condition we have that $\sum_{j \in \mathcal{X}^{0}} \Phi_{i j}=\sum_{j \in \mathcal{X}^{0}} P_{i j}+\frac{\alpha_{i}}{2}$ and hence the optimal transition probability of each $j \in \mathcal{X}^{0}$ is given by

$$
\Phi_{i j}^{\dagger}=P_{i j}+\frac{\alpha_{i}}{2\left|\mathcal{X}^{0}\right|}, \quad \forall j \in \mathcal{X}^{0}
$$

From Lemma E.1, Part (b), case 1, the lower bound (E.3), holds with equality if conditions given by (E.4) are satisfied. Furthermore, from the second condition of (E.4) we have that $\sum_{j \in \mathcal{X}_{0}} \Phi_{i j}=\sum_{j \in \mathcal{X}_{0}} P_{i j}-\frac{\alpha_{i}}{2}$, and also the first condition must be satisfied, hence the optimal
transition probability of each $j \in \mathcal{X}_{0}$ is given by

$$
\Phi_{i j}^{\dagger}=\left(P_{i j}-\frac{\alpha_{i}}{2\left|\mathcal{X}_{0}\right|}\right)^{+}, \quad \forall j \in \mathcal{X}_{0} .
$$

Lemma E.1, Part (b), case 1, characterize the solution for $\sum_{j \in \mathcal{X}_{0}} P_{i j}+\frac{\alpha_{i}}{2} \geq 0$. Next, the characterization of solution when this condition is violated, that is, when $\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} P_{i j}-$ $\frac{\alpha_{i}}{2} \leq 0$ for any $k \in\{1,2, \ldots, r\}$ is discussed.

From Lemma E.1, Part (b), case 2, the lower bound (E.5), holds with equality if conditions given by (E.6) are satisfied. Furthermore, from (E.6b) we have that

$$
\sum_{j \in \mathcal{X}_{k}} \Phi_{i j}=\sum_{j \in \mathcal{X}_{k}} P_{i j}-\left(\frac{\alpha_{i}}{2}-\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} P_{i j}\right),
$$

and conditions $\frac{\alpha_{i}}{2}-\sum_{s=1}^{k} \sum_{j \in \mathcal{X}_{s-1}} P_{i j} \geq 0$ and (E.6c) must be satisfied, hence the optimal transition probability of each $j \in \mathcal{X}_{k}$ is given by

$$
\Phi_{i j}^{\dagger}=\left(P_{i j}-\left(\frac{\alpha_{i}}{2\left|\mathcal{X}_{k}\right|}-\sum_{j=1}^{k} \sum_{z \in \mathcal{X}_{j-1}} P_{i z}\right)^{+}\right)^{+} .
$$

For additional details concerning the steps for the solution of Problem 6.1, see the proof of Theorem 3.1.
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[^0]:    ${ }^{1}$ If $\xi(A) \geq 0$ for every $A \in \mathcal{B}(\Sigma)$
    ${ }^{2}$ If $A, B \in \mathcal{B}(\Sigma)$ and $A \subseteq B$, then $\xi(B)=\xi(A)+\xi(B \backslash A) \leq \xi(A)$ whenever $\xi(B \backslash A) \leq 0$.

[^1]:    ${ }^{3}$ This corresponds to the case in which the nominal system is a simplified version of the true system and is defined on a lower dimension space.

[^2]:    ${ }^{1}$ The definition of total variation distance can be extended to signed measures (see Chapter 2).
    ${ }^{2} \nu \in \mathcal{M}_{1}(\Sigma)$ is absolutely continuous with respect to $\mu \in \mathcal{M}_{1}(\Sigma)$, denoted by $\nu \ll \mu$, if $\mu(A)=0$ for some $A \in \mathcal{B}(\Sigma)$ then $\nu(A)=0$.

[^3]:    ${ }^{3}$ In all these optimization problems we assume that the solution exists.

[^4]:    ${ }^{4}$ Closure of a set $\Sigma$ consists of all points in $\Sigma$ plus the limit points of $\Sigma$.

[^5]:    ${ }^{1}$ Assuming the inf sup solution exists. However, for finite alphabet spaces such solution exists.

[^6]:    ${ }^{2}$ Note the notation $\Sigma^{0}$ and $\Sigma_{0}$ in Chapter 3 is identical to the notation $\mathcal{X}_{j+1}^{+}$and $\mathcal{X}_{j+1}^{-}$, respectively.

[^7]:    ${ }^{3}$ See Pinsker's inequality (2.5).
    ${ }^{4}$ This scenario corresponds to the classical dynamic programming, see Fig 4.1 and/or Fig 4.2, for $R=0$ and $r=0$, respectively

[^8]:    ${ }^{1}$ The reduced approximating process is obtained without a priori imposing the assumption that it is also a Markov process.

[^9]:    ${ }^{2}$ The maximum entropy principle states that, subject to precisely stated prior data, the probability distribution which best represents the current state of knowledge is the one with largest entropy.

[^10]:    ${ }^{3}$ Note the notation $\Sigma^{0}, \Sigma_{0}$ and $\Sigma_{k}$ in Chapter 3 , is identical to the notation $\mathcal{X}^{0}, \mathcal{X}_{0}$ and $\mathcal{X}_{k}$, respectively.

[^11]:    ${ }^{1} \mathbb{1}_{H}$ denotes the indicator function of $H$.

