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$$
\sigma_{n}(x)=\sum_{k=1}^{n} c_{k} \sin k x>0 \quad \text { xal } \quad \tau_{n}(x)=\sum_{k=0}^{n} c_{k} \cos k x>0
$$






 тทг аvเбótทта бuvクuitóvou tou Vietoris.




$$
\left|\arg \left[(1-z)^{\rho} \sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} z^{k}\right]\right| \leq \frac{\rho \pi}{2} \quad \gamma \quad \alpha \alpha \text { ó } \lambda \alpha \text { т } \alpha \quad n \in \mathbb{N}, 0<\mu \leq \mu(\rho),
$$



$$
\int_{0}^{(\rho+1) \pi} \frac{\sin (t-\rho \pi)}{t^{1-\mu}} d t=0 .
$$





 ouváptnon

$$
f_{\alpha, \beta}(x)=\frac{e^{\alpha x}-e^{\beta x}}{e^{x}-1}
$$




 $\tau \varepsilon \lambda \varepsilon \sigma \tau \dot{\omega} \nu$ тоט тútou $\left\{\frac{(\mu)_{k}}{k!}\right\}_{k \in \mathbb{N}_{0}}$.


$$
P(z)=\sum_{k=0}^{n}\binom{n}{k} a_{k} z^{k} \quad \text { xal } \quad Q(z)=\sum_{k=0}^{n-1}\binom{n-1}{k} b_{k} z^{k}
$$




$$
\sum_{k=0}^{n-1}\binom{n-1}{k} a_{k+1} b_{k} z^{k}
$$





 fridge $\sigma \chi \varepsilon \tau \iota \chi \alpha ́ \mu \varepsilon$ то $\vartheta \varepsilon \omega \rho \eta \eta \alpha$ т $\omega \nu$ Gauß-Lucas.



$$
\left|\int_{0}^{1} \arg \frac{z}{\gamma^{\prime}(t)} d t\right|<\frac{\pi}{2} .
$$




$$
I_{\alpha}[f](z)=\int_{0}^{z}\left(f^{\prime}(\zeta)\right)^{\alpha} d \zeta
$$





## Abstract

In this thesis several problems in geometric function theory and harmonic analysis are considered.

Let $c_{2 k}=c_{2 k+1}=2^{-2 k}\binom{2 k}{k}, k \in \mathbb{N}_{0}$. It was shown by Vietoris that

$$
\sigma_{n}(x)=\sum_{k=1}^{n} c_{k} \sin k x>0 \quad \text { and } \quad \tau_{n}(x)=\sum_{k=0}^{n} c_{k} \cos k x>0
$$

for all $n \in \mathbb{N}$ and $x \in(0, \pi)$. In the first chapter we present a new kind of refinement for Vietoris' sine inequality by determining all positive algebraic polynomials $p$ of lowest degree that satisfy $\sigma_{n}(x) \geq p(x)$ for all $n \in \mathbb{N}$ and $x \in(0, \pi)$. We also prove an extension of an elementary inequality in harmonic analysis that may be of use in determining a polynomial lower bound for Vietoris' cosine inequality.

In the second chapter we present several new results concerning the following conjecture of Koumandos and Ruscheweyh: If $\mu(\rho), \rho \in(0,1]$, denotes the maximal number in $(0,1]$ for which

$$
\left|\arg \left[(1-z)^{\rho} \sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} z^{k}\right]\right| \leq \frac{\rho \pi}{2} \quad \text { for all } \quad n \in \mathbb{N}, 0<\mu \leq \mu(\rho),
$$

then $\mu(\rho)$ is equal to the unique solution $\mu^{*}(\rho)$ in $(0,1]$ of the equation

$$
\int_{0}^{(\rho+1) \pi} \frac{\sin (t-\rho \pi)}{t^{1-\mu}} d t=0 .
$$

Among other things, we show that this conjecture is equivalent to the positivity of a certain family of trigonometric sums and use this result in order to verify Koumandos and Ruscheweyh's conjecture for all $\rho$ in an open neighborhood of $\frac{1}{5}$.

In the third chapter we completely determine the range of $(\alpha, \beta) \in \mathbb{R}^{2}$ for which the function

$$
f_{\alpha, \beta}(x)=\frac{e^{\alpha x}-e^{\beta x}}{e^{x}-1}
$$

is concave or convex in the whole of $(0, \infty)$. This result can be used to verify the complete monotonicity of certain functions that involve the gamma or psi function and that play an important role in Koumandos' method for proving the positivity of trigonometric sums with coefficient sequences of the form $\left\{\frac{(\mu)_{k}}{k!}\right\}_{k \in \mathbb{N}_{0}}$.

It follows from the theorems of Grace and Gauß-Lucas that if $P(z)=\sum_{k=0}^{n}\binom{n}{k} a_{k} z^{k}$ and $Q(z)=\sum_{k=0}^{n-1}\binom{n-1}{k} b_{k} z^{k}$ are polynomials of degree $n$ and $n-1$, respectively, that have all their zeros in the closed unit disk, then the polynomial

$$
\sum_{k=0}^{n-1}\binom{n-1}{k} a_{k+1} b_{k} z^{k}
$$

also has all its zeros in the closed unit disk. In the fourth chapter we prove that this result has an extension to Suffridge's classes of polynomials with restricted zeros on the unit circle. We also show that there seems to be no extension of the theorem of Laguerre to Suffridge's polynomial classes and give an answer to an old question posed by Suffridge regarding the theorem of Gauß-Lucas.

In the last chapter we prove that if $f$ is a starlike function, $z$ lies in the unit disk, and $\gamma(t)=f^{-1}(t f(z)), t \in[0,1]$, then

$$
\left|\int_{0}^{1} \arg \frac{z}{\gamma^{\prime}(t)} d t\right|<\frac{\pi}{2}
$$

This new property of starlike functions is used to show that if $f$ is starlike and $\alpha \in[0,1]$, then

$$
I_{\alpha}[f](z)=\int_{0}^{z}\left(f^{\prime}(\zeta)\right)^{\alpha} d \zeta
$$

is also starlike. Moreover, we prove that the corresponding statement for spirallike functions is not true and determine the exact range of $\alpha \in \mathbb{R}$ for which $I_{\alpha}[f]$ is univalent for all starlike functions $f$.
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## CHAPTER 1

## On Vietoris’ Inequalities

The inequalities

$$
\begin{equation*}
\sum_{k=1}^{n} \frac{\sin k x}{k}>0 \quad \text { and } \quad 1+\sum_{k=1}^{n} \frac{\cos k x}{k}>0, \quad n \in \mathbb{N}, x \in(0, \pi) \tag{1.1}
\end{equation*}
$$

are classical positivity results in the theory of trigonometric polynomials. The sine inequality was conjectured by Fejér in 1910 and proven shortly afterwards by Jackson [Jac11] and Grönwall [Grö12]; the cosine one was shown by Young [You13] in 1913. The fact that

$$
\lim _{x \rightarrow \pi} \sum_{k=1}^{n} \frac{\sin k x}{k \sin x}=\sum_{k=1}^{n}(-1)^{k-1}
$$

vanishes when $n$ is even, explains why for a long time the Fejér-Jackson-Grönwall inequality was thought to be sharp. However, in 1958 Vietoris [Vie58, Vie59] was able to extend both inequalities in (1.1).

ThEOREM 1.1. If $\left\{a_{k}\right\}_{k \in \mathbb{N}_{0}}$ is a decreasing sequence of non-negative real numbers that satisfies

$$
\begin{equation*}
2 k a_{2 k} \leq(2 k-1) a_{2 k-1} \tag{1.2}
\end{equation*}
$$

for $k \geq 1$, then for $n \in \mathbb{N}$ and $x \in(0, \pi)$

$$
\begin{equation*}
\sum_{k=1}^{n} a_{k} \sin k x>0 \quad \text { and } \quad \sum_{k=0}^{n} a_{k} \cos k x>0 \tag{1.3}
\end{equation*}
$$

Using summation by parts it is easy to see that one needs to prove (1.3) only for coefficient sequences $\left\{a_{k}\right\}_{k \in \mathbb{N}_{0}}$ that satisfy $a_{2(k-1)}=a_{2 k-1}$ and $2 k a_{2 k}=(2 k-1) a_{2 k-1}$ for $k \geq 1$ (i.e. coefficient sequences for which equality holds in (1.2)). With the additional condition $a_{0}=1$, one obtains the coefficients $a_{k}=c_{k}$, where

$$
\begin{equation*}
c_{2 k}=c_{2 k+1}:=2^{-2 k}\binom{2 k}{k}=\frac{\left(\frac{1}{2}\right)_{k}}{k!} . \tag{1.4}
\end{equation*}
$$

Here

$$
\begin{equation*}
(a)_{k}:=a(a+1) \cdots(a+k-1)=\frac{\Gamma(k+a)}{\Gamma(a)} \tag{1.5}
\end{equation*}
$$

is the so-called Pochhammer symbol and $\Gamma(x)$ is Euler's gamma function defined by

$$
\Gamma(x)=\int_{0}^{\infty} t^{x-1} e^{-t} d t \quad \text { for } \quad \operatorname{Re} x>0
$$

Theorem 1.1 is thus equivalent to the following statement.
THEOREM 1.2. If the numbers $c_{k}$ are given by (1.4), then for $n \in \mathbb{N}$ and $x \in(0, \pi)$

$$
\sigma_{n}(x):=\sum_{k=1}^{n} c_{k} \sin k x>0 \quad \text { and } \quad \tau_{n}(x):=\sum_{k=0}^{n} c_{k} \cos k x>0 .
$$

Surprisingly, Vietoris' theorem remained nearly unknown for more than 15 years, until Vietoris' paper was discovered by Askey in 1974. He and Steinig [AS74] provided a new and simplified proof of Vietoris' theorem and gave several interesting new applications of the inequalities (1.3) (see [Ask98] for the story behind this). Among other things, Askey and Steinig showed that Vietoris' inequalities can be used to estimate the zeros of trigonometric polynomials and to obtain new positive sums of ultraspherical polynomials.

As a result of Askey and Steinig's paper Vietoris' theorem became widely known and is now one of the most quoted results in (and from) the theory of positive trigonometric sums. For instance, Ruscheweyh [Rus87] used Theorem 1.1 to derive coefficient conditions for starlike functions. Ruscheweyh and Salinas [RS04] showed that Vietoris' inequalities appear naturally in the context of so-called 'stable' functions. Some other areas in which Vietoris' theorem has found applications are quadrature methods and hypergeometric summation and transformation [Ask98].

Vietoris' inequalities have been generalized in several ways. An extension which is perhaps the most far reaching has been obtained Belov [Bel95]. In an extremely involved proof he showed that for any decreasing sequence $\left\{a_{n}\right\}_{n \in \mathbb{N}_{0}}$ of non-negative real numbers the inequalities (1.3) hold for all $n \in \mathbb{N}_{0}$ and $x \in(0, \pi)$ if $a_{1}>0$ and

$$
\begin{equation*}
\sum_{k=1}^{2 n}(-1)^{k-1} k a_{k}=\sum_{k=1}^{n}\left((2 k-1) a_{2 k-1}-2 k a_{2 k}\right) \geq 0 \quad \text { for all } n \geq 1 \tag{1.6}
\end{equation*}
$$

Since

$$
\lim _{x \rightarrow \pi} \sum_{k=1}^{2 n} a_{k} \frac{\sin k x}{\sin x}=\sum_{k=1}^{2 n}(-1)^{k-1} k a_{k}
$$

Belov's condition (1.6) is sufficient and necessary for the sine inequality in (1.3). A nice example of a coefficient sequence that satisfies Belov's condition (1.6) but not Vietoris' (1.2), is the sequence $\left\{a_{k}\right\}_{k \in \mathbb{N}_{0}}$, defined by $a_{0}=a_{1}=1$ and $a_{k}=(k+\alpha)^{-1}$ for $k \geq 2$ with $\alpha>0$. It is easy to verify that $(k+1) a_{k+1}>k a_{k}$ for $k \geq 2$ and therefore the sequence $\left\{a_{k}\right\}_{k \in \mathbb{N}_{0}}$ does not satisfy Vietoris' condition. However, since

$$
\sum_{k=1}^{2 n}(-1)^{k-1} k a_{k}=1-2 n a_{2 n}+\sum_{k=1}^{n-1}\left((2 k+1) a_{2 k+1}-2 k a_{2 k}\right)>0
$$

for all $n \geq 1$, it satisfies Belov's one.
A very interesting way of generalizing Vietoris' inequalities has been proposed by Ruscheweyh and Salinas. In [RS04] they showed that Vietoris' theorem is (essentially) equivalent to the fact that for $\lambda=\frac{1}{2}$

$$
\begin{equation*}
\left|\arg \frac{s_{n}^{\lambda}(z)}{v_{\lambda}(z)}\right|<\lambda \frac{\pi}{2}, \quad z \in \mathbb{D}, n \in \mathbb{N}_{0} \tag{1.7}
\end{equation*}
$$

where

$$
v_{\lambda}(z):=\sum_{k=0}^{\infty} a_{k, \lambda} z^{k}:=\left(\frac{1+z}{1-z}\right)^{\lambda} \quad \text { and } \quad s_{n}^{\lambda}(z):=\sum_{k=0}^{n} a_{k, \lambda} z^{k} .
$$

They conjecture that (1.7) remains true for $\lambda \in\left(0, \frac{1}{2}\right]$. This would imply that for those $\lambda$ one has

$$
0<\arg s_{n}^{\lambda}\left(e^{i \theta}\right)<\lambda \pi \quad \text { for } \quad \theta \in(0, \pi), n \in \mathbb{N}_{0}
$$

The fact that strongly distinguishes Ruscheweyh and Salinas' conjecture from other known extensions of Vietoris' inequality is that for $\lambda \in\left(0, \frac{1}{2}\right)$ the coefficient sequences
$\left\{a_{k, \lambda}\right\}_{k \in \mathbb{N}_{0}}$ need not be monotonic. Using computer algebra, Ruscheweyh and Salinas verified their conjecture for $\lambda=\frac{1}{4}$ and $n=1,2, \ldots, 5000$.

Weakened coefficient conditions under which the cosine inequality $\tau_{n}(x)>0$ remains true were considered in $[\mathbf{B H 8 4}, \mathbf{B Y 0 1}, \mathbf{B D W 0 7}]$. Best possible results in this direction were obtained in [Kou07], where - among other things - it is shown that for the coefficient sequence

$$
\begin{equation*}
a_{2 k}=a_{2 k+1}=\frac{(1-\alpha)_{k}}{k!}, \quad \alpha \in(0,1), k \in \mathbb{N}_{0} \tag{1.8}
\end{equation*}
$$

the inequality

$$
\sum_{k=0}^{n} a_{k} \cos k x>0
$$

holds for all $n \in \mathbb{N}$ and $x \in(0, \pi)$ if, and only if, $\alpha \geq \alpha_{0}$. Here $\alpha_{0}$ is defined as the unique solution in $(0,1)$ of the equation

$$
\begin{equation*}
\int_{0}^{\frac{3 \pi}{2}} \frac{\cos t}{t^{\alpha}} d t=0 \tag{1.9}
\end{equation*}
$$

Approximately, $\alpha_{0}=0.3084437 \ldots$... Note that the coefficient sequence $\left\{a_{k}\right\}_{k \in \mathbb{N}_{0}}$ defined in (1.8) does not satisfy Belov's coefficient condition if $\alpha<\frac{1}{2}$.

For the sine sums $\sigma_{n}(x)$ no such extension is possible: while it is shown in [BDW07, Kou07] that for the coefficient sequence (1.8) the inequality

$$
\sum_{k=1}^{2 n+1} a_{k} \sin k x>0
$$

holds for all $n \in \mathbb{N}$ and $x \in(0, \pi)$ if, and only if, $\alpha \geq \alpha_{0}$, for an even number of summands one has

$$
\begin{equation*}
\lim _{x \rightarrow \pi} \sum_{k=1}^{2 n} a_{k} \frac{\sin k x}{\sin x}=\sum_{k=1}^{n}\left((2 k-1) a_{2 k-1}-2 k a_{2 k}\right) \tag{1.10}
\end{equation*}
$$

Since the coefficient sequence (1.8) satisfies

$$
\begin{equation*}
2 k a_{2 k}=(2 k-2 \alpha) a_{2 k-1} \quad \text { for } \quad k \geq 1, \tag{1.11}
\end{equation*}
$$

(1.10) and Theorem 1.1 thus show that for the sequence (1.8) the inequality

$$
\sum_{k=1}^{n} a_{k} \sin k x>0
$$

holds for all $n \in \mathbb{N}$ and $x \in(0, \pi)$ if, and only if, $\alpha \geq \frac{1}{2}$.
It is therefore of interest to find other ways of extending or refining Vietoris' sine inequality. A new kind of refinement of the sine inequality will be the main result of this chapter: we will determine the positive algebraic polynomial $p(x)$ of lowest degree such that $\sigma_{n}(x)>p(x)$ for all $n \in \mathbb{N}$ and $x \in(0, \pi)$. The same question for Vietoris' cosine inequality is still not completely settled. In this chapter we will also show how results from Vietoris' paper [Vie58] lead to an extension of an elementary trigonometric inequality that may be of use in the search of a polynomial lower bound for the cosine polynomials $\tau_{n}(x)$.

### 1.1. A Refinement of Vietoris' Inequality for Sine Polynomials

In this section we shall provide a polynomial lower bound for the trigonometric polynomials $\sigma_{n}(x)$.

In [AKL] the authors asked for positive algebraic polynomials $p$ of smallest degree such that

$$
\begin{equation*}
\sigma_{n}(x) \geq p(x)>0 \quad \text { for all } n \in \mathbb{N}, x \in(0, \pi) \tag{1.12}
\end{equation*}
$$

It is shown there that such a polynomial has to be of degree at least 4 and that, if $p$ is a polynomial of degree $4,(1.12)$ holds if, and only if,

$$
\begin{equation*}
p(x)=a x(\pi-x)^{3} \quad \text { and } \quad a \in\left(0, \frac{1}{\pi^{3}}\right] . \tag{1.13}
\end{equation*}
$$

Here we will prove the 'if'-direction of this equivalence. Since

$$
0<a x(\pi-x)^{3} \leq x\left(1-\frac{x}{\pi}\right)^{3}
$$

for $a \in\left(0, \frac{1}{\pi^{3}}\right]$ and $x \in(0, \pi)$, this reduces to the following.
Theorem 1.3. We have

$$
\begin{equation*}
\sigma_{n}(x)>x\left(1-\frac{x}{\pi}\right)^{3} \quad \text { for all } \quad n \in \mathbb{N}, x \in(0, \pi) \tag{1.14}
\end{equation*}
$$

For the proof of this theorem we need some auxiliary results.
Lemma 1.4. For all integers $n \geq 8$ we have

$$
\begin{equation*}
0<\sqrt{\sin \frac{\pi}{n}}-2 c_{n+1}-\frac{2(n-1) \pi}{n^{4}} \tag{1.15}
\end{equation*}
$$

Proof. It is well known that for $x>0$

$$
\sin x>x-\frac{x^{3}}{6}
$$

Setting $x=\frac{\pi}{n}$ in this inequality, we find that the right-hand side of (1.15) is larger than

$$
\Delta_{n}:=\sqrt{\frac{\pi}{n}\left(1-\frac{\pi^{2}}{6 n^{2}}\right)}-2 c_{n+1}-\frac{2(n-1) \pi}{n^{4}} .
$$

Making use of the fact that

$$
c_{2 k}=c_{2 k+1}<\frac{1}{\sqrt{k \pi}}
$$

for $k \in \mathbb{N}[\mathbf{A S 7 4}$, Lem. 1] and setting

$$
R_{x}=R(x)=\frac{\pi}{x} \sqrt{x^{2}-\frac{\pi^{2}}{6}}-\frac{2 \pi(x-1)}{x^{3}} \sqrt{\frac{\pi}{x}},
$$

we obtain

$$
\sqrt{2 k \pi} \Delta_{2 k}>R_{2 k}-2 \sqrt{2}
$$

and

$$
\sqrt{(2 k-1) \pi} \Delta_{2 k-1}>R_{2 k-1}-2 \sqrt{2-\frac{1}{k}}>R_{2 k-1}-2 \sqrt{2} .
$$

Thus, it remains to show that

$$
R(x) \geq 2 \sqrt{2} \quad \text { for } \quad x \geq 8
$$

We have

$$
\frac{x^{9 / 2}}{\pi^{3 / 2}} \sqrt{36 x^{2}-6 \pi^{2}} R^{\prime}(x)=\pi^{3 / 2} x^{5 / 2}+(5 x-7) \sqrt{36 x^{2}-6 \pi^{2}}
$$

Hence, if $x \geq 8$, then

$$
R^{\prime}(x)>0 \quad \text { and } \quad R(x) \geq R(8)=3.047 \ldots>2 \sqrt{2}
$$

A proof for the next lemma can be found in [Vie58, p. 128].
Lemma 1.5. Let $n \geq m \geq 2$ and $x \in(0, \pi)$. Then

$$
\sigma_{n}(x) \geq \sigma_{m-1}(x)+c_{m} \frac{\cos \left(\left(m-\frac{1}{2}\right) x\right)-1}{2 \sin \frac{x}{2}}
$$

As our final auxiliary result we prove the cases $n=1,2,3$ of Theorem 1.3.
Lemma 1.6. For all $x \in(0, \pi)$ we have

$$
\begin{align*}
& x\left(1-\frac{x}{\pi}\right)^{3}<\sin x  \tag{1.16}\\
& x\left(1-\frac{x}{\pi}\right)^{3}<\sin x+\frac{1}{2} \sin 2 x  \tag{1.17}\\
& x\left(1-\frac{x}{\pi}\right)^{3}<\sin x+\frac{1}{2} \sin 2 x+\frac{1}{2} \sin 3 x \tag{1.18}
\end{align*}
$$

Proof. Since

$$
\begin{equation*}
1-\frac{x}{\pi}<\frac{\sin x}{x} \tag{1.19}
\end{equation*}
$$

[AS65, (4.3.82)] and since $0<1-\frac{x}{\pi}<1$ for $x \in(0, \pi)$, it is clear that (1.16) is true. Applying (1.19) and

$$
\sin x+\frac{1}{2} \sin 2 x=(1+\cos x) \sin x
$$

we conclude that (1.17) is proved if

$$
\begin{equation*}
\frac{x}{\pi}\left(\frac{x}{\pi}-2\right)<\cos x . \tag{1.20}
\end{equation*}
$$

This obviously holds for $x \in\left(0, \frac{\pi}{2}\right]$. If

$$
f(x)=\cos x-\frac{x}{\pi}\left(\frac{x}{\pi}-2\right)
$$

then

$$
f^{\prime \prime \prime}(x)=\sin x, \quad f^{\prime}\left(\frac{\pi}{2}\right)=\frac{1}{\pi}-1<0, \quad f^{\prime}(\pi)=0
$$

Hence, $f^{\prime}$ is negative on $\left(\frac{\pi}{2}, \pi\right)$. Since $f(\pi)=0$, it follows that (1.20) also holds for $x \in\left(\frac{\pi}{2}, \pi\right)$.

Using (1.19) and

$$
\sin x+\frac{1}{2} \sin 2 x+\frac{1}{2} \sin 3 x=\left(\frac{1}{2}+\cos x+2 \cos ^{2} x\right) \sin x
$$

we conclude that in order to prove (1.18) we have to show that

$$
\begin{equation*}
u(x):=\left(1-\frac{\arccos x}{\pi}\right)^{2}<\frac{1}{2}+x+2 x^{2}=: v(x) \tag{1.21}
\end{equation*}
$$

for $x \in(-1,1)$. We calculate

$$
\pi^{2}\left(1-x^{2}\right)^{3 / 2} u^{\prime \prime}(x)=2 \sqrt{1-x^{2}}+2 x(\pi-\arccos x)
$$

and therefore see that $u$ is convex in $(-1,1)$. Since it is easy to check that $v$ is larger than the piecewise affine function that connects the three points $(j, u(j)), j=-1,0,1$, the proof of the lemma is complete.

We can now proceed to the proof of Theorem 1.3.
Proof of Theorem 1.3. Because of Lemma 1.6 it just remains to prove Theorem 1.3 for $n \geq 4$. We will split the proof into four parts.
(1) The case $x \in\left(0, \frac{\pi}{3}\right]$. An application of Lemma 1.5 with $m=4$ leads to

$$
\begin{equation*}
\sigma_{n}(x) \geq \sin x+\frac{1}{2} \sin 2 x+\frac{1}{2} \sin 3 x+\frac{3}{16} \frac{\cos \frac{7 x}{2}-1}{\sin \frac{x}{2}}=: T_{1}(x) \tag{1.22}
\end{equation*}
$$

for $n \geq 4$ and $x \in(0, \pi)$. We have

$$
T_{1}(x)=\sin x+\frac{P_{1}\left(\cos \frac{x}{2}\right)}{16 \sin \frac{x}{2}},
$$

where

$$
P_{1}(u)=-64 u^{7}+112 u^{5}-40 u^{3}-5 u-3 .
$$

Sturm's theorem [RS02, p. 336] gives that $P_{1}$ has precisely one zero on $\left[\cos \frac{\pi}{12}, 2\right]$. Since $P_{1}\left(\cos \frac{\pi}{12}\right)>0$ and $P_{1}(1)=0$, we conclude that $P_{1}$ is positive on $\left[\cos \frac{\pi}{12}, 1\right)$ and hence that $P_{1}\left(\cos \frac{x}{2}\right)$ is positive on ( $0, \frac{\pi}{6}$ ]. It thus follows from (1.22) and (1.16) that for $n \geq 4$ and $x \in\left(0, \frac{\pi}{6}\right]$

$$
\sigma_{n}(x)>T_{1}(x)>\sin x>x\left(1-\frac{x}{\pi}\right)^{3}
$$

Differentiation gives

$$
T_{1}^{\prime}(x)=\frac{P_{2}\left(\cos \frac{x}{2}\right)}{\sin ^{2} \frac{x}{2}}
$$

where

$$
P_{2}(u)=-12 u^{8}+28 u^{6}-22 u^{4}+\frac{27}{4} u^{2}+\frac{3}{32} u-\frac{27}{32} .
$$

Sturm's theorem reveals that $P_{2}$ has precisely one zero on $\left[\cos \frac{\pi}{6}, \cos \frac{\pi}{12}\right]$. Since $P_{2}\left(\cos \frac{\pi}{6}\right)<$ 0 , we obtain

$$
\sigma_{n}(x)>T_{1}(x)>\min \left(T_{1}\left(\frac{\pi}{6}\right), T_{1}\left(\frac{\pi}{3}\right)\right)>x\left(1-\frac{x}{\pi}\right)^{3}
$$

for $n \geq 4$ and $x \in\left(\frac{\pi}{6}, \frac{\pi}{3}\right]$.
(2) The case $x \in\left(\frac{\pi}{3}, \frac{6 \pi}{7}\right]$. An application of Lemma 1.5 with $m=3$ leads to

$$
\begin{equation*}
\sigma_{n}(x) \geq \sin x+\frac{1}{2} \sin 2 x+\frac{1}{4} \frac{\cos \frac{5 x}{2}-1}{\sin \frac{x}{2}}=: T_{2}(x) \tag{1.23}
\end{equation*}
$$

for $n \geq 3$ and $x \in(0, \pi)$. We have

$$
-16 \frac{\left(\cos \frac{x}{2}+1\right)^{2}}{\sin \frac{x}{2}} T_{2}^{\prime \prime}(x)=P_{3}\left(\cos \frac{x}{2}\right),
$$

with

$$
P_{3}(x):=16 x^{3}+32 x^{2}+16 x+1 .
$$

$P_{3}(x)$ is positive on $\left[\cos \frac{6 \pi}{14}, \cos \frac{\pi}{6}\right)$ and thus $T_{2}(x)$ is concave on $\left(\frac{\pi}{3}, \frac{6 \pi}{7}\right]$. It is easy to check that in this interval the affine function connecting the points $\left(\frac{\pi}{3}, T_{2}\left(\frac{\pi}{3}\right)\right)$ and $\left(\frac{6 \pi}{7}, T_{2}\left(\frac{6 \pi}{7}\right)\right)$ is larger than $x\left(1-\frac{x}{\pi}\right)^{3}$. Hence, we have

$$
\sigma_{n}(x)>T_{2}(x)>x\left(1-\frac{x}{\pi}\right)^{3}
$$

for $n \geq 3$ and $x \in\left(\frac{\pi}{3}, \frac{6 \pi}{7}\right]$.
(3) The case $x \in\left(\frac{6 \pi}{7}, \pi-\frac{\pi}{n}\right]$. We have $n \geq 8$. Since for $n \in \mathbb{N}$ and $x \in(0, \pi)$

$$
\begin{equation*}
2 \sigma_{n}(x) \sin \frac{x}{2} \geq \sqrt{\sin x}-2 c_{n+1} \tag{1.24}
\end{equation*}
$$

[AAR99, (7.3.19)], it suffices to show that

$$
\begin{equation*}
0<\sqrt{\sin x}-2 c_{n+1}-2 x\left(1-\frac{x}{\pi}\right)^{3}=: h(x) \tag{1.25}
\end{equation*}
$$

for $n \geq 8$ and $x \in\left(\frac{6 \pi}{7}, \pi-\frac{\pi}{n}\right]$. We calculate

$$
h^{\prime \prime}(x)=\frac{\cos ^{2} x-2}{4 \sin ^{3 / 2} x}-\frac{12}{\pi^{3}}(2 x-\pi)(\pi-x)
$$

Hence, $h^{\prime \prime}(x)$ is negative in $\left(\frac{\pi}{2}, \pi\right)$ and therefore

$$
h^{\prime}(x)<h^{\prime}\left(\frac{6 \pi}{7}\right)=-0.58 \ldots
$$

for $x \in\left(\frac{6 \pi}{7}, \pi\right)$. Consequently,

$$
h(x) \geq h\left(\pi-\frac{\pi}{n}\right)=\sqrt{\sin \frac{\pi}{n}}-2 c_{n+1}-\frac{2(n-1) \pi}{n^{4}}
$$

for $x \in\left(\frac{6 \pi}{7}, \pi-\frac{\pi}{n}\right]$. Applying Lemma 1.4 we conclude that (1.25) holds for $n \geq 8$ and $x \in\left(\frac{6 \pi}{7}, \pi-\frac{\pi}{n}\right]$, as required.
(4) The case $x \in\left(\pi-\frac{\pi}{n}, \pi\right)$. We follow the same method of proof as in [AS74]. Let $y=\pi-x$, so that $0<y<\frac{\pi}{n}$. For $m \geq 2$ we have

$$
\sigma_{2 m}(x)=\sum_{k=1}^{m} \mu_{k}(y)
$$

and

$$
\sigma_{2 m+1}(x)=c_{2 m+1} \sin ((2 m+1) y)+\sum_{k=1}^{m} \mu_{k}(y)
$$

where

$$
\mu_{k}(y)=(2 k-1) c_{2 k-1}\left(\frac{\sin ((2 k-1) y)}{2 k-1}-\frac{\sin (2 k y)}{2 k}\right) .
$$

Since $t \mapsto \sin (t) / t$ is strictly decreasing on $(0, \pi]$ and

$$
0<2 k y \leq 2 m y<\pi
$$

we obtain $\mu_{k}(y)>0$ for $k=1,2, \ldots, m$. Since moreover

$$
\sin ((2 m+1) y)>0 \quad \text { when } \quad y \in\left(0, \frac{\pi}{2 m+1}\right)
$$

we have

$$
\sigma_{n}(x)>\mu_{1}(y)=\sin y-\frac{1}{2} \sin 2 y=\sin x+\frac{1}{2} \sin 2 x=\sigma_{2}(x)
$$

for all integers $n \geq 4$ and $x \in\left(\pi-\frac{\pi}{n}, \pi\right)$. The case $n=2$ of Theorem 1.3 has already been shown and the proof is therefore complete.

Note that Theorem 1.3 can be extended to non-negative decreasing sequences $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ whose coefficients satisfy the relation (1.2). For, if $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ is such a sequence, then the sequence

$$
b_{n}:=\frac{a_{n}}{c_{n}}, \quad n \in \mathbb{N}
$$

is decreasing. Using summation by parts, one obtains

$$
\sum_{k=1}^{n} a_{k} \sin k x=\sum_{k=1}^{n-1} \sigma_{k}(x)\left(b_{k}-b_{k+1}\right)+\sigma_{n}(x) b_{n}
$$

and therefore Theorem 1.3 shows that the following statement is true.
Theorem 1.7. Let $\left\{a_{k}\right\}_{k \in \mathbb{N}_{0}}$ be a decreasing sequence of non-negative real numbers that satisfies the relation (1.2). Then

$$
\sum_{k=1}^{n} a_{k} \sin k x>a_{1} x\left(1-\frac{x}{\pi}\right)^{3}
$$

for all $n \in \mathbb{N}$ and $x \in(0, \pi)$.
Having thus found a polynomial lower bound for sine sums with coefficient sequences that satisfy Vietoris' condition (1.2), it seems natural to ask whether the same is possible for sine sums with coefficient sequences that satisfy Belov's condition (1.6). But until now only little is known about this problem. Since Vietoris' coefficient condition implies Belov's coefficient condition, one thing that we know is that such a polynomial lower bound has to be of degree at least 4 and that each polynomial lower bound of degree 4 has to be of the form (1.13) (possibly with $a$ in a smaller range than $\left.\left(0, \frac{1}{\pi^{3}}\right]\right)$.

### 1.2. An Extension of an Elementary Inequality

In this section we will present an extension of a classical inequality in harmonic analysis and discuss how this extension might be of help for finding a polynomial lower bound for Vietoris' cosine polynomials $\tau_{n}(x)$.

A sequence $\left\{a_{n}\right\}_{n \in \mathbb{N}_{0}}$ of real numbers is called a zero sequence if $a_{n} \rightarrow 0$ as $n \rightarrow \infty$. For every non-negative decreasing zero sequence $\left\{a_{n}\right\}_{n \in \mathbb{N}_{0}}$ of real numbers one has

$$
\begin{equation*}
\left|\sum_{k=n}^{\infty} a_{k} e^{i k x}\right| \leq \frac{a_{n}}{\sin \frac{x}{2}} \tag{1.26}
\end{equation*}
$$

for all $x \in(0,2 \pi)$ and $n \in \mathbb{N}_{0}$. This is an elementary but nevertheless extremely important result in harmonic analysis. A proof of this classical inequality can be found in [Vie58, p. 128], where the following lemma is shown.

Lemma 1.8. Suppose $\left\{a_{n}\right\}_{n \in \mathbb{N}_{0}}$ is a sequence of real numbers for which there is an $n_{0} \in \mathbb{N}_{0}$ such that the subsequence $\left\{a_{n}\right\}_{n \geq n_{0}}$ is non-negative and decreasing. For $x \in(0,2 \pi)$ set $S_{-1}(x):=0$ and

$$
S_{n}(x):=\sum_{k=0}^{n} a_{k} e^{i k x}, \quad n \in \mathbb{N}_{0}
$$

Then for $m \geq n \geq n_{0}$ and $x \in(0,2 \pi)$ one has

$$
\begin{equation*}
\left|S_{m}(x)-S_{n-1}(x)\right| \leq \frac{a_{n}}{\sin \frac{x}{2}} \tag{1.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|S_{m}(x)-S_{n}^{(1)}(x)\right| \leq \frac{a_{n}}{2 \sin \frac{x}{2}}, \tag{1.28}
\end{equation*}
$$

where

$$
S_{n}^{(1)}(x):=S_{n-1}(x)-\frac{e^{-i \frac{\pi+x}{2}} a_{n}}{2 \sin \frac{x}{2}} e^{i n x}
$$

It follows from (1.27) that for every non-negative decreasing zero sequence $\left\{a_{n}\right\}_{n \in \mathbb{N}_{0}}$ and every $x \in(0,2 \pi)$ the series

$$
\begin{equation*}
S(x):=\sum_{k=0}^{\infty} a_{k} e^{i k x} \tag{1.29}
\end{equation*}
$$

exists and satisfies

$$
\left|S(x)-S_{n-1}(x)\right|=\left|\sum_{k=n}^{\infty} a_{k} e^{i k x}\right| \leq \frac{a_{n}}{\sin \frac{x}{2}}
$$

This is inequality (1.26). Lemma 1.8 and inequality (1.26) have found numerous applications in the theory of positive trigonometric sums:

For instance, if $a_{n}=c_{n}$, with the $c_{n}$ defined as in (1.4), then $\left\{a_{n}\right\}_{n \in \mathbb{N}_{0}}$ is a nonnegative decreasing zero sequence for which $S_{n}(x)=\tau_{n}(x)+i \sigma_{n}(x)$ and

$$
S(x)=(1+i) \sqrt{\frac{1}{2} \cot \frac{x}{2}}
$$

Therefore, we obtain Lemma 1.5 by taking the imaginary part of (1.28) and the relation (1.24) by taking the imaginary part of (1.26).

We will now show how one can obtain an extension of inequality (1.26) by iterating Lemma 1.8.

To this end, we need some more notation. If $\left\{a_{n}\right\}_{n \in \mathbb{N}_{0}}$ is a sequence of real numbers, then the sequence $\left\{\Delta^{0} a_{n}\right\}_{n \in \mathbb{Z}}$ is defined by $\Delta^{0} a_{n}:=a_{n}$ for non-negative integers $n$ and $\Delta^{0} a_{n}:=0$ for negative integers $n$. Using this notation, we define

$$
\begin{equation*}
\Delta^{n} a_{k}:=\Delta^{n-1} a_{k}-\Delta^{n-1} a_{k+1} \tag{1.30}
\end{equation*}
$$

for $n \in \mathbb{N}$ and $k \in \mathbb{Z}$. By induction it is easy to see that

$$
\begin{equation*}
\Delta^{n} a_{-k}=0 \quad \text { for } \quad n<k \in \mathbb{N} . \tag{1.31}
\end{equation*}
$$

$\left\{a_{k}\right\}_{k \in \mathbb{Z}}$ is called monotonic of order $N \in \mathbb{N}_{0} \cup\{\infty\}$, if $\Delta^{n} a_{k} \geq 0$ for all $n \leq N$ and $k \in \mathbb{N}_{0}$. For instance, a sequence is monotonic of order 0 if, and only if, it is non-negative, and it is monotonic of order 1 if, and only if, it is non-negative and decreasing. Sequences monotonic of order $\infty$ are also called completely monotonic.

For sums $S_{n}(x)$ as in Lemma 1.8 and $n \in \mathbb{N}_{0}$ we set $S_{n}^{(0)}(x):=S_{n}(x)$ and

$$
\begin{equation*}
S_{n}^{(j)}(x):=S_{n-1}^{(j-1)}(x)-\frac{e^{-i j \frac{\pi+x}{2}} \Delta^{j-1} a_{n-j+1}}{2^{j} \sin ^{j} \frac{x}{2}} e^{i n x}, \quad j \geq 1 \tag{1.32}
\end{equation*}
$$

We also define $S_{-1}^{(j)}(x)$ to be identically zero for all $x \in \mathbb{R}$ and $j \in \mathbb{N}$. The $S_{n}^{(j)}(x)$ are again partial sums of (formal) power series.

Lemma 1.9. For $j \in \mathbb{N}_{0}$ and $n \geq 0$ we have

$$
\begin{equation*}
S_{n}^{(j)}(x)=\frac{e^{-i j \frac{\pi+x}{2}}}{2^{j} \sin ^{j} \frac{x}{2}} \sum_{k=0}^{n} \Delta^{j} a_{k-j} e^{i k x} . \tag{1.33}
\end{equation*}
$$

Proof. The proof is by induction to $n$ and $j$. The assertion is trivial if $n \in \mathbb{N}_{0}$ and $j=0$. The relation (1.31) shows that for every $j \in \mathbb{N}_{0}$

$$
S_{0}^{(j)}(x)=-\frac{e^{-i j \frac{\pi+x}{2}} \Delta^{j-1} a_{-j+1}}{2^{j} \sin ^{j} \frac{x}{2}}=\frac{e^{-i j \frac{\pi+x}{2}}}{2^{j} \sin ^{j} \frac{x}{2}} \Delta^{j} a_{-j}
$$

and hence (1.33) holds for $n=0$. Using the induction hypothesis and the definition of the $S_{n}^{(j)}$, we find that for $n, j \geq 1$

$$
\begin{aligned}
S_{n}^{(j)}(x)-S_{n-1}^{(j)}(x) & =S_{n-1}^{(j-1)}(x)-S_{n-2}^{(j-1)}(x)-c_{j}\left(\Delta^{j-1} a_{n-j+1}-\Delta^{j-1} a_{n-j} e^{-i x}\right) e^{i n x} \\
& =c_{j}\left(2 i \sin \frac{x}{2} \Delta^{j-1} a_{n-j} e^{-i \frac{x}{2}}-\Delta^{j-1} a_{n-j+1}+\Delta^{j-1} a_{n-j} e^{-i x}\right) e^{i n x} \\
& =c_{j} \Delta^{j} a_{n-j} e^{i n x}
\end{aligned}
$$

where $c_{j}:=e^{-i j \frac{\pi+x}{2}} /\left(2^{j} \sin ^{j} \frac{x}{2}\right)$.
It follows from Lemmas 1.8 and 1.9 that if the sequence $\left\{a_{n}\right\}_{n \in \mathbb{N}_{0}}$ is monotonic of order $N \in \mathbb{N} \cup\{\infty\}$, then for $0 \leq j \leq N-1, m \geq n \geq j$, and $x \in(0,2 \pi)$ we have

$$
\begin{equation*}
\left|S_{m}^{(j)}(x)-S_{n-1}^{(j)}(x)\right| \leq \frac{\Delta^{j} a_{n-j}}{2^{j} \sin ^{j+1} \frac{x}{2}} \tag{1.34}
\end{equation*}
$$

Suppose now that $\left\{a_{n}\right\}_{n \in \mathbb{N}_{0}}$ is also a zero sequence. Then it follows readily by induction that for every fixed $j \in \mathbb{N}_{0}$ the sequence $\Delta^{j-1} a_{n-j+1}$ tends to 0 as $n \rightarrow \infty$. Moreover, as noted before, the series $S(x)$ in (1.29) exists for all $x \in(0,2 \pi)$ and for all those $x$ we have $S_{n}(x) \rightarrow S(x)$ as $n \rightarrow \infty$. (1.32) and an induction thus show that $S_{n}^{(j)}(x) \rightarrow S(x)$ as $n \rightarrow \infty$ for all $j \in \mathbb{N}_{0}$. Hence, (1.34) implies that for $0 \leq j \leq N-1, n \geq j$ and $x \in(0,2 \pi)$

$$
\begin{equation*}
\left|S(x)-S_{n-1}^{(j)}(x)\right| \leq \frac{\Delta^{j} a_{n-j}}{2^{j} \sin ^{j+1} \frac{x}{2}} . \tag{1.35}
\end{equation*}
$$

We obtain the following extension of inequality (1.26).
Lemma 1.10. Let $\left\{a_{n}\right\}_{n \in \mathbb{N}_{0}}$ be a real zero sequence that is monotonic of order $N \in$ $\mathbb{N}$. Then

$$
\begin{equation*}
\left|\sum_{k=n}^{\infty} a_{k} e^{i k x}\right| \leq \frac{\Delta^{N-1} a_{n}}{2^{N-1} \sin ^{N} \frac{x}{2}}+\sum_{k=0}^{N-2} \frac{\Delta^{k} a_{n}}{2^{k+1} \sin ^{k+1} \frac{x}{2}} \tag{1.36}
\end{equation*}
$$

for $x \in(0,2 \pi)$ and $n \in \mathbb{N}_{0}$.
Proof. We define the functions $S_{n}^{(j)}(x)$ and $S(x)$ as before. Then, because of (1.35) and (1.32), it follows that for $n \geq 0$

$$
\begin{aligned}
\left|\sum_{k=n}^{\infty} a_{k} e^{i k x}\right| & =\left|S(x)-S_{n-1}(x)\right| \\
& \leq\left|S(x)-S_{n+N-2}^{(N-1)}(x)\right|+\sum_{k=0}^{N-2}\left|S_{n+k}^{(k+1)}(x)-S_{n+k-1}^{(k)}(x)\right| \\
& \leq \frac{\Delta^{N-1} a_{n}}{2^{N-1} \sin ^{N} \frac{x}{2}}+\sum_{k=0}^{N-2} \frac{\Delta^{k} a_{n}}{2^{k+1} \sin ^{k+1} \frac{x}{2}}
\end{aligned}
$$

The question that arises at this point is whether Lemma 1.10 is really an improvement of inequality (1.26) and if it will be of any practical use. Admittedly, it seems very likely that both questions have to be answered negatively for large $N$. For small $N$, however, Lemma 1.10 can be considerably better than inequality (1.26). For instance, it is easy to check that for $N=2(1.36)$ gives a better estimate than (1.26) if

$$
1-\frac{a_{n+1}}{a_{n}}<\sin \frac{x}{2} .
$$

From this relation one readily sees that for $N=2$ the set of $x \in(0,2 \pi)$ for which (1.36) is stronger than (1.26) becomes the larger the slower the $a_{n}$ decrease.

In order to illustrate the advantages of Lemma 1.10 with a concrete example, we will consider the problem of finding a polynomial lower bound for Vietoris' cosine polynomials $\tau_{n}(x)$. In other words, we will look for a positive algebraic polynomial $p$ of lowest degree such that

$$
\begin{equation*}
\tau_{n}(x) \geq p(x) \quad \text { for all } \quad n \in \mathbb{N}_{0}, x \in(0, \pi) \tag{1.37}
\end{equation*}
$$

In [AK07] it is shown that such a polynomial has to be of degree 2 and that any polynomial $p$ of degree 2 that satisfies (1.37) has to be of the form $a(x-\pi)^{2}$ with

$$
0<a \leq a^{*}:=\min _{x \in(0, \pi)} \frac{\tau_{6}(x)}{(x-\pi)^{2}}=0.1229 \ldots
$$

It is still unknown, however, whether the inequality

$$
\begin{equation*}
\tau_{n}(x)>p(x):=a^{*}(x-\pi)^{2} \quad \text { for } \quad n \in \mathbb{N}, x \in(0, \pi) \tag{1.38}
\end{equation*}
$$

is true, i.e. whether the polynomial $p$ is really a lower bound for the cosine polynomials $\tau_{n}(x)$.

In a similar way as in the parts (1), (2), and (4) of the proof of Theorem 1.3 one can show that (1.38) holds for all $n \in \mathbb{N}$ and $x \in\left(0, \frac{\pi}{n}\right] \cup\left[\frac{3 \pi}{8}, \pi\right)$, but an adaptation of part (3) of the proof of Theorem 1.3 in order to prove (1.38) for $x \in\left(\frac{\pi}{n}, \frac{3 \pi}{8}\right)$ does not seem to be possible:

For Vietoris' coefficients $\left\{c_{n}\right\}_{n \in \mathbb{N}_{0}}$, we obtain

$$
\tau_{n}(x) \geq \sqrt{\frac{1}{2} \cot \frac{x}{2}}-\frac{c_{n+1}}{\sin \frac{x}{2}}
$$

for $n \in \mathbb{N}$ and $x \in(0, \pi)$ by taking the real part of inequality (1.26). Hence, in order to prove (1.38) for $x \in\left(\frac{\pi}{n}, \frac{3 \pi}{8}\right)$ it will be enough to verify that

$$
h_{n}(x):=\sqrt{\sin x}-2 c_{n+1}-2 \sin \frac{x}{2} p(x)>0
$$

for $x \in\left(\frac{\pi}{n}, \frac{3 \pi}{8}\right)$. Numerical computation shows, however, that $h_{n}\left(\frac{\pi}{n}\right)<0$ for $n \leq 440$.
This may be considerably improved by employing the idea that led to Lemma 1.10 (since the sequence $c_{k}$ is not monotonic of order 2 we can not apply Lemma 1.10 directly). If $S_{n}(x):=\tau(x)+i \sigma_{n}(x), x \in(0, \pi)$, then Lemma 1.9 shows that

$$
\begin{aligned}
S_{n}^{(1)}(x) & =\frac{e^{-i\left(\frac{\pi+x}{2}\right)}}{2 \sin \frac{x}{2}}\left(-1+\sum_{k=1}^{n}\left(c_{k-1}-c_{k}\right) e^{i k x}\right) \\
& =\frac{e^{-i\left(\frac{\pi+x}{2}\right)}}{2 \sin \frac{x}{2}}\left(-1+\sum_{k=1}^{\lfloor n / 2\rfloor}\left(c_{2 k-1}-c_{2 k}\right) e^{i 2 k x}\right) .
\end{aligned}
$$

Here, for any real number $x,\lfloor x\rfloor$ denotes the largest integer $n$ that satisfies $n \leq x$. Since $\left\{c_{n}\right\}_{n \in \mathbb{N}_{0}}$ is a zero sequence, it follows from (1.32) that

$$
\lim _{n \rightarrow \infty} S_{n}^{(1)}(x)=\lim _{n \rightarrow \infty} S_{n}(x)=(1+i) \sqrt{\frac{1}{2} \cot \frac{x}{2}}=: S(x)
$$

Since it is easy to check that

$$
c_{2 k-1}-c_{2 k}=\frac{\left(\frac{1}{2}\right)_{k-1}}{(k-1)!}-\frac{\left(\frac{1}{2}\right)_{k}}{k!}=\frac{1}{2} \frac{\left(\frac{1}{2}\right)_{k-1}}{k!}, \quad k \in \mathbb{N}
$$

is a non-negative decreasing zero sequence, (1.26) gives

$$
\left|S\left(\frac{x}{2}\right)-S_{n}^{(1)}\left(\frac{x}{2}\right)\right| \leq \frac{c_{2\lfloor n / 2\rfloor+1}-c_{2\lfloor n / 2\rfloor+2}}{2 \sin \frac{x}{2} \sin \frac{x}{4}}
$$

for $x \in(0,2 \pi)$. Applying this relation and (1.32) we obtain

$$
\begin{aligned}
\left|S(x)-S_{n-1}(x)\right| & \leq\left|S(x)-S_{n}^{(1)}(x)\right|+\left|S_{n}^{(1)}(x)-S_{n-1}(x)\right| \\
& \leq \frac{c_{2\lfloor n / 2\rfloor+1}-c_{2\lfloor n / 2\rfloor+2}}{2 \sin \frac{x}{2} \sin x}+\frac{c_{n}}{2 \sin \frac{x}{2}}
\end{aligned}
$$

for $x \in(0, \pi)$. Taking the real part of this inequality, it follows that $\tau_{n}(x) \geq p(x)$ holds for all $x \in(0, \pi)$ for which

$$
g_{n}(x):=\sqrt{\frac{1}{2} \cot \frac{x}{2}}-\frac{c_{2\lfloor(n+1) / 2\rfloor+1}-c_{2\lfloor(n+1) / 2\rfloor+2}}{2 \sin \frac{x}{2} \sin x}-\frac{c_{n+1}}{2 \sin \frac{x}{2}}-p(x) \geq 0 .
$$

Numerical computation indicates that $g_{n}(x) \geq 0$ in $\left(\frac{\pi}{n}, \frac{3 \pi}{8}\right)$ for all $n \geq 21$.
Unfortunately, no proof has so far been found that shows that $g_{n}(x) \geq 0$ in $\left(\frac{\pi}{n}, \frac{3 \pi}{8}\right)$ for all $n$ larger than 21 (or a number that is only slightly larger than 21). This, however, is largely due to the fact that the functions $g_{n}(x)$ contain both trigonometric and algebraic terms. For pure positivity problems of trigonometric sums (i.e. for problems in which one is only interested in the positivity of certain trigonometric polynomials - and not in finding a lower bound by a positive algebraic polynomial) this difficulty should not appear and one could therefore expect to obtain much better estimates with Lemma 1.10 (for $N=2$ ) than with inequality (1.26).

## CHAPTER 2

## On a Conjecture for Trigonometric Sums and Starlike Functions

Let $\mathcal{A}$ be the set of functions $f$ that are analytic in the unit disk $\mathbb{D}:=\{z \in \mathbb{C}$ : $|z|<1\}$ of the complex plane $\mathbb{C}$. Let $\mathcal{A}_{0}$ and $\mathcal{A}_{1}$ denote the set of functions $f \in \mathcal{A}$ that are normalized by $f(0)=f^{\prime}(0)-1=0$ and $f(0)=1$, respectively. For every function $f \in \mathcal{A}$ we denote by

$$
s_{n}(f, z):=\sum_{k=0}^{n} a_{k} z^{k}
$$

the $n$th partial sum of its power series representation

$$
f(z)=\sum_{k=0}^{\infty} a_{k} z^{k}
$$

around the origin. For two functions $f, g \in \mathcal{A}$ we say that $f$ is subordinate to $g$ and write $f \prec g$ if there exists an $\omega \in \mathcal{A}$ satisfying $|\omega(z)| \leq|z|$ for $z \in \mathbb{D}$ such that $f=g \circ \omega$ in $\mathbb{D}$. It is clear that in such a case $f(0)=g(0)$ and $f(\mathbb{D}) \subseteq g(\mathbb{D})$ and that these two conditions are also sufficient for $f \prec g$ if $g$ is univalent in $\mathbb{D}\left(\right.$ set $\left.\omega:=g^{-1} \circ f\right)$.

The class $\mathcal{S}_{\lambda}^{*}$ of functions that are starlike of order $\lambda \leq 1$ is defined to be the set of all functions $f \in \mathcal{A}_{0}$ for which

$$
\begin{equation*}
\operatorname{Re} \frac{z f^{\prime}(z)}{f(z)}>\lambda, \quad z \in \mathbb{D} \tag{2.1}
\end{equation*}
$$

Since $z f^{\prime}(z) / f(z)=1$ at $z=0$ for all $f \in \mathcal{A}_{0}$, it is clear that $\mathcal{S}_{1}^{*}=\{z\}$. For $\lambda \in \mathbb{C}$ we have

$$
\begin{equation*}
f_{\lambda}(z):=\frac{z}{(1-z)^{\lambda}} \in \mathcal{A}_{0} \tag{2.2}
\end{equation*}
$$

if we choose the branch of the logarithm for which $f_{\lambda}^{\prime}(0)=1$. It is easy to check that for $\lambda \leq 1$ the function $f_{2-2 \lambda}$ belongs to $\mathcal{S}_{\lambda}^{*}$.

In [RS00] (see also [Rus78]) Ruscheweyh and Salinas proved that for all $\lambda \in\left[\frac{1}{2}, 1\right.$ )

$$
\begin{equation*}
\frac{s_{n}(f, z)}{f(z)} \prec \frac{z}{f_{2-2 \lambda}(z)} \quad \text { for } \quad f \in \mathcal{S}_{\lambda}^{*} \tag{2.3}
\end{equation*}
$$

This result led to two different directions of research.
First, in [RS04] Ruscheweyh and Salinas proved that if $f=f_{2-2 \lambda}$, then (2.3) remains true for $\lambda \in\left(1, \frac{3}{2}\right]$, and showed that this extension of (2.3) leads to a new, function theoretic proof of Vietoris' inequalities (for odd $n$ only, though). This seems to be of particular importance, since until then all known proofs of Vietoris' theorem used exclusively real methods, completely ignoring the fact that Vietoris' inequalities are nothing else than a statement concerning the mapping behavior of a certain class of complex polynomials.

Second, as noted in [RS00], (2.3) implies that for $\rho \in(0,1]$

$$
\begin{equation*}
\left|\arg s_{n}(f, z)\right| \leq \rho \pi, \quad \text { for } \quad z \in \mathbb{D}, n \in \mathbb{N}, z f \in \mathcal{S}_{1-\frac{\rho}{2}}^{*} \tag{2.4}
\end{equation*}
$$

Even though this relation is best possible for $\rho=1$ (for every $\rho>1$ the function $s_{1}\left(f_{\rho} / z, 1\right)$ has a zero in the unit disk), Koumandos and Ruscheweyh showed in [KR06] that this is not the case in general: they found that the largest possible $\mu \in(0,1]$, for which $\left|\arg s_{n}(f, z)\right|<\frac{\pi}{2}$ in $\mathbb{D}$ for all $z f \in \mathcal{S}_{1-\frac{\mu}{2}}^{*}$, is equal to $1-\alpha_{0}$, where $\alpha_{0}$ is the solution of (1.9).

In order to find a best possible extension of (2.4), in [KR07] Koumandos and Ruscheweyh proposed the following conjecture concerning the partial sums

$$
s_{n}^{\mu}(z):=s_{n}\left(\frac{f_{\mu}}{z}, z\right)=\sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} z^{k}, \quad \mu \in(0,1], n \in \mathbb{N}_{0}
$$

of the functions $f_{\mu} / z$.
Conjecture 2.1. For $\rho \in(0,1]$ define $\mu(\rho)$ as the maximal number such that

$$
(1-z)^{\rho} s_{n}^{\mu}(z) \prec\left(\frac{1+z}{1-z}\right)^{\rho}
$$

holds for all $n \in \mathbb{N}$ and $0<\mu \leq \mu(\rho)$. Then for all $\rho \in(0,1]$ the number $\mu(\rho)$ is equal to the unique solution $\mu^{*}(\rho)$ in $(0,1]$ of the equation

$$
\int_{0}^{(\rho+1) \pi} \frac{\sin (t-\rho \pi)}{t^{1-\mu}} d t=0
$$

In [KR07] it is explained that the truth of this conjecture would imply several other new and interesting results. One of those would be the following extension of (2.4).

Conjecture 2.2. If $\rho \in(0,1]$, then for all $0<\mu \leq \mu^{*}(\rho)$ we have

$$
\left|\arg s_{n}(f, z)\right| \leq \rho \pi, \quad \text { for all } \quad z \in \mathbb{D}, n \in \mathbb{N}, z f \in \mathcal{S}_{1-\frac{\mu}{2}}^{*}
$$

Since in $[\mathbf{K R 0 7}]$ it is also shown that

$$
\begin{equation*}
\rho \leq \mu(\rho) \leq \mu^{*}(\rho) \quad \text { for } \quad \rho \in(0,1] \tag{2.5}
\end{equation*}
$$

it is clear that Conjecture 2.2, once established, represents an extension of (2.4).
In this chapter we will present some new results concerning Conjectures 2.1 and 2.2. Specifically, we will show that Conjecture 2.2 cannot hold if $\mu^{*}(\rho)$ is replaced by any larger number. This implies that Conjecture 2.2, once verified, is a best possible extension of (2.4). We will also prove that Conjecture 2.1 is equivalent to the positivity of a certain family of trigonometric sums and then use this result in order to verify Conjecture 2.1 for all $\rho$ in a neighborhood of $\frac{1}{5}$.

### 2.1. Some New Properties of the Function $\mu^{*}(\rho)$

In this section we will give rigid proofs of some elementary properties of the function $\mu^{*}(\rho)$. Among other things, we will show that in Conjecture 2.2 the number $\mu^{*}(\rho)$ can not be replaced by any larger number.

For every $\rho \in(0,1]$ the number $\mu^{*}(\rho)$ is defined as the unique solution in $(0,1]$ of the equation

$$
F(\rho, \mu):=\int_{0}^{(\rho+1) \pi} \frac{\sin (t-\rho \pi)}{t^{1-\mu}} d t=0
$$

The existence and uniqueness of such a solution follow readily from the next lemma.


Figure 2.1. The graph of the function $\mu^{*}(\rho)$. The graph of the function $\sin \frac{\rho \pi}{2}, \rho \in[0,1]$, is dashed. (The graphs in this thesis have been created by using the KETpic package for Maple [ket].)

Lemma 2.3. For every $\rho \in(0,1)$ the function $\mu \mapsto F(\rho, \mu)$ is strictly increasing in $(0,1)$ with $F(\rho, 0)=-\infty$ and $F(\rho, 1)>0$.

The case $\rho=\frac{1}{2}$ of this lemma is shown in [Zyg02, V. 2.29]. As mentioned in [KR07, Lem. 1], the proof of this special case can be easily modified in order to obtain a proof of the above lemma for all $\rho \in(0,1]$.

Numerical evidence indicates that the function $\mu^{*}(\rho)$ is very similar to the function $\sin \frac{\rho \pi}{2}$ (cf. Figure 2.1). In particular, we expect $\mu^{*}(\rho)$ to be an analytic, increasing and concave function on ( 0,1 ]. However, besides Lemma 2.3 and relation (2.5), no other properties of the function $\mu^{*}(\rho)$ seem to be verified in the literature. In this section we will give rigid proofs of some elementary properties of $\mu^{*}(\rho)$. An important tool in our considerations will be the fact that

$$
\begin{equation*}
\int_{0}^{a} \frac{\sin t}{t^{1-b}} d t>0 \quad \text { for all } \quad a>0, b \in(0,1) \tag{2.6}
\end{equation*}
$$

This follows easily from the observation that for every $b \in(0,1)$ the function $t^{b-1} \sin t$ is oscillating in $(0, \infty)$ with decreasing amplitude.

As our first result we prove two of the above suggested properties of $\mu^{*}(\rho)$. The concavity of $\mu^{*}(\rho)$ remains an open problem.

Lemma 2.4. The function $\mu^{*}(\rho)$ is analytic and strictly increasing in $(0,1)$.
Proof. The three integrals $F(\rho, \mu)$,

$$
\begin{equation*}
F_{\rho}(\rho, \mu):=\frac{\partial F}{\partial \rho}(\rho, \mu)=-\pi \int_{0}^{(\rho+1) \pi} \frac{\cos (t-\rho \pi)}{t^{1-\mu}} d t \tag{2.7}
\end{equation*}
$$

and

$$
F_{\mu}(\rho, \mu):=\frac{\partial F}{\partial \mu}(\rho, \mu)=\int_{0}^{(\rho+1) \pi} \frac{\sin (t-\rho \pi)}{t^{1-\mu}} \log t d t
$$

exist for all $\rho$ and $\mu$ in the half-plane $\mathbb{H}:=\{z \in \mathbb{C}: \operatorname{Re} z>0\}$. Hence, the function $F(\rho, \mu)$ is analytic in $\mathbb{H}^{2}\left[\mathbf{J P 0 8}\right.$, Thm. 1.7.13] and therefore also real analytic in $(0,1)^{2}$. Since $F_{\mu}(\rho, \mu)>0$ for $(\rho, \mu) \in(0,1)^{2}$ by Lemma 2.3, it thus follows from the implicit function theorem for real analytic functions [KP02, Thm. 2.3.5] that $\mu^{*}(\rho)$ is an analytic function in $(0,1)$ with

$$
\left(\mu^{*}\right)^{\prime}(\rho)=-\frac{F_{\rho}\left(\rho, \mu^{*}(\rho)\right)}{F_{\mu}\left(\rho, \mu^{*}(\rho)\right)}
$$

(2.7) and the next lemma thus show that $\mu^{*}(\rho)$ is strictly increasing in $(0,1)$.

Lemma 2.5. For all $\rho \in(0,1)$ we have $G\left(\rho, \mu^{*}(\rho)\right)>0$, where

$$
G(\rho, \mu):=\int_{0}^{(\rho+1) \pi} \frac{\cos (t-\rho \pi)}{t^{1-\mu}} d t, \quad(\rho, \mu) \in \mathbb{H}^{2}
$$

Proof. Because of (2.6) we have

$$
G\left(\frac{1}{2}, \mu^{*}\left(\frac{1}{2}\right)\right)=\int_{0}^{\frac{3}{2} \pi} \frac{\sin t}{t^{1-\mu^{*}\left(\frac{1}{2}\right)}} d t>0
$$

Since with $\mu^{*}(\rho)$ also $G\left(\rho, \mu^{*}(\rho)\right)$ is continuous in $(0,1)$, it follows that if there is a $\rho \in(0,1)$ for which $G\left(\rho, \mu^{*}(\rho)\right)<0$, then there must also be a $\rho \in(0,1)$ for which $G\left(\rho, \mu^{*}(\rho)\right)=0$. Since by definition

$$
F\left(\rho, \mu^{*}(\rho)\right)=\int_{0}^{(\rho+1) \pi} \frac{\sin (t-\rho \pi)}{t^{1-\mu^{*}(\rho)}} d t=0
$$

for all $\rho \in(0,1)$, we then obtain

$$
e^{-i \rho \pi} \int_{0}^{(\rho+1) \pi} \frac{e^{i t}}{t^{1-\mu^{*}(\rho)}} d t=G\left(\rho, \mu^{*}(\rho)\right)+i F\left(\rho, \mu^{*}(\rho)\right)=0
$$

But this means that

$$
\int_{0}^{(\rho+1) \pi} \frac{\sin t}{t^{1-\mu^{*}(\rho)}} d t=0
$$

which is a contradiction to (2.6). Hence, $G\left(\rho, \mu^{*}(\rho)\right)$ must be positive for all $\rho \in$ $(0,1)$.

By (2.5) and the definition of $\mu^{*}(\rho)$ we have the estimate $\rho \leq \mu^{*}(\rho) \leq 1$ for $\rho \in(0,1]$. In our next result we give a better upper estimate for $\mu^{*}(\rho)$ when $\rho \in\left(0, \frac{1}{2}\right)$.

Lemma 2.6. We have $\mu^{*}(\rho)<2 \rho$ for $\rho \in\left(0, \frac{1}{2}\right)$.
Proof. Because of Lemma 2.3 it will be enough to show that

$$
\int_{0}^{(\rho+1) \pi} \frac{\sin (t-\rho \pi)}{t^{1-2 \rho}} d t>0
$$

for $\rho \in\left(0, \frac{1}{2}\right)$ in order to prove the assertion.
To this end, we make use of the two easily verified inequalities

$$
\begin{equation*}
x \leq \sin x \quad \text { and } \quad-\frac{x}{\pi}(x-\pi) \leq \sin x \tag{2.8}
\end{equation*}
$$

which hold for $x \leq 0$ and $x \in[0, \pi]$, respectively. We obtain

$$
\begin{aligned}
\int_{0}^{(\rho+1) \pi} \frac{\sin (t-\rho \pi)}{t^{1-2 \rho}} d t & \geq \int_{0}^{\rho \pi} \frac{t-\rho \pi}{t^{1-2 \rho}} d t-\int_{\rho \pi}^{(\rho+1) \pi} \frac{(t-\rho \pi)(t-(\rho+1) \pi)}{\pi t^{1-2 \rho}} d t \\
& =\frac{(\pi \rho)^{2 \rho+1}}{2(\rho+1)(2 \rho+1)}>0
\end{aligned}
$$

for $\rho \in\left(0, \frac{1}{2}\right)$.
Note that for $a>0$

$$
\left[\int_{0}^{\rho \pi} \frac{t-\rho \pi}{t^{1-a \rho}} d t-\int_{\rho \pi}^{(\rho+1) \pi} \frac{(t-\rho \pi)(t-(\rho+1) \pi)}{\pi t^{1-a \rho}} d t\right]_{\rho=0}=\frac{\pi}{2 a}(a-2)
$$

The estimate $\mu^{*}(\rho)<2 \rho$ is therefore the best possible that we can obtain if we use the inequalities (2.8).

The fact that, by Lemma 2.3, $\frac{d}{d \mu} F(\rho, \mu)>0$ for all $(\rho, \mu) \in(0,1)^{2}$ was of special importance in all the results concerning the function $\mu^{*}(\rho)$ that we have presented so far. Since

$$
\frac{d}{d \rho} F(\rho, \mu)=-\pi G(\rho, \mu)
$$

the next lemma gives some information about the sign of $\frac{d}{d \rho} F(\rho, \mu)$ when $(\rho, \mu) \in$ $(0,1)^{2}$.

Lemma 2.7. If $\rho \in\left(0, \frac{1}{2}\right]$, then $G(\rho, \mu)>0$ for all $\mu \in\left(0, \mu^{*}\left(\rho+\frac{1}{2}\right)\right)$. If $\rho \in\left(\frac{1}{2}, 1\right]$, then $G(\rho, \mu)<0$ for all $\mu \in\left(0, \mu^{*}\left(\rho-\frac{1}{2}\right)\right)$.

Proof. Let $\rho \in\left(0, \frac{1}{2}\right]$ and $\mu \in\left(0, \mu^{*}\left(\rho+\frac{1}{2}\right)\right)$. Then

$$
G(\rho, \mu)=-\int_{0}^{(\rho+1) \pi} \frac{\sin \left(t-\left(\rho+\frac{1}{2}\right) \pi\right)}{t^{1-\mu}} d t
$$

and therefore, by Lemma 2.3,

$$
\begin{aligned}
G(\rho, \mu) & =-\int_{0}^{\left(\rho+\frac{3}{2}\right) \pi} \frac{\sin \left(t-\left(\rho+\frac{1}{2}\right) \pi\right)}{t^{1-\mu}} d t+\int_{(\rho+1) \pi}^{\left(\rho+\frac{3}{2}\right) \pi} \frac{\sin \left(t-\left(\rho+\frac{1}{2}\right) \pi\right)}{t^{1-\mu}} d t \\
& >\int_{(\rho+1) \pi}^{\left(\rho+\frac{3}{2}\right) \pi} \frac{\sin \left(t-\left(\rho+\frac{1}{2}\right) \pi\right)}{t^{1-\mu}} d t>0
\end{aligned}
$$

since $\sin \left(t-\left(\rho+\frac{1}{2}\right) \pi\right)>0$ for $t \in\left((\rho+1) \pi,\left(\rho+\frac{3}{2}\right) \pi\right)$.
The other asserted relation can be shown in a similar way and thus the proof is complete.

In our final result of this section we show that Conjecture 2.2, once verified, is a best possible extension of (2.4).

Lemma 2.8. Let $\rho \in(0,1]$. There is no number $\mu \in\left(\mu^{*}(\rho), 1\right)$ such that

$$
\left|\arg s_{n}(f, z)\right| \leq \rho \pi, \quad \text { for all } \quad z \in \mathbb{D}, n \in \mathbb{N}, z f \in \mathcal{S}_{1-\frac{\mu}{2}}^{*} .
$$

Proof. Let $\rho \in(0,1)$ and $\mu \in\left(\mu^{*}(\rho), 1\right)$. Since $z f_{\mu} \in \mathcal{S}_{1-\frac{\mu}{2}}^{*}$, it will be enough to prove that

$$
\begin{equation*}
s_{n}^{\mu}\left(e^{i(\rho+1) \frac{\pi}{n}}\right) \in S:=\{z \in \mathbb{C} \backslash\{0\}: \arg z \in(\rho \pi, \pi)\} \quad \text { for large } \quad n \in \mathbb{N} \text {. } \tag{2.9}
\end{equation*}
$$

As explained in the proof of [KR07, Lem. 1], we have

$$
\lim _{n \rightarrow \infty}\left(\frac{\theta}{n}\right)^{\mu} \sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} e^{i \frac{k \theta}{n}}=\frac{1}{\Gamma(\mu)} \int_{0}^{\theta} \frac{e^{i t}}{t^{1-\mu}} d t
$$

for $\theta>0$ and $\mu \in(0,1]$. In order to obtain (2.9) it will therefore suffice to show that

$$
A:=\int_{0}^{(\rho+1) \pi} \frac{e^{i t}}{t^{1-\mu}} d t \in S
$$

This relation is obviously equivalent to the two inequalities

$$
\begin{equation*}
\operatorname{Im} A=\int_{0}^{(\rho+1) \pi} \frac{\sin t}{t^{1-\mu}} d t>0 \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im} e^{-i \rho \pi} A=\int_{0}^{(\rho+1) \pi} \frac{\sin (t-\rho \pi)}{t^{1-\mu}} d t>0 \tag{2.11}
\end{equation*}
$$

Since $\mu \in\left(\mu^{*}(\rho), 1\right),(2.10)$ and (2.11) follow from (2.6) and Lemma 2.3, respectively.

### 2.2. On the Conjecture of Koumandos and Ruscheweyh

We will show that Conjecture 2.1 of Koumandos and Ruscheweyh is equivalent to the positivity of a certain family of trigonometric sums and then use this result in order to prove the conjecture for all $\rho$ in a neighborhood of $\frac{1}{5}$.

Until now Conjecture 2.1 of Koumandos and Ruscheweyh has been verified for $\rho=\frac{1}{4}$ [KL09a] and $\rho=\frac{1}{2}$ [KR07]. In both cases, some more or less complicated algebraic transformations were used in order to show that, for $\rho=\frac{1}{4}$ and $\rho=\frac{1}{2}$, Conjecture 2.1 is equivalent to the non-negativity

$$
\begin{equation*}
\sigma_{n}\left(\rho, \mu^{*}(\rho), \theta\right) \geq 0, \quad \theta \in[0, \pi], n \in \mathbb{N} \tag{2.12}
\end{equation*}
$$

of the trigonometric sums

$$
\sigma_{n}(\rho, \mu, \theta):=\sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} \sin [(2 k+\rho) \theta], \quad \theta \in \mathbb{R},(\mu, \rho) \in(0,1]^{2} .
$$

As shown in [KR07], for $\rho=\frac{1}{2}$ inequality (2.12) is equivalent to Koumandos' extension of Vietoris' inequalities from [Kou07] (cf. the introduction in Chapter 1). Koumandos' method for proving the positivity of trigonometric sums with coefficient sequences of the form $\left\{\frac{(\mu)_{n}}{n!}\right\}_{n \in \mathbb{N}_{0}}$ from $[\mathbf{K o u 0 7}]$ was also used in $[\mathbf{K L 0 9 a}]$ in order to prove (2.12) for $\rho=\frac{1}{4}$.

In principle, Koumandos' method should lead to a proof of inequality (2.12) for all $\rho \in(0,1]$ and therefore the following is perhaps the most important result of this chapter.

Lemma 2.9. Let $(\mu, \rho) \in(0,1]^{2}$ and $n \in \mathbb{N}$. Then

$$
\begin{equation*}
(1-z)^{\rho} s_{n}^{\mu}(z) \prec\left(\frac{1+z}{1-z}\right)^{\rho} \tag{2.13}
\end{equation*}
$$

holds if, and only if,

$$
\begin{equation*}
\sigma_{n}(\rho, \mu, \theta) \geq 0 \quad \text { for all } \quad \theta \in[0, \pi] . \tag{2.14}
\end{equation*}
$$

Proof. It follows from the definition of subordination that (2.13) is equivalent to the two inequalities

$$
\begin{equation*}
\operatorname{Im}\left[e^{i \rho \pi / 2}(1-z)^{\rho} s_{n}^{\mu}(z)\right]>0, \quad z \in \mathbb{D} \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im}\left[e^{-i \rho \pi / 2}(1-z)^{\rho} s_{n}^{\mu}(z)\right]<0, \quad z \in \mathbb{D} \tag{2.16}
\end{equation*}
$$

For $z=e^{2 i \theta}, \theta \in[0, \pi]$, we have

$$
(1-z)^{\rho} S_{n}^{\mu}(z)=(2 \sin \theta)^{\rho} e^{-i \rho \pi / 2} \sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} e^{i(2 k+\rho) \theta}
$$

and therefore it follows from the minimum principle of harmonic functions that (2.15) and (2.16) are equivalent to

$$
\sigma_{n}(\rho, \mu, \theta)=\sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} \sin [(2 k+\rho) \theta] \geq 0, \quad \theta \in[0, \pi]
$$

and

$$
-\sigma_{n}(\rho, \mu, \pi-\theta)=\sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} \sin [(2 k+\rho) \theta-\rho \pi] \leq 0, \quad \theta \in[0, \pi],
$$

respectively.
As this lemma shows, Conjecture 2.1 holds for every $\rho \in(0,1]$ for which the following conjecture is true.

Conjecture 2.10. For all $\rho \in(0,1]$ we have

$$
\begin{equation*}
\sigma_{n}\left(\rho, \mu^{*}(\rho), \theta\right)>0 \quad \text { for all } \quad n \in \mathbb{N}, \theta \in(0, \pi] \tag{2.17}
\end{equation*}
$$

This conjecture is slightly stronger than Conjecture 2.1. This is because, as one can easily see from the proof of Lemma 2.9, Conjecture 2.10 implies that

$$
\left|\arg (1-z)^{\rho} s_{n}^{\mu}(z)\right|<\frac{\rho \pi}{2} \quad \text { for } \quad \rho \in(0,1], \mu \in\left(0, \mu^{*}(\rho)\right], z \in \overline{\mathbb{D}} \backslash\{1\}
$$

while Conjecture 2.1 only gives us

$$
\left|\arg (1-z)^{\rho} s_{n}^{\mu}(z)\right| \leq \frac{\rho \pi}{2} \quad \text { for } \quad \rho \in(0,1], \mu \in\left(0, \mu^{*}(\rho)\right], z \in \overline{\mathbb{D}} \backslash\{1\} .
$$

Note also that (2.5) and Lemma 2.9 imply that we cannot have $\sigma_{n}(\rho, \mu, \theta)>0$ for all $\theta \in(0, \pi]$ and $n \in \mathbb{N}$ if $\mu>\mu^{*}(\rho)$. Once verified, Conjecture 2.10 will therefore represent a family of new sharp trigonometric inequalities.

In the remainder of this chapter we will present a proof of Conjecture 2.10 - and thus also of Conjecture 2.1 - for all $\rho$ in a neighborhood of $\frac{1}{5}$. In our proof we will apply the above mentioned method of Koumandos [KR06,Kou07,KR07,KL09a] for proving the positivity of trigonometric polynomials with coefficient sequences of the form $\left\{\frac{(\mu)_{k}}{k!}\right\}_{k \in \mathbb{N}_{0}}$. The crucial idea in this method is to estimate the sequence $\left\{\frac{(\mu)_{k}}{k!}\right\}_{k \in \mathbb{N}_{0}}$ in terms of the sequence $\left\{k^{\mu-1}\right\}_{k \in \mathbb{N}}$.

More explicitly, setting

$$
\Delta_{k}:=\frac{1}{k^{1-\mu}}\left(\frac{1}{\Gamma(\mu)}-\frac{(\mu)_{k}}{k!k^{\mu-1}}\right), \quad \text { for } \quad k \in \mathbb{N}, \mu \in(0,1)
$$

we have [KR07, Sec. 3.3]

$$
\begin{equation*}
\sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} e^{2 i k \theta}=\sum_{k=0}^{\infty} \frac{(\mu)_{k}}{k!} e^{2 i k \theta}-\frac{1}{\Gamma(\mu)} \sum_{k=n+1}^{\infty} \frac{1}{k^{1-\mu}} e^{2 i k \theta}+\sum_{k=n+1}^{\infty} \Delta_{k} e^{2 i k \theta} \tag{2.18}
\end{equation*}
$$

The first summand on the right-hand side of this equation sums to $e^{i \mu\left(\frac{\pi}{2}-\theta\right)}(2 \sin \theta)^{-\mu}$ and the second can essentially be estimated by a method developed in [BWW93]. It is easy to see [KR06, Lem. 2] that for $\mu \in(0,1)$ the sequence $\left\{\Delta_{k}\right\}_{k \in \mathbb{N}}$ is positive and strictly decreasing. An application of (1.26) thus shows that

$$
\begin{equation*}
\left|\sum_{k=n+1}^{\infty} \Delta_{k} e^{2 i k \theta}\right| \leq \frac{\Delta_{n+1}}{\sin \theta} \tag{2.19}
\end{equation*}
$$

Therefore every estimate for the coefficients $\Delta_{k}$ will also lead to an estimate of the third summand on the right-hand side of (2.18).

In order to obtain such an estimate, note that by (1.5)

$$
\begin{equation*}
k^{2-\mu} \Gamma(\mu) \Delta_{k}=\xi(k), \tag{2.20}
\end{equation*}
$$

where

$$
\xi(x):=x-\frac{\Gamma(x+\mu)}{\Gamma(x+1)} x^{2-\mu}, \quad x>0 .
$$

It is shown in [Kou08] that

$$
\lim _{x \rightarrow \infty} \xi(x)=\frac{\mu(1-\mu)}{2}, \quad \mu \in(0,1)
$$

and in [Kou08] and [KL09a] that $\xi^{\prime}(x)$ is completely monotonic in $x>0$ for $\mu \in\left[\frac{1}{3}, 1\right)$ (for the definition of completely monotonic functions we refer to the next chapter). Since completely monotonic functions are in particular positive, it thus follows that

$$
\begin{equation*}
\xi(x)<\frac{\mu(1-\mu)}{2}, \quad \text { for } \quad x>0, \mu \in\left[\frac{1}{3}, 1\right) \tag{2.21}
\end{equation*}
$$

which, because of (2.19) and (2.20), implies that

$$
\begin{equation*}
\left|\sum_{k=n+1}^{\infty} \Delta_{k} e^{2 i k \theta}\right| \leq \frac{\mu(1-\mu)}{2 \sin \theta} \frac{1}{\Gamma(\mu)} \frac{1}{(n+1)^{2-\mu}} \tag{2.22}
\end{equation*}
$$

for all $\theta \in(0, \pi), n \in \mathbb{N}$, and $\mu \in\left[\frac{1}{3}, 1\right)[$ KR07, Kou08, KL09a].
Therefore for $\mu \in\left[\frac{1}{3}, 1\right)$ the relation (2.18) leads to an estimate of the trigonometric polynomials $\sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} e^{2 i k \theta}$ in terms of a few elementary expressions (this estimate is described in detail in Lemma 2.12 below).

Until now, however, no such estimate has been found in the case $\mu \in\left(0, \frac{1}{3}\right)$. The above reasoning cannot be applied when $\mu$ lies in this range, since, as shown in [KL09a], for $\mu \in\left(0, \frac{1}{3}\right)$ the function $\xi^{\prime}(x)$ is negative for $x$ close to $\infty$ and positive for $x$ close to 0 . Our next result leads to some new way of dealing with this problem.

Lemma 2.11. Let $x \geq 1$. Then the function

$$
\mu \mapsto \xi(x)=x-\frac{\Gamma(x+\mu)}{\Gamma(x+1)} x^{2-\mu}, \quad \mu \in\left(0, \frac{2}{5}\right)
$$

is increasing.
Proof. We have

$$
\frac{d}{d \mu} \xi(x)=x^{2-\mu} \frac{\Gamma(x+\mu)}{\Gamma(x+1)}(\log x-\psi(x+\mu))
$$

where the so-called psi function

$$
\psi(x):=\frac{\Gamma^{\prime}(x)}{\Gamma(x)}, \quad x>0
$$

is the logarithmic derivative of the gamma function. By [AS65, 6.3.21]

$$
\psi(x)=\log x-\frac{1}{2 x}-2 \int_{0}^{\infty} \frac{t}{\left(t^{2}+x^{2}\right)\left(e^{2 \pi t}-1\right)} d t \quad \text { for } \quad x>0
$$

and hence it will be enough to show that

$$
\begin{equation*}
h(\mu):=\frac{1}{2(x+\mu)}-\log \left(1+\frac{\mu}{x}\right)>0 \quad \text { for } \quad x \geq 1, \mu \in\left(0, \frac{2}{5}\right) \tag{2.23}
\end{equation*}
$$

in order to prove the assertion. Since

$$
h^{\prime}(\mu)=-\frac{1+2 x+2 \mu}{2(x+\mu)^{2}}
$$

is negative for all $x>1$ and $\mu \in\left(0, \frac{2}{5}\right)$ and since it is easy to verify that $h\left(\frac{2}{5}\right)$ is positive for all $x>1$, the proof of the lemma is complete.

Because of this lemma and (2.21), for $\mu \leq \frac{1}{3}$ and $x \geq 1$ we have

$$
\begin{equation*}
x-\frac{\Gamma(x+\mu)}{\Gamma(x+1)} x^{2-\mu} \leq x-\frac{\Gamma\left(x+\frac{1}{3}\right)}{\Gamma(x+1)} x^{5 / 3} \leq \frac{1}{9} \tag{2.24}
\end{equation*}
$$

It therefore follows from (2.19), (2.20) and (2.22) that

$$
\begin{equation*}
\left|\sum_{k=n+1}^{\infty} \Delta_{k} e^{2 i k \theta}\right| \leq \frac{\widehat{\mu}(1-\widehat{\mu})}{2 \sin \theta} \frac{1}{\Gamma(\mu)} \frac{1}{(n+1)^{2-\mu}} \tag{2.25}
\end{equation*}
$$

for all $\theta \in(0, \pi), n \in \mathbb{N}$, and $\mu \in(0,1)$. Here and for the rest of this chapter we set $\widehat{x}:=\max \left(x, \frac{1}{3}\right)$ for a real number $x$.

We thus obtain the following extension of [KL09a, Lem. 1], which was the crucial result in the proof of the case $\rho=\frac{1}{4}$ of Conjecture 2.10 in [KL09a]. [KL09a, Lem. 1] was derived from [KR07, Kou08], where it appeared in a (more or less) disguised form.

Lemma 2.12. Let $c(\theta)$ be a real integrable function of $\theta \in \mathbb{R}, \mu \in(0,1)$ and $0<$ $a<b \leq \frac{\pi}{2}$. Then for $f(\theta)=\sin \theta$ or $f(\theta)=\cos \theta$ we have for all $\theta \in[a, b]$ and $n \in \mathbb{N}$

$$
\begin{align*}
2^{\mu} \theta^{\mu-1} \Gamma(\mu) \sum_{k=0}^{n} & \frac{(\mu)_{k}}{k!} f(2 k \theta+c(\theta))> \\
& \quad>\kappa_{n}(\theta)-A_{n}-B_{n}-C_{n}+\Gamma(\mu)\left(2 q(\theta) \frac{\sin \frac{\mu \theta}{2}}{\sin \theta}-r(\theta) s(\theta)\right) \tag{2.26}
\end{align*}
$$

where

$$
\begin{aligned}
A_{n} & :=\frac{b}{\sin b} \frac{1-\mu}{4 n(2 a n)^{1-\mu}}, B_{n}:=\frac{b^{2}}{\sin ^{2} b} \frac{1-\mu}{3 n(2 a n)^{1-\mu}}, \\
C_{n} & :=\frac{\pi \widehat{\mu}(1-\widehat{\mu})}{(2 a(n+1))^{2-\mu}}, q(\theta):=f\left(\frac{\mu}{2}(\pi-\theta)+c(\theta)-\frac{\pi}{2}\right) \\
r(\theta) & :=f\left(\frac{\mu}{2}(\pi-2 \theta)+c(\theta)\right), s(\theta):=\frac{1}{\sin \theta}\left[1-\left(\frac{\sin \theta}{\theta}\right)^{1-\mu}\right]
\end{aligned}
$$

and

$$
\kappa_{n}(\theta):=\frac{1}{\sin \theta} \int_{0}^{(2 n+1) \theta} \frac{f(t+c(\theta))}{t^{1-\mu}} d t
$$

The function $s(\theta)$ is positive and increasing on $(0, \pi)$.

Proof. By [KR07, (3.8)] we have

$$
\begin{aligned}
\sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} e^{2 i k \theta}=F(\theta)+ & \frac{1}{\Gamma(\mu)} \frac{\theta}{\sin \theta} \frac{1}{(2 \theta)^{\mu}} \int_{0}^{(2 n+1) \theta} \frac{e^{i t}}{t^{1-\mu}} d t \\
& -\frac{1}{\Gamma(\mu)} \frac{\theta}{\sin \theta}\left\{\sum_{k=n+1}^{\infty} A_{k}(\theta)+\sum_{k=n+1}^{\infty} B_{k}(\theta)\right\}+\sum_{k=n+1}^{\infty} \Delta_{k} e^{2 i k \theta}
\end{aligned}
$$

with

$$
F(\theta):=\sum_{k=0}^{\infty} \frac{(\mu)_{k}}{k!} e^{2 i k \theta}-\frac{\theta}{\sin \theta} \frac{e^{i \mu \frac{\pi}{2}}}{(2 \theta)^{\mu}}
$$

and where

$$
\begin{aligned}
\left|\sum_{k=n+1}^{\infty} A_{k}(\theta)\right| & <\frac{1-\mu}{8} \frac{1}{n^{2-\mu}}, \\
\left|\sum_{k=n+1}^{\infty} B_{k}(\theta)\right| & <\frac{\theta}{\sin \theta} \frac{1-\mu}{6} \frac{1}{n^{2-\mu}}
\end{aligned}
$$

for $\theta \in(0, \pi)$ by [KR07, Prop. 1]. As in the proof of [KR07, Prop. 2] it follows that

$$
F(\theta)=\frac{\theta^{1-\mu}}{2^{\mu}} \frac{e^{i \mu \frac{\pi}{2}}}{\sin \theta}\left\{\left(e^{-i \mu \theta}-1\right)-\left[1-\left(\frac{\sin \theta}{\theta}\right)^{1-\mu}\right] e^{-i \mu \theta}\right\}
$$

Hence

$$
2^{\mu} \theta^{\mu-1} F(\theta) e^{i c(\theta)}=2 e^{i\left(\frac{\mu}{2}(\pi-\theta)+c(\theta)-\frac{\pi}{2}\right)} \frac{\sin \frac{\mu \theta}{2}}{\sin \theta}-s(\theta) e^{i\left(\frac{\mu}{2}(\pi-2 \theta)+c(\theta)\right)}
$$

and thus (2.26) follows from (2.25) and the well-known inequality $\sin x>\frac{2}{\pi} x$ for $0<$ $x<\frac{\pi}{2}$.

It is clear that $s(\theta)$ is positive on $(0, \pi)$. Observe that

$$
\frac{(\sin \theta)^{\mu+1}}{\theta^{\mu-2}} \frac{\partial^{2}}{\partial \theta \partial \mu} s(\theta)=((\mu-1) \sin \theta-\mu \theta \cos \theta) \log \frac{\sin \theta}{\theta}-\sin \theta+\theta \cos \theta=: h(\mu, \theta)
$$

and that

$$
\frac{\partial}{\partial \mu} h(\mu, \theta)=(\sin \theta-\theta \cos \theta) \log \frac{\sin \theta}{\theta}<0
$$

for $\theta \in(0, \pi)$. Since $h(0, \theta)<0$ and $\left.s^{\prime}(\theta)\right|_{\mu=1}=0$ for all $\theta \in(0, \pi), s$ is increasing on $(0, \pi)$ for all $\mu \in(0,1)$.

In the next lemma we present several technical results that will be needed in the proof of the case $\rho=\frac{1}{5}$ of Conjecture 2.10.

Lemma 2.13. Let $\rho \in\left(0, \frac{1}{2}\right)$ and set $\mu:=\mu^{*}(\rho)$.
(1) Suppose $\theta \in(0, b)$ with $b \leq \frac{\pi}{2}$. Then for all $x>0$

$$
\frac{1}{\sin (\theta)} \int_{0}^{x} \frac{\cos \left(t+\rho \theta-\left(\rho-\frac{1}{2}\right) \pi\right)}{t^{1-\mu}} d t \geq \frac{1}{\sin (b)} \int_{0}^{x} \frac{\cos \left(t+\rho b-\left(\rho-\frac{1}{2}\right) \pi\right)}{t^{1-\mu}} d t
$$

(2) Suppose $\theta \in(0, b)$ with $b \leq \frac{\pi}{2}$. Then for all $x>0$

$$
\begin{equation*}
\frac{1}{\sin (\theta)} \int_{0}^{x} \frac{\sin (t+\rho \theta)}{t^{1-\mu}} d t \geq \frac{\cos (\rho b)}{\sin (b)} \int_{0}^{x} \frac{\sin (t)}{t^{1-\mu}} d t+\rho \int_{0}^{x} \frac{\cos (t)}{t^{1-\mu}} d t \tag{2.27}
\end{equation*}
$$

(3) The functions

$$
\theta \mapsto \cos \left[\left(\rho-\frac{\mu}{2}\right)(\theta-\pi)\right]
$$

and

$$
\theta \mapsto \cos \left[(\rho-\mu) \theta+\pi\left(\frac{\mu+1}{2}-\rho\right)\right]
$$

are positive and increasing on ( $0, \frac{\pi}{2}$ ).
(4) The functions

$$
\theta \mapsto-\sin \left[\left(\rho-\frac{\mu}{2}\right) \theta+\frac{\pi}{2}(\mu-1)\right]
$$

and

$$
\theta \mapsto \sin \left[(\rho-\mu) \theta+\frac{\mu \pi}{2}\right]
$$

are positive and decreasing on $(0, \pi)$.
(5) The functions

$$
\theta \mapsto \frac{\sin (\rho \theta)}{\sin (\theta)} \quad \text { and } \quad \theta \mapsto-\frac{\cos (\rho \theta)}{\sin (\theta)}
$$

are increasing in ( $0, \frac{\pi}{2}$ ).
Proof. We have

$$
\begin{aligned}
& \frac{1}{\sin (\theta)} \int_{0}^{x} \frac{\cos \left(t+\rho \theta-\left(\rho-\frac{1}{2}\right) \pi\right)}{t^{1-\mu}} d t= \\
& \quad=\frac{\sin (\rho \theta)}{\sin (\theta)} \int_{0}^{x} \frac{\sin \left(t-\left(\rho+\frac{1}{2}\right) \pi\right)}{t^{1-\mu}} d t-\frac{\cos (\rho \theta)}{\sin (\theta)} \int_{0}^{x} \frac{\sin (t-\rho \pi)}{t^{1-\mu}} d t
\end{aligned}
$$

Since by Lemma 2.4 the function $\mu^{*}(\rho)$ is increasing, it follows from Lemma 2.3 that

$$
\begin{equation*}
\int_{0}^{(c+1) \pi} \frac{\sin (t-c \pi)}{t^{1-\mu}} d t \leq 0 \tag{2.28}
\end{equation*}
$$

for $c=\rho$ and $c=\rho+\frac{1}{2}$. It is easy to see that the function $x \mapsto \int_{0}^{x} t^{\mu-1} \sin (t-c \pi) d t$ has its largest local maximum in $(0, \infty)$ at the point $(c+1) \pi$ and therefore inequality (2.28) will also hold if we replace the upper integration limit by any positive $x$. Hence, because of Statement (5), we find that for $\theta \in(0, b)$

$$
\begin{aligned}
&\left.\frac{1}{\sin (\theta)} \int_{0}^{x} \frac{\cos (t+\rho \theta}{}-\left(\rho-\frac{1}{2}\right) \pi\right) \\
& t^{1-\mu} d t \geq \\
& \geq \frac{\sin (\rho b)}{\sin (b)} \int_{0}^{x} \frac{\sin \left(t-\left(\rho+\frac{1}{2}\right) \pi\right)}{t^{1-\mu}} d t-\frac{\cos (\rho b)}{\sin (b)} \int_{0}^{x} \frac{\sin (t-\rho \pi)}{t^{1-\mu}} d t \\
&=\frac{1}{\sin (b)} \int_{0}^{x} \frac{\cos \left(t+\rho b-\left(\rho-\frac{1}{2}\right) \pi\right)}{t^{1-\mu}} d t
\end{aligned}
$$

Statement (1) is thus proven.
For the proof of Statement (2) note that

$$
\frac{1}{\sin (\theta)} \int_{0}^{x} \frac{\sin (t+\rho \theta)}{t^{1-\mu}} d t=\frac{\cos (\rho \theta)}{\sin (\theta)} \int_{0}^{x} \frac{\sin (t)}{t^{1-\mu}} d t+\frac{\sin (\rho \theta)}{\sin (\theta)} \int_{0}^{x} \frac{\cos (t)}{t^{1-\mu}} d t
$$

By (2.6) we have $S(x):=\int_{0}^{x} \frac{\sin (t)}{t^{1-\mu}} d t \geq 0$ for all $x \geq 0$ and $\rho \in(0,1)$. Furthermore, since $\mu^{*}(\rho)$ is increasing, it follows from Lemma 2.3 that

$$
C(x):=\int_{0}^{x} \frac{\cos (t)}{t^{1-\mu}} d t=-\int_{0}^{x} \frac{\sin \left(t-\frac{\pi}{2}\right)}{t^{1-\mu}} d t \geq 0
$$

for all $x>0$ and $\rho \in\left(0, \frac{1}{2}\right]$ (note that $C(x)$ takes its absolute minimum in $x>0$ at $x=\frac{3 \pi}{2}$ ). Statement (2) thus follows from Statement (5) and the limit relation

$$
\frac{\sin (\rho \theta)}{\sin (\theta)} \rightarrow \rho \quad \text { as } \quad \theta \rightarrow 0
$$

For $\theta=0$ and $\theta=\frac{\pi}{2}$ the expression $\left(\rho-\frac{\mu}{2}\right)(\theta-\pi)$ is equal to $a:=-\pi\left(\rho-\frac{\mu}{2}\right)$ and $b:=-\frac{\pi}{2}\left(\rho-\frac{\mu}{2}\right)$, respectively. Since, by Lemma 2.6 and (2.5), $\mu<2 \rho$ and $2 \rho<$ $2 \mu<\mu+1$, we have $-\frac{\pi}{2} \leq a<b \leq 0$. Therefore the function $\theta \mapsto \cos \left[\left(\rho-\frac{\mu}{2}\right)(\theta-\pi)\right]$ is positive and increasing on $\left(0, \frac{\pi}{2}\right)$. Using similar reasoning one can prove the rest of Statement (3) as well as Statement (4).

Since $\rho \in\left(0, \frac{1}{2}\right)$, both $\cos (\rho \theta)$ and $\sin ^{-1}(\theta)$ are decreasing in $\left(0, \frac{\pi}{2}\right)$. Because of the convexity of the tangent in $\left(0, \frac{\pi}{2}\right)$ we have $\rho \tan (\theta)>\tan (\rho \theta)$ or, equivalently,

$$
\sin ^{2}(\theta) \frac{d}{d \theta} \frac{\sin (\rho \theta)}{\sin (\theta)}=\rho \sin (\theta) \cos (\rho \theta)-\cos (\theta) \sin (\rho \theta)>0
$$

for $\theta \in\left(0, \frac{\pi}{2}\right)$. The proof of the lemma is now complete.
In our next result we will show that Conjecture 2.10 is true for all $\rho$ in a non-empty open subset of $(0,1)$. Because of Lemmas 2.4 and 2.9, this implies that we can now verify Conjecture 2.1 for all $\rho \in(0,1)$ by proving that the function $\mu(\rho)$ is analytic.

Theorem 2.14. Conjecture 2.10 is true for all $\rho$ in an open neighborhood of $\frac{1}{5}$.
Proof. In the proof we write $\mu_{0}:=\mu^{*}\left(\frac{1}{5}\right)=0.31 \ldots<\frac{1}{3}, \mu:=\mu^{*}(\rho), \sigma_{n}(\rho, \theta):=$ $\sigma_{n}\left(\rho, \mu^{*}(\rho), \theta\right)$, and $\sigma_{n}(\theta):=\sigma_{n}\left(\frac{1}{5}, \theta\right)$ for $\rho \in(0,1)$ and $\theta \in(0, \pi]$. Observe that

$$
\begin{equation*}
\tau_{n}(\rho, \theta):=\sigma_{n}(\rho, \pi-\theta)=\sum_{k=0}^{n} \frac{(\mu)_{k}}{k!} \cos \left[(2 k+\rho) \theta-\left(\rho-\frac{1}{2}\right) \pi\right] \tag{2.29}
\end{equation*}
$$

and that therefore $\sigma_{n}(\rho, \theta)>0$ for a $\theta \in(0, \pi]$ if, and only if, $\tau_{n}(\rho, \pi-\theta)>0$. We will split the proof into several subcases.
(1) The case $\theta \in\left(0, \frac{\pi}{n+1}\right] \cup\left[\pi-\frac{\rho \pi}{n+\rho}, \pi\right]$. Recall the well-known identity

$$
e^{i c} \sum_{k=0}^{n} e^{i k \theta}=e^{i(c+n \theta / 2)} \frac{\sin \frac{n+1}{2} \theta}{\sin \frac{\theta}{2}}, \quad n \in \mathbb{N}
$$

which holds for all $\theta \in \mathbb{R}$, for which $\sin \frac{\theta}{2}$ does not vanish, and every $c \in \mathbb{R}$ (which might even depend on $\theta$ ).

Because of this formula and the fact that the sequence $\left\{\frac{(\mu)_{k}}{k!}\right\}_{k \in \mathbb{N}_{0}}$ is decreasing, a summation by parts shows that for all $\rho \in\left(0, \frac{1}{2}\right)$ we have $\sigma_{n}(\rho, \theta)>0$ for $\theta \in\left(0, \frac{\pi}{n+1}\right]$, and $\tau_{n}(\rho, \theta)>0$ for $\theta \in\left[0, \frac{\rho \pi}{n+\rho}\right]$.
(2) The case $\theta \in\left[\frac{\pi}{n+1}, \frac{\pi}{3}\right], n \geq 3$. We apply Lemma 2.12 with the parameters $f(\theta)=\sin \theta$ and $c(\theta)=\rho \theta$ on the interval $I:=\left[a_{n}, b\right]$, where $a_{n}=\frac{\pi}{n+1}$ and $b=\frac{\pi}{3}$.

It follows from Lemma 2.13 (2) that with $S(x):=\int_{0}^{x} t^{\mu-1} \sin (t) d t$ and $C(x):=$ $\int_{0}^{x} t^{\mu-1} \cos (t) d t$ we have

$$
\kappa_{n}(\theta) \geq \frac{\cos (\rho b)}{\sin (b)} S((2 n+1) \theta)+\rho C((2 n+1) \theta)
$$

for $\rho \in\left(0, \frac{1}{2}\right), \theta \in I$ and $n \geq 3$. At $x=\frac{7 \pi}{4}$ the function $S(x)$ is decreasing and thus it is clear that $S(x) \geq S(2 \pi)$ for all $x \geq \frac{7 \pi}{4}$. The function $C(x)$ is increasing at $x=\frac{7 \pi}{4}$, has local minima in $x \geq \frac{7 \pi}{4}$ exactly at the points $x_{j}:=\left(2 j+\frac{3}{2}\right) \pi, j \in \mathbb{N}$, and satisfies $C\left(x_{1}\right) \leq C\left(x_{j}\right)$ for all $j \in \mathbb{N}$. Therefore, since $C\left(\frac{7 \pi}{4}\right)<C\left(x_{1}\right)$ when $\mu=\mu_{0}$, we find that

$$
\kappa_{n}(\theta) \geq \frac{\cos (\rho b)}{\sin (b)} S(2 \pi)+\rho C\left(\frac{7 \pi}{4}\right)=: R_{1}(\rho)
$$

for all $\theta \in I, n \geq 3$, and $\rho$ in an open neighborhood of $\frac{1}{5}$.
Because of Lemma 2.13 (4), for $f(\theta)$ and $c(\theta)$ as above, the functions $-q(\theta)$ and $r(\theta)$ are positive and decreasing on $I$ for all $\rho \in\left(0, \frac{1}{2}\right)$. It thus follows from Lemma 2.13 (5) that for $\theta \in I$

$$
\Gamma(\mu)\left(2 q(\theta) \frac{\sin \frac{\mu \theta}{2}}{\sin \theta}-r(\theta) s(\theta)\right) \geq \Gamma(\mu)\left(2 q(0) \frac{\sin \frac{\mu b}{2}}{\sin b}-r(0) s(b)\right)=: R_{2}(\rho) .
$$

Furthermore, for $a_{n}$ and $b$ as defined above and $n \geq 3$, the expression $-A_{n}-B_{n}-C_{n}$ that appears in Lemma 2.12 is larger than

$$
R_{3}(\rho):=-\frac{b}{\sin b} \frac{1-\mu}{12\left(\frac{3 \pi}{2}\right)^{1-\mu}}-\left(\frac{b}{\sin b}\right)^{2} \frac{1-\mu}{9\left(\frac{3 \pi}{2}\right)^{1-\mu}}-\frac{1}{9(2 \pi)^{1-\mu}}
$$

Lemma 2.12 thus shows that for $\rho$ in an open neighborhood of $\frac{1}{5}, \theta \in I$ and $n \geq 3$

$$
2^{\mu} \theta^{\mu-1} \Gamma(\mu) \sigma_{n}(\rho, \theta) \geq R(\rho):=R_{1}(\rho)+R_{2}(\rho)+R_{3}(\rho)
$$

$\mu=\mu^{*}(\rho)$ depends continuously on $\rho$ and therefore the function $R(\rho)$ is continuous in $(0,1)$. Since $R\left(\frac{1}{5}\right)=0.432 \ldots>0$, we conclude that $\sigma_{n}(\rho, \theta)>0$ for all $\theta \in I, n \geq 3$, and $\rho$ in an open neighborhood of $\frac{1}{5}$.
(3) The case $\theta \in\left[\frac{\pi}{3}, \frac{2 \pi}{3}\right], n \geq 3$. For $\theta \in(0, \pi)$ we have

$$
\sigma_{n}(\rho, \theta) \rightarrow \frac{\sin \left[(\rho-\mu) \theta+\frac{\mu \pi}{2}\right]}{(2 \sin \theta)^{\mu}}, \quad n \rightarrow \infty
$$

and for all $\rho \in(0,1)$ the sequence $\left\{\frac{(\mu)_{n}}{n!}\right\}_{n \in \mathbb{N}_{0}}$ is decreasing. Applying inequality (1.26) and Lemma 2.13 (4), we thus find that for $n \geq 3, \rho \in\left(0, \frac{1}{2}\right)$ and $\theta \in\left[\frac{\pi}{3}, \frac{2 \pi}{3}\right]$

$$
\begin{aligned}
\sigma_{n}(\rho, \theta) & \geq \frac{\sin \left[(\rho-\mu) \theta+\frac{\mu \pi}{2}\right]}{(2 \sin \theta)^{\mu}}-\frac{(\mu)_{n+1}}{(n+1)!\sin \theta} \\
& \geq 2^{-\mu} \sin \left[\frac{\pi}{6}(4 \rho-\mu)\right]-\frac{(\mu)_{4}}{24 \sin \frac{\pi}{3}}=: R(\rho) .
\end{aligned}
$$

Since $R\left(\frac{1}{5}\right)=0.049 \ldots$ and since $R(\rho)$ is a continuous function, we obtain $\sigma_{n}(\rho, \theta)>0$ for all $\theta \in\left[\frac{\pi}{3}, \frac{2 \pi}{3}\right], n \geq 3$, and $\rho$ in an open neighborhood of $\frac{1}{5}$.
(4) The cases $\theta \in\left[\frac{2 \pi}{3}, \pi-\frac{\pi}{2 n+2}\right], n \geq 3$, and $\theta \in\left[\pi-\frac{\pi}{2 n+2}, \pi-\frac{\rho \pi}{n+\rho}\right], n \geq 5$. We make use of (2.29) and show that, for all $\rho$ in an open neighborhood of $\frac{1}{5}, \tau_{n}(\rho, \theta)>0$ when $\theta \in\left[\frac{\rho \pi}{n+\rho}, \frac{\pi}{2 n+2}\right]$ and $n \geq 5$ or $\theta \in\left[\frac{\pi}{2 n+2}, \frac{\pi}{3}\right]$ and $n \geq 3$. To this end, we apply

Lemma 2.12 with the parameters $f(\theta)=\cos (\theta)$ and $c(\theta)=\rho \theta-\left(\rho-\frac{1}{2}\right) \pi$ separately on the three intervals $I_{k}:=\left[a_{n}^{(k)}, b_{n}^{(k)}\right]$, where

$$
\begin{aligned}
& a_{n}^{(1)}:=\frac{\rho \pi}{n+\rho}, b_{n}^{(1)}:=\frac{\pi}{2 n+2}, \\
& a_{n}^{(2)}:=\frac{\pi}{2 n+2}, b_{n}^{(2)}:=\frac{\pi}{n+2}, \\
& a_{n}^{(3)}:=\frac{\pi}{n+2}, b_{n}^{(3)}:=\frac{\pi}{3} .
\end{aligned}
$$

In the following, for every estimate concerning $\theta$ in the interval $I_{1}$ we make the assumption $n \geq 5$, while for estimates concerning $\theta \in I_{2} \cup I_{3}$ we assume $n \geq 3$. We set $\chi(1):=5$ and $\chi(2):=\chi(3):=3$.

It follows from Lemma 2.13 (1) that for $0<\theta \leq b \leq \frac{\pi}{2}$ and $\rho \in\left(0, \frac{1}{2}\right)$ we have $\kappa_{n}(\theta) \geq J(b,(2 n+1) \theta)$, where

$$
J(b, x):=\frac{1}{\sin b} \int_{0}^{x} \frac{\cos \left(t+\rho b-\left(\rho-\frac{1}{2}\right) \pi\right)}{t^{1-\mu}} d t .
$$

Hence, for $\theta \in I_{1}, \theta \in I_{2}$, and $\theta \in I_{3}$ we have

$$
\begin{aligned}
& \kappa_{n}(\theta) \geq J_{1}((2 n+1) \theta):=J\left(\frac{\pi}{12},(2 n+1) \theta\right), \\
& \kappa_{n}(\theta) \geq J_{2}((2 n+1) \theta):=J\left(\frac{\pi}{5},(2 n+1) \theta\right), \\
& \kappa_{n}(\theta) \geq J_{3}((2 n+1) \theta):=J\left(\frac{\pi}{3},(2 n+1) \theta\right),
\end{aligned}
$$

respectively. For all $\rho \in(0,1)$ there is exactly one $x_{\rho} \in[0, \pi]$ such that $J_{1}^{\prime}(x)>0$ for $x \in\left[0, x_{\rho}\right)$ and $J_{1}^{\prime}(x)<0$ for $x \in\left(x_{\rho}, \pi\right]$. Hence, since $J_{1}(\pi)<0$ when $\rho=\frac{1}{5}$, we have $J_{1}(x) \geq J_{1}(\pi)$ for all $x \in[0, \pi]$ and all $\rho$ in a neighborhood of $\frac{1}{5}$. Similar reasoning shows that $J_{2}(x) \geq J_{2}\left(\left(1+\frac{4 \rho}{5}\right) \pi\right)$ and $J_{3}(x) \geq J_{3}\left(\frac{7 \pi}{5}\right)$ for all $\rho$ in a neighborhood of $\frac{1}{5}$ and, respectively, all $x \geq 0$ and $x \geq \frac{7 \pi}{5}$. Minimizing $J_{1}(x)$ over $x \in[0, \pi], J_{2}(x)$ over $x \geq 0$, and $J_{3}(x)$ over $x \geq \frac{7 \pi}{5}$, we thus find that

$$
\begin{aligned}
& \kappa_{n}(\theta) \geq R_{1}^{(1)}(\rho):=J_{1}(\pi), \quad \theta \in I_{1}, \\
& \kappa_{n}(\theta) \geq R_{1}^{(2)}(\rho):=J_{2}\left(\left(1+\frac{4 \rho}{5}\right) \pi\right), \quad \theta \in I_{2}, \\
& \kappa_{n}(\theta) \geq R_{1}^{(3)}(\rho):=J_{3}\left(\frac{7 \pi}{5}\right), \quad \theta \in I_{3}
\end{aligned}
$$

for all $\rho$ in a neighborhood of $\frac{1}{5}$.
It follows from Lemma 2.12 and Statements (3) and (5) of Lemma 2.13 that for $\rho \in\left(0, \frac{1}{2}\right)$ and $\theta \in I_{k}, k \in\{1,2,3\}$, we have

$$
\Gamma(\mu)\left(2 q(\theta) \frac{\sin \frac{\mu \theta}{2}}{\sin \theta}-r(\theta) s(\theta)\right) \geq \Gamma(\mu)\left(\mu q(0)-r\left(b_{\chi(k)}^{(k)}\right) s\left(b_{\chi(k)}^{(k)}\right)\right)=: R_{2}^{(k)}(\rho) .
$$

Furthermore, it is easy to see that for $k \in\{1,2,3\}$ the sequences $\left\{-b_{n}^{(k)}\right\}_{n \in \mathbb{N}_{0}},\left\{n a_{n}^{(k)}\right\}_{n \in \mathbb{N}_{0}}$, and $\left\{(n+1) a_{n}^{(3)}\right\}_{n \in \mathbb{N}_{0}}$ are increasing. We also have $(n+1) a_{n}^{(1)} \geq \rho \pi$ and $(n+1) a_{n}^{(2)}=\frac{\pi}{2}$
for $n \in \mathbb{N}$. For $\rho \in(0,1)$ and $k \in\{1,2,3\}$ we set
$R_{3}^{(k)}(\rho):=\frac{b_{\chi(k)}^{(k)}}{\sin b_{\chi(k)}^{(k)}} \frac{\mu-1}{4 \chi(k)\left(2 \chi(k) a_{\chi(k)}^{(k)}\right)^{1-\mu}}+\left(\frac{b_{\chi(k)}^{(k)}}{\sin b_{\chi(k)}^{(k)}}\right)^{2} \frac{\mu-1}{3 \chi(k)\left(2 \chi(k) a_{\chi(k)}^{(k)}\right)^{1-\mu}}-Q^{(k)}$,
where

$$
Q^{(1)}:=\frac{2 \pi}{9(2 \rho \pi)^{2-\mu}}, \quad Q^{(2)}:=\frac{2}{9 \pi^{1-\mu}}, \quad Q^{(3)}:=\frac{2 \pi}{9\left(8 a_{3}^{(3)}\right)^{2-\mu}} .
$$

It now follows from Lemma 2.12 that for all $\theta \in I_{k}$ and all $\rho$ in an open neighborhood of $\frac{1}{5}$

$$
2^{\mu} \theta^{\mu-1} \Gamma(\mu) \tau_{n}(\rho, \theta) \geq R_{1}^{(k)}(\rho)+R_{2}^{(k)}(\rho)+R_{2}^{(k)}(\rho)=: R^{(k)}(\rho), \quad k \in\{1,2,3\} .
$$

The functions $R^{(k)}(\rho)$ are continuous and we have $R^{(1)}\left(\frac{1}{5}\right)=0.015 \ldots, R^{(2)}\left(\frac{1}{5}\right)=$ $0.040 \ldots$, and $R^{(3)}\left(\frac{1}{5}\right)=0.111 \ldots$. The proof of this subcase is complete.
(5) The cases $n=1, \ldots, 4$. We have already proven that $\sigma_{n}(\rho, \theta)>0$ for all $\theta \in(0, \pi], n \geq 5$, and $\rho$ in an open neighborhood of $\frac{1}{5}$. Because of continuity it will thus be enough to show that $\sigma_{n}(\theta)=\sigma_{n}\left(\frac{1}{5}, \theta\right)>0$ for $n=1, \ldots, 4$.

To this end, observe that

$$
\sin [(2 n+2+\rho) \theta]<0, \quad \text { with } \quad \theta \in(0, \pi], n \in \mathbb{N}, \rho \in(0,1)
$$

if, and only if,

$$
\theta \in\left[\frac{(2 k+1) \pi}{2 n+2+\rho}, \frac{(2 k+2) \pi}{2 n+2+\rho}\right]=: I_{n, k}, \quad k=0, \ldots, n
$$

Since $\left[\pi-\frac{\pi}{2 n+2}, \pi-\frac{\rho \pi}{n+\rho}\right]$ is contained in $I_{n, n}$ and since

$$
\sigma_{n}(\theta)=\sigma_{n+1}(\theta)-\frac{\left(\mu_{0}\right)_{n+1}}{(n+1)!} \sin [(2 n+2+\rho) \theta]
$$

we see that the cases $n=3,4$ follow from the subcases (1)-(4).
Because of $\mu_{0}<\frac{1}{3}$ the sequence

$$
\left\{\frac{\left(\mu_{0}\right)_{k}}{\left(\frac{1}{3}\right)_{k}}\right\}_{k \in \mathbb{N}_{0}}
$$

is decreasing. Summation by parts therefore shows that it will suffice to verify that

$$
w_{n}(\theta):=\sum_{k=0}^{n} \frac{\left(\frac{1}{3}\right)_{k}}{k!} \sin \left[\left(2 k+\frac{1}{5}\right) \theta\right]>0
$$

in $(0, \theta]$ for $n=1,2$ in order to prove the remaining cases of the theorem. It is easy to check that $w_{n}(\theta)=\sin \frac{\theta}{5} p_{n}\left(\cos ^{2} \frac{\theta}{5}\right), n=1,2$, where

$$
\begin{aligned}
p_{1}(x):= & \frac{2}{3}\left(1+30 x-280 x^{2}+896 x^{3}-1152 x^{4}+512 x^{5}\right) \\
p_{2}(x):= & \frac{4}{9}\left(2-65 x+3540 x^{2}-53568 x^{3}+382656 x^{4}-1536768 x^{5}+3727360 x^{6}\right. \\
& \left.-5570560 x^{7}+5013504 x^{8}-2490368 x^{9}+524288 x^{10}\right) .
\end{aligned}
$$

Using the method of Sturm sequences $[\mathbf{R S 0 2}, \mathrm{p} .336]$, we see that $p_{n}(x)$ does not vanish in $(0,1)$ when $n=1,2$. The proof of the theorem is complete.

## CHAPTER 3

## Some Completely Monotonic Functions

As we have seen in the previous chapter, the monotonicity of the functions

$$
\xi(x)=x-\frac{\Gamma(x+\mu)}{\Gamma(x+1)} x^{2-\mu}
$$

in $(0, \infty)$ for $\mu \in\left[\frac{1}{3}, 1\right)$ plays a crucial role in Koumandos' method for proving the positivity of trigonometric sums with coefficient sequences of the form $\left\{\frac{(\mu)_{k}}{k!}\right\}_{k \in \mathbb{N}_{0}}$. However, it is certainly not trivial to show that $\xi^{\prime}(x)>0$ for $x>0$. In fact, over the years, inequalities involving the gamma or psi function have attracted considerable attention and led to quite sophisticated methods. An extensive bibliography concerning such inequalities can be found in [Kou08].

In [Kou08] and [KL09a] Koumandos tackled the problem regarding the monotonicity of the functions $\xi(x)$ by showing that $\xi^{\prime}(x)$ is completely monotonic for $\mu \in$ $\left[\frac{1}{3}, 1\right)$. A function $f:(0, \infty) \rightarrow \mathbb{R}$ is called completely monotonic if it has derivatives of all orders and satisfies

$$
\begin{equation*}
(-1)^{n} f^{(n)}(x) \geq 0, \text { for all } x>0 \text { and } n \geq 0 . \tag{3.1}
\end{equation*}
$$

In particular, each completely monotonic function is positive in $(0, \infty)$.
In [Dub39] (see also [vH96] for a simpler proof) J. Dubourdieu proved that if a non-constant function $f$ is completely monotonic, then strict inequality holds in (3.1). A necessary and sufficient condition for complete monotonicity is given by Bernstein's theorem (see [Wid41, p. 161]), which states that $f$ is completely monotonic on $(0, \infty)$ if, and only if

$$
f(x)=\int_{0}^{\infty} e^{-x t} d m(t)
$$

where $m$ is a nonnegative measure on $[0, \infty)$ such that the integral converges for all $x>0$.

In [KP09] Koumandos and Pedersen introduced the concept of complete monotonicity of order $n$ : a function $f$ defined on $(0, \infty)$ is called completely monotonic of order $n \in \mathbb{N}_{0}$ if $x^{n} f(x)$ is completely monotonic on $(0, \infty)$. For instance, completely monotonic functions of order 0 are the classical completely monotonic functions, while completely monotonic functions of order 1 are the strongly completely monotonic functions that have been introduced in [TWW89]. It is easy to see that a function $f$ is completely monotonic if $x f(x)$ is completely monotonic and therefore a function that is completely monotonic of order $n$ is completely monotonic of order $m=0,1, \ldots, n-1$.

In [KP09, Thm. 1.3] (see also [TWW89, Thm. 1] and [Kou08, Lem. 2]) Koumandos and Pedersen showed that there is an extension of Bernstein's theorem to completely monotonic functions of order $n$ : a function $f$ is completely monotonic of order $n \geq 1$ on $(0, \infty)$ if, and only if,

$$
f(x)=\int_{0}^{\infty} e^{-x t} p(t) d t
$$

where the integral converges for all $x>0$ and where $p$ is $n-1$ times differentiable on $[0, \infty)$ with $p^{(n-1)}(t)=m([0, t])$ for some Radon measure $m$ and $p^{(k)}(0)=0$ for $0 \leq k \leq n-2$.

In the following we will briefly explain how this result is used in [Kou08, Thm. 1] in order to prove the complete monotonicity of a family of functions that includes all functions $\xi^{\prime}(x)$ with $\mu \in\left[\frac{1}{2}, 1\right)$ :

Define

$$
L_{s, t}(x):=x-\frac{\Gamma(x+t)}{\Gamma(x+s)} x^{s-t+1}, \quad x>0, s, t \in \mathbb{R}
$$

and observe that we have $L_{1, \mu}(x)=\xi(x)$. Then for all $(s, t) \in \mathbb{R}^{2}$ one has

$$
\lim _{x \rightarrow \infty} L_{s, t}^{\prime}(x)=0
$$

and therefore, in order to prove the complete monotonicity of $L_{s, t}^{\prime}(x)$, it will be enough to show that $-L_{s, t}^{\prime \prime}(x)$ is completely monotonic. Now,

$$
\Phi(x):=-\frac{\Gamma(x+s)}{\Gamma(x+t)} x^{t-s-1} L_{s, t}^{\prime \prime}(x)
$$

can be written in the form

$$
\Phi(x)=\int_{0}^{\infty} e^{-x u} F(u) d u
$$

where

$$
F(u):=\int_{0}^{u} \sigma(u-v) \sigma(v) d v-u \sigma(u)
$$

with $\sigma(u):=\phi_{s, t}(0)-\phi_{s, t}(u)+1, \phi_{s, t}(0):=s-t$, and

$$
\phi_{s, t}(u):=\frac{e^{(1-t) u}-e^{(1-s) u}}{e^{u}-1}, \quad u>0 .
$$

It then follows that

$$
F^{\prime}(u)=\int_{0}^{u} \sigma^{\prime}(u-v) \sigma(v) d v-u \sigma^{\prime}(u)
$$

and

$$
F^{\prime \prime}(u)=u \phi_{s, t}^{\prime \prime}(u)+\int_{0}^{u} \phi_{s, t}^{\prime}(u-v) \phi_{s, t}^{\prime}(v) d v .
$$

The latter relation shows that for every pair $(s, t)$ in the set $T$ of points in $\mathbb{R}^{2}$ for which $\phi_{s, t}(u)$ is monotonic and convex in $(0, \infty)$ we have $F^{\prime \prime}(u) \geq 0$ and, since $F^{\prime}(0)=F(0)=$ 0 , also $F(u), F^{\prime}(u) \geq 0$ for all $u \in(0, \infty)$. Therefore, by Koumandos and Pedersen's extension of Bernstein's theorem [KP09, Thm. 1.3], for all $(s, t) \in T$ the function $\Phi(x)$ is completely monotonic of order 2 (i.e. $x^{2} \Phi(x)$ is completely monotonic). Furthermore, since for $s-t<1$ the functions $\Gamma(x+t) / \Gamma(x+s)$ and $x^{s-t-1}$ are completely monotonic (cf. [Kou08, p. 2268]), it follows that, for all $(s, t) \in T$ with $s-t<1$, the function

$$
-L_{s, t}^{\prime \prime}(x)=x^{s-t-1} \frac{\Gamma(x+t)}{\Gamma(x+s)} x^{2} \Phi(x)
$$

is completely monotonic in $(0, \infty)$ as a product of completely monotonic functions. This, together with three other results from $[\mathbf{K o u} 08]$ that depend on the monotonicity and concavity properties of the function $\phi_{s, t}(u)$, are put together in the following theorem. $S$ denotes the set of points $(s, t) \in \mathbb{R}^{2}$ for which $\phi_{s, t}(u)$ is convex in $(0, \infty)$.

Theorem 3.1. (1) For $(s, t) \in T \cap\{(s, t): s-t<1\}$ the function $L_{s, t}^{\prime}(x)$ is completely monotonic on $(0, \infty)$ and for $(s, t) \in T$ the function $\Phi(x)$ is completely monotonic of order 2 on $(0, \infty)$. In particular, for $(s, t) \in T \cap$ $\{(s, t): s-t<1\}$, the function $L_{s, t}(x)$ is strictly increasing and concave on $(0, \infty)$ and the inequality

$$
\begin{equation*}
0<x-\frac{\Gamma(x+t)}{\Gamma(x+s)} x^{s-t+1}<\frac{1}{2}(s-t)(s+t-1) \tag{3.2}
\end{equation*}
$$

holds for all $x>0$ (cf. [Kou08, Thm. 1]).
(2) For $(s, t) \in T \cap\{(s, t): s-t<1\}$ the inequality

$$
\psi(x+t)-\psi(x+s)+\frac{s-t+1}{x}<\frac{\Gamma(x+s)}{\Gamma(x+t)} x^{t-s-1}
$$

holds for all $x>0$ and the function

$$
\psi(x+s)-\psi(x+t)-\frac{s-t}{x}+\frac{(s-t)(s+t-1)}{2 x^{2}}
$$

is completely monotonic in $(0, \infty)$ for all $(s, t) \in S$ (cf. [Kou08, Cor. 1]).
(3) For $m, n \in \mathbb{N}$ with $m>n$ let

$$
U_{n, m}(x):=\sum_{k=n}^{m} \frac{(t)_{k}}{(s)_{k}} e^{i k x}, \quad V_{n, m}(x):=\frac{\Gamma(s)}{\Gamma(t)} \sum_{k=n}^{m} \frac{1}{k^{s-t}} e^{i k x} .
$$

If

$$
(s, t) \in T \cap\{(s, t): 1 \leq s, 0<s-t<1\}
$$

then for $\frac{\pi}{n} \leq x<\pi, n>1$, the estimate

$$
\left|U_{n, m}(x)-V_{n, m}(x)\right|<\frac{1}{n^{s-t}} \frac{\Gamma(s)}{\Gamma(t)} \frac{(s-t)(s+t-1)}{2}
$$

holds (cf. [Kou08, Prop. 1]).
(4) Let

$$
\Lambda(x):=x \log \left(\frac{\Gamma(x+t)}{\Gamma(x+s)} x^{s-t}\right)
$$

and

$$
K(x):=\psi^{\prime}(x+t)-\psi^{\prime}(x+s)+\frac{2}{x}[\psi(x+t)-\psi(x+s)]+\frac{s-t}{x^{2}} .
$$

If $(s, t) \in S$, then the function $K(x)=\frac{1}{x} \Lambda^{\prime \prime}(x)$ is completely monotonic of order 2 on $(0, \infty)$ and the function $-\Lambda^{\prime}(x)$ is completely monotonic on $(0, \infty)$. In particular, the function $\Lambda(x)$ is strictly decreasing and convex on $(0, \infty)$, so that

$$
-\frac{(s-t)(s+t-1)}{2}<x \log \left(\frac{\Gamma(x+t)}{\Gamma(x+s)} x^{s-t}\right)<0
$$

for all $x>0$ (cf. [Kou08, Prop. 2]).
These results prompt us to look for the sets $\mathfrak{M}$ and $\mathfrak{C}$ of $(\alpha, \beta) \in \mathbb{R}^{2}$ for which, respectively, the functions $f_{\alpha, \beta}^{\prime}(x)$ and $f_{\alpha, \beta}^{\prime \prime}(x)$ are of constant sign in $(0, \infty)$. Here, $f_{\alpha, \beta}(x):=\phi_{1-\beta, 1-\alpha}(x)$, such that

$$
f_{\alpha, \beta}(x)=\frac{e^{\alpha x}-e^{\beta x}}{e^{x}-1} \quad \text { for } \quad x \in \mathbb{R} \backslash\{0\} \quad \text { and } \quad f_{\alpha, \beta}(0)=\alpha-\beta .
$$

We also set $f_{\alpha}(x):=f_{\alpha, 0}(x)$ for $x \in \mathbb{R}$. The set $\mathfrak{M}$ was completely determined in [GQ09] and a subset of $\mathfrak{C}$ was found in [Kou08]. As the main result of this chapter


Figure 3.1. The sets $Y$ and $Z$.
we will give a complete description of the set $\mathfrak{C}$. We will also present a new way of determining $\mathfrak{M}$ and give a new proof of a result which concerns the second and third derivatives of the functions $f_{\alpha}(x)$ and which can be used in order to prove the complete monotonicity of the functions $\xi(x)$ when $\mu \in\left[\frac{1}{3}, \frac{1}{2}\right)$.

### 3.1. The Set $\mathfrak{M}$

In this section the set $\mathfrak{M}$ of points $(\alpha, \beta) \in \mathbb{R}^{2}$ for which the function $f_{\alpha, \beta}(x)$ is monotonic in $(0, \infty)$ will be determined in a short and comprehensible way.

The question for an exact description of $\mathfrak{M}$ had attracted considerable attention even before Koumandos' results from [Kou08] were known. Feng Qi tried to tackle this problem in several papers. In [GQ09] he and Bai-Ni Guo were finally able to determine $\mathfrak{M}$ correctly. Their proof, however, is extremely long and technical and therefore almost incomprehensible. In the following we will show how $\mathfrak{M}$ can be determined in a very short and comprehensible way. In [GQ09] several consequences of the monotonicity of the functions $f_{\alpha, \beta}(x)$ are described.

For the rest of this chapter, let $H$ denote the half-plane $\{(\alpha, \beta): \beta \leq \alpha\}$ and for any set $M \subset \mathbb{R}^{2}$ let $M^{*}$ be its reflection with respect to the straight line $\partial H$.

Theorem 3.2. Let (cf. Figure 3.1)

$$
Y:=H \cap\left\{(\alpha, \beta) \in \mathbb{R}^{2}: \alpha \geq 1\right\} \cap\left\{(\alpha, \beta) \in \mathbb{R}^{2}: \beta \geq 1-\alpha\right\}
$$

and

$$
Z:=H \cap\left\{(\alpha, \beta) \in \mathbb{R}^{2}: \alpha \leq 1\right\} \cap\left\{(\alpha, \beta) \in \mathbb{R}^{2}: \beta \leq 1-\alpha\right\}
$$

Then $f_{\alpha, \beta}(x)$ is increasing in $(0, \infty)$ if, and only if, $(\alpha, \beta) \in Y \cup Z^{*}$ and decreasing in $(0, \infty)$ if, and only if, $(\alpha, \beta) \in Y^{*} \cup Z$.

Note that $f_{\alpha, \beta}(x)=-f_{\beta, \alpha}(x)$ and that it will therefore suffice to examine the monotonicity of $f_{\alpha, \beta}(x)$ in $(0, \infty)$ for $(\alpha, \beta)$ in the interior of $H$ in order to verify the theorem. Further, since

$$
f_{\alpha, \beta}^{\prime}(x)=\frac{h_{\alpha, \beta}\left(e^{x}\right)}{\left(e^{x}-1\right)^{2}}
$$

with

$$
h_{\alpha, \beta}(t):=(\alpha-1) t^{\alpha+1}-\alpha t^{\alpha}-\left((\beta-1) t^{\beta+1}-\beta t^{\beta}\right),
$$

the monotonicity of $f_{\alpha, \beta}(x)$ in $(0, \infty)$ is completely determined by the sign of $h_{\alpha, \beta}(t)$ in $(1, \infty)$. The following two lemmas thus give a proof of Theorem 3.2.

Lemma 3.3. If $(\alpha, \beta)$ lies in the interior of $H \backslash(Y \cup Z)$, then $h_{\alpha, \beta}(t)$ changes sign in $(1, \infty)$.

Proof. For all $(\alpha, \beta) \in \mathbb{R}^{2}$ we have $h_{\alpha, \beta}(1)=h_{\alpha, \beta}^{\prime}(1)=0$ and $h_{\alpha, \beta}^{\prime \prime}(1)=(\alpha-$ $\beta)(\alpha+\beta-1)$. For $(\alpha, \beta)$ in the interior of $H$ the function $h_{\alpha, \beta}(t)$ is thus positive in a neighborhood of 1 if $\beta>1-\alpha$ and negative if $\beta<1-\alpha$.

On the other hand, we have

$$
\lim _{t \rightarrow \infty} t^{-\alpha-1} h_{\alpha, \beta}(t)=\alpha-1
$$

and $h_{\alpha, \beta}(t)$ is therefore positive for large $t>1$ if $\alpha>1$ and negative if $\alpha<1$. The lemma follows.

Lemma 3.4. Let $(\alpha, \beta) \neq(1,0)$. If $(\alpha, \beta) \in Y \backslash \partial H$, then $h_{\alpha, \beta}(t)$ is positive in $(1, \infty)$ and if $(\alpha, \beta) \in Z \backslash \partial H$, then $h_{\alpha, \beta}(t)$ is negative in $(1, \infty)$.

Proof. For all $(\alpha, \beta)$ in the interior of $H$ we have

$$
h_{\alpha, \beta}(1)=\left.\left(t^{-\beta} h_{\alpha, \beta}(t)\right)^{\prime}\right|_{t=1}=0
$$

and

$$
k_{\alpha, \beta}(t):=\frac{t^{2-\alpha+\beta}}{\alpha-\beta}\left(t^{-\beta} h_{\alpha, \beta}(t)\right)^{\prime \prime}=(\alpha-1)(\alpha-\beta+1) t-\alpha(\alpha-\beta-1)
$$

Hence, if for a point $(\alpha, \beta)$ in the interior of $H$ the function $k_{\alpha, \beta}(t)$ is of constant sign in $(1, \infty)$, then $h_{\alpha, \beta}(t)$ will be of the same sign in $(1, \infty)$. Since $k_{1, \beta}(t)=\beta$ for all $t \in \mathbb{R}$, we thus find that $h_{1, \beta}(t)$ is positive in $(0, \infty)$ if $\beta>0$ and negative if $\beta<0$.

Now, suppose that $\alpha \neq 1$. Obviously $k_{\alpha, \beta}(t)$ is of constant $\operatorname{sign}$ in $(1, \infty)$ if its only zero

$$
t^{*}:=\frac{\alpha(\alpha-\beta-1)}{(\alpha-1)(\alpha-\beta+1)}
$$

is $\leq 1$. For $\alpha>1$ the relation $t^{*} \leq 1$ is equivalent to $1-\alpha \leq \beta$, while for $\alpha<1$ it is equivalent to $\beta \leq 1-\alpha$. Thus, for $(\alpha, \beta)$ in the interior of $Y$ or $Z$ or on the line $\left\{(\alpha, 1-\alpha): \alpha \in\left(\frac{1}{2}, \infty\right)\right\}$ the sign of $k_{\alpha, \beta}(t)$ is constant in $(1, \infty)$. The assertion follows from the fact that $k_{\alpha, \beta}(1)=\alpha+\beta-1$ and a continuity argument.


Figure 3.2. The sets $A, B$ and $C$. The bold curves are $\partial A$. Note that $\Gamma_{1} \cap \Gamma_{2} \cap \Gamma_{3}=(1,0)$ and that the dotted line $\left\{(1, \beta): 0<\beta \leq \frac{1}{2}\right\}$ belongs to neither $A, B$ nor $C$, but to $A^{*}$.

### 3.2. The Set $\mathfrak{C}$

In this section we will give a complete description of the set $\mathfrak{C}$ of points $(\alpha, \beta) \in \mathbb{R}^{2}$ for which the function $f_{\alpha, \beta}^{\prime \prime}(x)$ is of constant sign in $(0, \infty)$.

The four results that are presented in Theorem 3.1 led to a closer examination of the set $\mathfrak{C}$ and subsequently a large subset of $\mathfrak{C}$ was found in [Kou08]. In the following we will show how $\mathfrak{C}$ was completely determined in [KL09b].

In order to state our results, we first need to make the following definitions: For $\alpha$, $\beta \in \mathbb{R}$ set

$$
\begin{aligned}
& \varepsilon_{1}(\alpha, \beta):=2 \alpha \beta+2 \alpha^{2}-3 \alpha+2 \beta^{2}-3 \beta+1 \\
& \varepsilon_{2}(\alpha, \beta):=4 \alpha^{2} \beta^{2}-4 \alpha^{2} \beta-4 \alpha \beta^{2}+4 \alpha \beta-\alpha^{2}+\alpha-\beta^{2}+\beta \\
& \varepsilon_{3}(\alpha, \beta):=\left(\alpha-\frac{1}{2}\right)^{2}+\left(\beta-\frac{1}{2}\right)^{2}-\frac{1}{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& \Gamma_{1}:=\{(\alpha, \beta): 0 \leq \beta \leq 1<\alpha\} \cap\left\{(\alpha, \beta): \varepsilon_{1}(\alpha, \beta)=0\right\}, \\
& \Gamma_{2}:=\{(\alpha, \beta): 0 \leq \beta \leq 1 \leq \alpha\} \cap\left\{(\alpha, \beta): \varepsilon_{2}(\alpha, \beta)=0\right\}, \\
& \Gamma_{3}:=\left\{(\alpha, \beta): \beta \leq \frac{1}{2}-\left|\alpha-\frac{1}{2}\right|\right\} \cap\left\{(\alpha, \beta): \varepsilon_{1}(\alpha, \beta)=0\right\},
\end{aligned}
$$



Figure 3.3. The set $C$. The bold curves are $\partial C$. The dashed curve describes the set of points $(\alpha, \beta) \in C$ for which $g_{\alpha, \beta}\left(t^{*}(\alpha, \beta)\right)=0$.
and let $C$ and $D$ be the open bounded sets whose boundary is given by the Jordan curves $\Gamma_{1} \cup \Gamma_{2} \cup\left\{(1, \beta): \frac{1}{2} \leq \beta \leq 1\right\}$ and $\Gamma_{2} \cup \Gamma_{3} \cup\left\{(\alpha, \alpha): \frac{1}{6}(3-\sqrt{3}) \leq \alpha \leq 1\right\}$, respectively. Set

$$
A:=\left(H \cup\left\{(\alpha, 1): 0<\alpha \leq \frac{1}{2}\right\}\right) \backslash D
$$

and $B:=D \backslash\left(C \cup\left\{(1, \beta): 0 \leq \beta \leq \frac{1}{2}\right\}\right)$ (cf. Figure 3.2).
Further, for $\alpha, \beta \in \mathbb{R}$ and $t>0$ define $g_{\alpha, \beta}(t):=g_{\alpha}(t)-g_{\beta}(t)$, where

$$
\begin{equation*}
g_{\alpha}(t):=t^{\alpha-1}\left[(1-\alpha)^{2} t^{2}+\left(1+2 \alpha-2 \alpha^{2}\right) t+\alpha^{2}\right]-t-1, \tag{3.3}
\end{equation*}
$$

and, for $\alpha, \beta \in \mathbb{R} \backslash\{1\}$ with $\varepsilon_{2}(\alpha, \beta) \varepsilon_{3}(\alpha, \beta) \leq 0$, let

$$
t^{*}(\alpha, \beta)=\frac{\varepsilon_{2}(\alpha, \beta)-2 \alpha \beta(1-\alpha)(1-\beta)+\sqrt{-\varepsilon_{2}(\alpha, \beta) \varepsilon_{3}(\alpha, \beta)}}{2(1-\alpha)^{2}(1-\beta)^{2}}
$$

The next theorem contains a complete description of the set $\mathfrak{C}$.
Theorem 3.5. (1) For $(\alpha, \beta) \in A$ the function $f_{\alpha, \beta}(x)$ is convex in $(0, \infty)$ and for $(\alpha, \beta) \in A^{*}$ it is concave there.
(2) For $(\alpha, \beta) \in B \cup B^{*}$ the function $f_{\alpha, \beta}^{\prime \prime}(x)$ changes sign in $(0, \infty)$.
(3) In $C \cup C^{*}$ the sign of $f_{\alpha, \beta}^{\prime \prime}(x)$ is constant in $(0, \infty)$ if, and only if, $(\alpha, \beta) \in$ $C_{\text {conv }} \cup C_{\text {conv }}^{*}$, where

$$
C_{c o n v}:=\left\{(\alpha, \beta) \in C: g_{\alpha, \beta}\left(t^{*}(\alpha, \beta)\right) \geq 0\right\}
$$

$f_{\alpha, \beta}(x)$ is convex in $(0, \infty)$ if $(\alpha, \beta) \in C_{\text {conv }}$ and concave if $(\alpha, \beta) \in C_{\text {conv }}^{*}$ (cf. Figure 3.3).

Before we turn to the proof of this theorem, note that, since

$$
f_{\alpha, \beta}(-x)=f_{1-\beta, 1-\alpha}(x),
$$

Theorems 3.2 and 3.5 can also be used to give a complete description of all points $(\alpha, \beta) \in \mathbb{R}^{2}$ for which the functions $f_{\alpha, \beta}^{\prime}(x)$ and $f_{\alpha, \beta}^{\prime \prime}(x)$ are of constant sign in $(-\infty, 0)$ or $(-\infty, \infty)$.

As in the proof of Theorem 3.2 we see that in order to verify Theorem 3.5 it will be enough to examine the concavity of $f_{\alpha, \beta}(x)$ in $(0, \infty)$ for $(\alpha, \beta)$ in the interior of $H$. Further, since

$$
\begin{equation*}
f_{\alpha, \beta}^{\prime \prime}(x)=\frac{e^{x} g_{\alpha, \beta}\left(e^{x}\right)}{\left(e^{x}-1\right)^{3}}, \quad x \geq 0 \tag{3.4}
\end{equation*}
$$

the concavity of $f_{\alpha, \beta}(x)$ in $(0, \infty)$ is completely determined by the sign of $g_{\alpha, \beta}(t)$ in $(1, \infty)$. Therefore the next four lemmas give a proof of Theorem 3.5.

Lemma 3.6. For $\alpha<0$ the function $g_{\alpha}(t)$ is negative in $(1, \infty)$ and for $\alpha \in\left(0, \frac{1}{2}\right] \cup$ $(1, \infty)$ the function $g_{\alpha}(t)$ is positive in $(1, \infty)$. For $\alpha \in\left(\frac{1}{2}, 1\right)$ the function $g_{\alpha}(t)$ changes sign in $(1, \infty)$.

Proof. For all $\alpha \in \mathbb{R}$ we have $g_{\alpha}(1)=0$ and

$$
\begin{aligned}
g_{\alpha}^{\prime}(t)= & (\alpha-1)^{2}(\alpha+1) t^{\alpha}+\left(-2 \alpha^{3}+2 \alpha^{2}+\alpha\right) t^{\alpha-1} \\
& +\alpha^{2}(\alpha-1) t^{\alpha-2}-1 \\
g_{\alpha}^{\prime \prime}(t)= & \alpha(\alpha-1) t^{\alpha-3}(t-1)\left(\left(\alpha^{2}-1\right) t-\alpha(\alpha-2)\right), \\
g_{\alpha}^{\prime \prime \prime}(1)= & \alpha(\alpha-1)(2 \alpha-1)
\end{aligned}
$$

Consequently, for all $\alpha \in \mathbb{R}, g_{\alpha}^{\prime}(1)=g_{\alpha}^{\prime \prime}(1)=0$.
The case $\alpha \in\left[-1, \frac{1}{2}\right] \cup(1, \infty)$. In this case $g_{\alpha}^{\prime \prime}$ does not vanish in $(1, \infty)$ and thus the sign of $g_{\alpha}^{\prime}$ in $(1, \infty)$ will be equal to the sign of $g_{\alpha}^{\prime \prime \prime}(1)$. For $\alpha \in[-1,0)$ we have $g_{\alpha}^{\prime \prime \prime}(1)<0$, whereas $g_{\alpha}^{\prime \prime \prime}(1)>0$ for $\alpha \in\left(0, \frac{1}{2}\right) \cup(1, \infty)$. Therefore, since moreover $g_{\frac{1}{2}}^{(4)}(1)=\frac{3}{8}, g_{\alpha}$ is negative in $(1, \infty)$ if $\alpha \in[-1,0)$ and positive if $\alpha \in\left(0, \frac{1}{2}\right] \cup(1, \infty)$.

The case $\alpha \in(-\infty,-1)$. In this case $g_{\alpha}^{\prime \prime}$ has exactly one zero $t_{\alpha}$ in $(1, \infty)$. Since $g_{\alpha}^{\prime \prime \prime}(1)<0$, it follows that $g_{\alpha}^{\prime \prime}<0$ in $(1, \infty)$ if and only if $t \in\left(1, t_{\alpha}\right)$. Since $g_{\alpha}^{\prime}(t) \rightarrow-1$ as $t \rightarrow \infty$, this shows that $g_{\alpha}^{\prime}$ is negative in $(1, \infty)$. Hence, for $\alpha \in(-\infty,-1), g_{\alpha}$ is negative in $(1, \infty)$.

The case $\alpha \in\left(\frac{1}{2}, 1\right)$. In this case we have $g_{\alpha}^{\prime \prime \prime}(1)<0$ and thus $g_{\alpha}(t)<0$ for all $t>1$ sufficiently close to 1 . Since $t^{-(1+\alpha)} g_{\alpha}(t) \rightarrow(1-\alpha)^{2}>0$ as $t \rightarrow \infty$, the proof of the lemma is complete.

Lemma 3.7. For $(\alpha, \beta) \in B \backslash \Gamma_{1}$ the sign of $g_{\alpha, \beta}(t)$ changes on $(1, \infty)$.
Proof. Since $g_{1, \beta}(t)=-g_{\beta}(t)$, the case $\alpha=1$ of our assertion follows from lemma 3.6. For the other $(\alpha, \beta)$ in question we have $\alpha \neq 1$ and $\alpha>\beta$ and thus

$$
\lim _{t \rightarrow \infty} t^{-(1+\alpha)} g_{\alpha, \beta}(t)=(1-\alpha)^{2}>0 .
$$

It will therefore be enough to show that $g_{\alpha, \beta}(t)$ takes negative values in $(1, \infty)$ for $(\alpha, \beta) \in B$ with $\alpha \neq 1$.

We have $g_{\alpha, \beta}^{(n)}(1)=0$ for $n=0,1,2$ and

$$
\frac{g_{\alpha, \beta}^{(3)}(1)}{\alpha-\beta}=\varepsilon_{1}(\alpha, \beta) .
$$

Consequently, for

$$
(\alpha, \beta) \in\left\{(\alpha, \beta): \beta<\alpha, \varepsilon_{1}(\alpha, \beta)<0\right\}
$$

$g_{\alpha, \beta}(t)$ takes negative values in $(1, \infty)$ and it only remains to show that the same is true for $(\alpha, \beta)$ in the triangle $\left\{(\alpha, \beta): \frac{1}{2}<\beta<\alpha<1\right\}$.

To this end, fix a $\beta \in\left(\frac{1}{2}, 1\right)$ and observe that by Lemma 3.6 there is a $t^{*} \in(1, \infty)$ such that $g_{\beta}\left(t^{*}\right)=0$. Since

$$
g_{\alpha, \beta}\left(t^{*}\right)=g_{\alpha}\left(t^{*}\right)-g_{\beta}\left(t^{*}\right)=g_{\alpha}\left(t^{*}\right)
$$

our claim will follow once we have shown that the function $h(\alpha):=g_{\alpha}\left(t^{*}\right), \alpha \in\left(\frac{1}{2}, 1\right)$, is negative for all $\alpha \in(\beta, 1)$. We calculate

$$
\begin{aligned}
\left(t^{*}\right)^{1-\alpha} h^{\prime}(\alpha)= & 2\left(t^{*}-1\right)\left(\alpha\left(t^{*}-1\right)-t^{*}\right) \\
& +\left(\alpha^{2}\left(t^{*}-1\right)^{2}-2 t^{*} \alpha\left(t^{*}-1\right)+t^{*}\left(t^{*}+1\right)\right) \log t^{*}
\end{aligned}
$$

and thus $h^{\prime}(\alpha)$ vanishes for those $\alpha$ for which the rational function

$$
r(\alpha):=\frac{\alpha^{2}\left(t^{*}-1\right)^{2}-2 t^{*} \alpha\left(t^{*}-1\right)+t^{*}\left(t^{*}+1\right)}{\alpha\left(t^{*}-1\right)-t^{*}}
$$

cuts the horizontal $\alpha \mapsto 2\left(1-t^{*}\right) / \log t^{*}$. It is straightforward to verify that, in $\left(\frac{1}{2}, 1\right)$, $r(\alpha)$ has no pole and

$$
r^{\prime}(\alpha)=\frac{\left(t^{*}-1\right)^{2}\left(\alpha^{2}\left(t^{*}-1\right)-2 t^{*} \alpha+t^{*}\right)}{\left(\alpha\left(t^{*}-1\right)-t^{*}\right)^{2}}
$$

has exactly one zero and hence $h$ can have at most two local extrema in $\left(\frac{1}{2}, 1\right)$.
Now, suppose that $h^{\prime}(\beta)>0$. Then, since $h(1)=0$ and

$$
h^{\prime}(1)=\left(t^{*}+1\right) \log t^{*}+2\left(1-t^{*}\right)>0
$$

for all $t^{*} \in(1, \infty), h$ must have at least two local extrema in $(\beta, 1)$. On the other hand, $4 \sqrt{t^{*}} h\left(\frac{1}{2}\right)=\left(\sqrt{t^{*}}-1\right)^{4}>0$ and $h(\beta)=0$, and hence $h(\alpha)$ has to have at least one local minimum in $\left(\frac{1}{2}, \beta\right)$. But $h(\alpha)$ can have at most two local extrema in $\left(\frac{1}{2}, 1\right)$ and therefore $h^{\prime}(\beta)<0$. If now $h(\alpha)>0$ would hold for an $\alpha \in(\beta, 1)$, then, since $h(1)=0$ and $h^{\prime}(1)>0, h(\alpha)$ would have to have more than two local extrema in $(\beta, 1)$. Thus, we must have $h(\alpha)<0$ for all $\alpha \in(\beta, 1)$ and the proof of the lemma is complete.

Lemma 3.8. For $(\alpha, \beta) \in H \backslash D$ we have $g_{\alpha, \beta}(t) \geq 0$ in $(1, \infty)$ and for $\beta \in\left[0, \frac{1}{2}\right]$ the function $g_{1, \beta}(t)$ is non-positive in $(1, \infty)$.

Proof. The case $\alpha=\beta$ is trivial and since $g_{\alpha, 1}(t)=g_{\alpha}(t)$ and $g_{1, \beta}(t)=-g_{\beta}(t)$, the cases $\alpha=1$ and $\beta=1$ of our assertion follow from Lemma 3.6.

In order to prove the lemma also for the other $(\alpha, \beta)$ in question, set

$$
h_{\alpha}(t):=(1-\alpha)^{2} t^{2}+\left(1+2 \alpha-2 \alpha^{2}\right) t+\alpha^{2}, \quad \alpha, t \in \mathbb{R} .
$$

The parabola $h_{\alpha}(t)$ opens upward and satisfies $h_{\alpha}(1)=2$ for all $\alpha \in \mathbb{R}$, its discriminant is non-negative exactly for $\frac{1}{2}(1-\sqrt{2}) \leq \alpha \leq \frac{1}{2}(1+\sqrt{2})<\frac{3}{2}$, and $h_{\alpha}^{\prime}(1)>0$ exactly if $\alpha<\frac{3}{2}$. Hence, $h_{\alpha}(t)>0$ for all $\alpha \in \mathbb{R}$ and $t>1$ and therefore $g_{\alpha, \beta}(t) \geq 0$ is equivalent to

$$
\log h_{\alpha}(t)-\log h_{\beta}(t) \geq(\beta-\alpha) \log t
$$

Since this inequality holds for all $(\alpha, \beta) \in \mathbb{R}$ when $t=1$, it will suffice to prove that

$$
\begin{equation*}
\frac{h_{\alpha}^{\prime}(t)}{h_{\alpha}(t)}-\frac{h_{\beta}^{\prime}(t)}{h_{\beta}(t)} \geq \frac{\beta-\alpha}{t}, \tag{3.5}
\end{equation*}
$$

or

$$
t h_{\alpha}^{\prime}(t) h_{\beta}(t)-t h_{\beta}^{\prime}(t) h_{\alpha}(t)+(\alpha-\beta) h_{\alpha}(t) h_{\beta}(t) \geq 0 \quad \text { for } t>1
$$

The left-hand side of the latter inequality is equal to $(\alpha-\beta)(1-t)^{2} p_{\alpha, \beta}(t)$, where

$$
p_{\alpha, \beta}(t)=t^{2}(1-\alpha)^{2}(1-\beta)^{2}+t\left(\beta(\beta-1)+\left(\alpha^{2}-\alpha\right)(1-2 \beta(\beta-1))\right)+\alpha^{2} \beta^{2}
$$



Figure 3.4. The sets $P$ and $N$. The interior of $P$ is hatched. The bold curves are $\partial N$. The dotted arc describes the set $H \cap\left\{(\alpha, \beta): \varepsilon_{3}(\alpha, \beta)=\right.$ $0\}$. The dashed curves describes the set $H \cap\left\{(\alpha, \beta): \varepsilon_{2}(\alpha, \beta)=0\right\}$. The four dots describe the location of the points $q_{1}, \ldots, q_{4}$.
so that (3.5) is equivalent to

$$
p_{\alpha, \beta}(t) \geq 0 \quad \text { for } t>1
$$

The discriminant of the parabola (in the following we will always assume that $\alpha \neq 1$ and $\beta \neq 1) p_{\alpha, \beta}(t)$ is equal to $-\varepsilon_{2}(\alpha, \beta) \varepsilon_{3}(\alpha, \beta)$. Since $p_{\alpha, \beta}(t)$ opens upward, it therefore follows that the non-negativity of $p_{\alpha, \beta}(t)$ in $(1, \infty)$ remains to be verified only for $(\alpha, \beta) \in N:=H \backslash P$, where (cf. Figure 3.4)

$$
P:=D \cup\left\{(\alpha, \beta): \varepsilon_{2}(\alpha, \beta) \varepsilon_{3}(\alpha, \beta) \geq 0\right\} \cup\{(1, \beta): \beta \in \mathbb{R}\} \cup\{(\alpha, 1): \alpha \in \mathbb{R}\}
$$

A straightforward computation shows that if $p_{\alpha, \beta}(t)$ has a zero at 1 , then $\varepsilon_{1}(\alpha, \beta)=$ 0 must hold. Since $\left\{(\alpha, \beta): \varepsilon_{1}(\alpha, \beta)=0\right\} \cap H$ is contained in $\bar{D}$, a continuity argument yields that the number of zeros of $p_{\alpha, \beta}(t)$ in $[1, \infty)$ is constant in each component of $N$.

It is easy to see that $N$ consists of exactly 4 components and that no two of the points $q_{1}:=\left(\frac{1}{4}, 0\right), q_{2}:=\left(\frac{3}{2}, 0\right), q_{3}:=\left(0,-\frac{3}{4}\right)$ and $q_{4}:=\left(\frac{3}{2}, \frac{9}{8}\right)$ lie in the same component of $N$ (cf. Figure 3.4). Since one readily verifies that $p_{q_{j}}(t)$ has no zeros in $(1, \infty)$ for $j=1, \ldots, 4$, it follows that $p_{\alpha, \beta}(t)$ is positive in $(1, \infty)$ for all $(\alpha, \beta) \in N$.

The proof of the lemma is complete.

Lemma 3.9. The function $f_{\alpha, \beta}(x)$ is convex on $(0, \infty)$ if $(\alpha, \beta) \in C_{\text {conv. For }}$ $(\alpha, \beta) \in C \backslash C_{\text {conv }}$ and $(\alpha, \beta) \in \Gamma_{1}$ the sign of $f_{\alpha, \beta}^{\prime \prime}(x)$ changes on $(0, \infty)$.

Proof. It follows from the proof of Lemma 3.8 that, for a pair $(\alpha, \beta) \in \mathbb{R}^{2}$ and a $t>1, g_{\alpha, \beta}(t) \geq 0$ if, and only if,

$$
l_{\alpha, \beta}(t):=\log h_{\alpha}(t)-\log h_{\beta}(t)-(\beta-\alpha) \log t \geq 0
$$

and that $l_{\alpha, \beta}(t)$ has a critical point $t$ in $(1, \infty)$ if, and only if, $t$ is a zero of $p_{\alpha, \beta}(t)$. Furthermore, since one easily checks that $\alpha, \beta \neq 1$ and $\varepsilon_{1}(\alpha, \beta) \neq 0$ for all $(\alpha, \beta)$ in the connected set $C$, the proof of Lemma 3.8 also shows that the number of zeros of $p_{\alpha, \beta}(t)$ in $[1, \infty)$ is constant in $C$. It is readily verified that $q_{5}:=\left(\frac{11}{10}, \frac{1}{2}\right) \in C$ (cf. Figure $3.3)$ and that $p_{q_{5}}(t)$ has exactly two zeros in $(1, \infty)$. Hence, for $(\alpha, \beta) \in C, l_{\alpha, \beta}(t)$ has exactly two local extrema in $(1, \infty)$. Since $\beta<\alpha \neq 1$ in $C$, it follows from the proof of Lemma 3.7 that $l_{\alpha, \beta}(t)$ is positive for all $t$ large enough. Since, moreover, $l_{\alpha, \beta}(1)=0$ for all $(\alpha, \beta) \in \mathbb{R}^{2}$, the largest one, say $t^{*}$, of the critical points of $l_{\alpha, \beta}(t)$ in $[1, \infty)$ must be a local minimum of $l_{\alpha, \beta}(t)$ and $l_{\alpha, \beta}(t)$ will be non-negative in $(1, \infty)$ if, and only if, $l_{\alpha, \beta}\left(t^{*}\right) \geq 0$ (or, equivalently, $g_{\alpha, \beta}\left(t^{*}\right) \geq 0$ ). $t^{*}$ must be the largest zero of $p_{\alpha, \beta}(t)$ and can thus be calculated to be $t^{*}(\alpha, \beta)$.

The set $\Gamma_{1}$ belongs to the boundary of both $C$ and $E$, where $E$ is the open bounded set that has the Jordan curve $\Gamma_{1} \cup\left\{(1, \beta): 0 \leq \beta \leq \frac{1}{2}\right\}$ as its boundary ( $E$ is shaded in Figure 3.3). The point $q_{6}:=\left(\frac{101}{100}, \frac{1}{4}\right)$ lies in $E$ and $p_{q_{6}}(t)$ has exactly one zero in $(1, \infty)$. Hence, on $\Gamma_{1}$, at least one of the zeros of $p_{\alpha, \beta}(t)$ is equal to 1 . Since $\varepsilon_{2}(\alpha, \beta) \varepsilon_{3}(\alpha, \beta) \neq 0$ for $(\alpha, \beta) \in \Gamma_{1}$, the function $p_{\alpha, \beta}(t)$ can not have a double zero at $t^{*}(\alpha, \beta)$ on $\Gamma_{1}$. Therefore $t^{*}(\alpha, \beta)$ is the only critical point of $g_{\alpha, \beta}(t)$ in $(1, \infty)$ when $(\alpha, \beta) \in \Gamma_{1}$. Since, for $(\alpha, \beta) \in \Gamma_{1}, g_{\alpha, \beta}(1)=0$ and $g_{\alpha, \beta}(t) \rightarrow \infty$ as $t \rightarrow \infty$, this means that we must have $g_{\alpha, \beta}\left(t^{*}(\alpha, \beta)\right)<0$ for $(\alpha, \beta) \in \Gamma_{1}$.

### 3.3. On the Third Derivative of $f_{\alpha}(x)$

In this section we will give a short proof of a result concerning the functions $f_{\alpha}(x)$ that was used in [KL09a] in order to verify the complete monotonicity in $(0, \infty)$ of the functions $\xi$ from Section 2.2 for $\mu \in\left[\frac{1}{3}, \frac{1}{2}\right)$.

It follows from Theorem 3.5 that for $\mu \in\left(0, \frac{1}{2}\right)$ the function $\phi_{1, \mu}^{\prime \prime}(u)$ changes sign in $(0, \infty)$. Hence, for those parameters, one can not argue like we did in the introduction of this chapter in order to show that the function

$$
L_{1, \mu}(x)=x-\frac{\Gamma(x+\mu)}{\Gamma(x+1)} x^{2-\mu}=\xi(x)
$$

is increasing in $(0, \infty)$. In fact, as mentioned in the second chapter, it is shown in [KL09a] that for $\mu \in\left(0, \frac{1}{3}\right)$ the function $\xi^{\prime}(x)$ is negative for $x$ close to $\infty$ and positive for $x$ close to 0 . For $\mu \in\left[\frac{1}{3}, \frac{1}{2}\right.$ ), however, $\xi^{\prime}(x)$ remains completely monotonic. This was shown in [KL09a], where the following lemma was used in a clever way in order to verify the positivity of

$$
F^{\prime \prime}(u)=u \phi_{1, \mu}^{\prime \prime}(u)+\int_{0}^{u} \phi_{1, \mu}^{\prime}(u-v) \phi_{1, \mu}^{\prime}(v) d v
$$

and therefore also the complete monotonicity of $-L_{1, \mu}^{\prime \prime}(x)$, in $(0, \infty)$ for $\mu \in\left[\frac{1}{3}, \frac{1}{2}\right)$.
Lemma 3.10. Let $\alpha \in\left(\frac{1}{2}, \frac{2}{3}\right]$. Then $f_{\alpha}^{\prime \prime}(x)>0$ for $x \in[1, \infty)$ and $f_{\alpha}^{\prime \prime \prime}(x)>0$ for $x \in(0,1]$.

We give a proof of this lemma that is considerably simpler than the one presented in [KL09a].

First note that, since

$$
\begin{equation*}
f_{\alpha}^{\prime \prime \prime}(x)=\frac{e^{x} l_{\alpha}\left(e^{x}\right)}{\left(e^{x}-1\right)^{4}}, \quad x \in \mathbb{R} \tag{3.6}
\end{equation*}
$$

with

$$
\begin{aligned}
l_{\alpha}(t):= & t^{\alpha}\left((\alpha-1)^{3} t^{2}+\left(-3 \alpha^{3}+6 \alpha^{2}-4\right) t+\right. \\
& \left.+\left(3 \alpha^{3}-3 \alpha^{2}-3 \alpha-1\right)-\alpha^{3} t^{-1}\right)+t^{2}+4 t+1
\end{aligned}
$$

the sign of $f_{\alpha}^{\prime \prime \prime}(x)$ in $(0, \infty)$ is completely determined by the sign of $l_{\alpha}(t)$ in $(1, \infty)$.
Lemma 3.11. For every $\alpha \in\left(\frac{1}{2}, \frac{2}{3}\right]$ there is a $t^{*}>1$ such that $l_{\alpha}(t)$ is positive in $\left(1, t^{*}\right)$ and negative in $\left(t^{*}, \infty\right)$.

Proof. Set $v_{\alpha}(t):=t^{4-\alpha} l_{\alpha}^{\prime \prime \prime}(t)$. Then

$$
\begin{aligned}
\frac{v_{\alpha}(t)}{\alpha(\alpha-1)}= & (\alpha+2)(\alpha+1)(\alpha-1)^{2} t^{3}-(\alpha+1)\left(3 \alpha^{3}-6 \alpha^{2}+4\right) t^{2} \\
& +(\alpha-2)\left(3 \alpha^{3}-3 \alpha^{2}-3 \alpha-1\right) t-\alpha^{2}(\alpha-2)(\alpha-3)
\end{aligned}
$$

and thus, for $\alpha \in\left(\frac{1}{2}, \frac{2}{3}\right], v_{\alpha}(t)$ is a polynomial of degree 3 . Since for $\alpha \in\left(\frac{1}{2}, \frac{2}{3}\right]$ we have $v_{\alpha}(1)=0, v_{\alpha}^{\prime}(1)=6 \alpha^{2}(1-\alpha)^{2}>0$, and

$$
\lim _{t \rightarrow \infty} t^{-3} v_{\alpha}(t)=\alpha(\alpha+2)(\alpha+1)(\alpha-1)^{3}<0
$$

and since a polynomial of degree 3 has at most two local extrema in $\mathbb{R}$, we find that $l_{\alpha}^{\prime \prime \prime}(t)$ has exactly one zero in $(1, \infty)$. Since $l_{\alpha}^{(j)}(1)=0$ for all $\alpha \in \mathbb{R}$ and $j \in\{0,1,2\}$ and since

$$
\lim _{t \rightarrow \infty} t^{-(2+\alpha)} l_{\alpha}(t)=(\alpha-1)^{3}<0
$$

for $\alpha \in(0,1)$, this implies that for each $\alpha \in\left(\frac{1}{2}, \frac{2}{3}\right]$ there is a $t^{*}>1$ such that $l_{\alpha}(t)$ is positive in $\left(1, t^{*}\right)$ and negative in $\left(t^{*}, \infty\right)$.

Lemma 3.12. For $\alpha \in\left(\frac{1}{2}, \frac{2}{3}\right]$ we have $l_{\alpha}(e)>0$ and $g_{\alpha}(e)>0$ (where $g_{\alpha}(t)$ is the function defined in (3.3)).

Proof. Since $l_{\frac{1}{2}}(e)$ and $l_{\frac{2}{3}}(e)$ are positive and since

$$
e^{1-\alpha} \frac{d}{d \alpha} l_{\alpha}(e)=(e-1)^{3} \alpha^{3}-3(e-1)^{2} \alpha^{2}-3 e(e-1)(e-3) \alpha+2 e^{3}-4 e^{2}-4 e
$$

is a polynomial of degree 3 in $\alpha$ that has exactly one zero in $\left(\frac{1}{2}, \frac{2}{3}\right]$ and is positive at $\alpha=\frac{1}{2}$, it follows that $l_{\alpha}(e)>0$ for $\alpha \in\left(\frac{1}{2}, \frac{2}{3}\right]$.

In the same way, since

$$
e^{1-\alpha} \frac{d}{d \alpha} g_{\alpha}(e)=(e-1)^{2} \alpha^{2}+2(1-e) \alpha-e^{2}+3 e
$$

is a parabola in $\alpha$ that does not vanish in $\left(\frac{1}{2}, \frac{2}{3}\right]$ and since $g_{\frac{1}{2}}(e)$ and $g_{\frac{2}{3}}(e)$ are positive, we find that $g_{\alpha}(e)>0$ for $\alpha \in\left(\frac{1}{2}, \frac{2}{3}\right]$.

Now, because of Lemma 3.12 the $t^{*}>1$ that has been found in Lemma 3.11 has to be larger than $e$. By (3.6) this means that, for $\alpha \in\left(\frac{1}{2}, \frac{2}{3}\right], f_{\alpha}^{\prime \prime \prime}(x)$ is positive in $(0,1]$ and $f_{\alpha}^{\prime \prime}(x)$ has exactly one local extremum (a local maximum) in $[1, \infty)$. This completes the proof of Lemma 3.10, since it follows from (3.4), Lemma 3.12 and the case $\alpha \in\left(\frac{1}{2}, 1\right)$ of Lemma 3.6 that $f_{\alpha}^{\prime \prime}(1)>0$ and $f_{\alpha}^{\prime \prime}(x)>0$ for $x$ close to $\infty$ when $\alpha \in\left(\frac{1}{2}, \frac{2}{3}\right]$.

## CHAPTER 4

## On Suffridge's Polynomial Classes

The convolution of two functions

$$
f(z)=\sum_{k=0}^{\infty} a_{k} z^{k} \quad \text { and } \quad g(z)=\sum_{k=0}^{\infty} b_{k} z^{k}
$$

that are analytic in a disk $D$ centered at the origin of the complex plane $\mathbb{C}$ is defined as

$$
(f * g)(z):=\sum_{k=0}^{\infty} a_{k} b_{k} z^{k}
$$

and is itself analytic in $D$.
Two of the most important and beautiful convolution results are the theorem of Grace and the theorem of Ruscheweyh and Sheil-Small.

Theorem 4.1 (Grace). Let

$$
P(z)=\sum_{k=0}^{n}\binom{n}{k} a_{k} z^{k} \quad \text { and } \quad Q(z)=\sum_{k=0}^{n}\binom{n}{k} b_{k} z^{k}
$$

be two polynomials of degree $n$ that have all their zeros in the closed unit disk $\overline{\mathbb{D}}$. Then all zeros of

$$
P * Q * \sum_{k=0}^{n} \frac{1}{\binom{n}{k}} z^{k}=\sum_{k=0}^{n}\binom{n}{k} a_{k} b_{k} z^{k}
$$

lie also in $\overline{\mathbb{D}}$.
Theorem 4.2 (Ruscheweyh and Sheil-Small). If $f$ and $g$ lie in the set $\mathcal{K}$ of convex functions, then $f * g$ is also convex.

Here, the class $\mathcal{K}$ of convex functions is defined to be the set of all functions $f \in \mathcal{A}_{0}$ that map the unit disk $\mathbb{D}$ univalently onto a convex domain.

The original result of Grace can be found in [Gra02]. The version that we present here is due to Szegö [Sze22]. See also [Lam05, Ch. 2], [SS02, Ch. 5], and [RS02, Ch. 3]. Pólya and Schoenberg stated Theorem 4.2 as a conjecture in [PS58]; 15 years later this conjecture was settled by Ruscheweyh and Sheil-Small in [RSS73].

In [Suf76] Suffridge showed that there is a close connection between the theorem of Grace and the theorem of Ruscheweyh and Sheil-Small; this connection will be outlined in the next two pages (a different way of deriving Theorem 4.6 below from the theorem of Grace can be found in [Rus82, Ch. 1, 2] and [SS02, Ch. 8]):

For $n \in \mathbb{N}$ and $\lambda \in\left[0, \frac{2 \pi}{n}\right]$ let $\mathcal{P}_{n}(\lambda)$ be the set of polynomials

$$
P(z)=\sum_{k=0}^{n} A_{k} z^{k}
$$

of degree $n$ that are normalized by $A_{0}=A_{n}=1$ and can be written in the form

$$
P(z)=\prod_{j=1}^{n}\left(1+e^{i \alpha_{j}} z\right)
$$

with $\alpha_{j}+\lambda \leq \alpha_{j+1}$ for $j \in\{1, \ldots, n\}\left(\alpha_{n+1}:=\alpha_{1}+2 \pi\right)$. In other words, a normalized polynomial $P$ of degree $n$ is in $\mathcal{P}_{n}(\lambda)$ if all its zeros lie on the unit circle $\mathbb{T}$ and each pair of its zeros is separated by an angle of at least $\lambda$. Thus, for instance, $P_{n}\left(\frac{2 \pi}{n}\right)=\left\{1+z^{n}\right\}$ and $P \in \mathcal{P}_{n}(0)$ if, and only if, $P$ is normalized and has all its zeros on $\mathbb{T}$.

Natural extremal elements in $\mathcal{P}_{n}(\lambda)$ are those polynomials for which each - except one - pair of consecutive zeros is separated by an angle of exactly $\lambda$. Setting

$$
Q_{n}(\lambda ; z):=\sum_{k=0}^{n}\binom{n}{k}_{\lambda} z^{k}:=\prod_{j=1}^{n}\left(1+e^{i(2 j-n-1) \lambda / 2} z\right)
$$

it is easy to see that the polynomials in $\mathcal{P}_{n}(\lambda)$ which have this property are exactly $Q_{n}\left(\lambda ; e^{2 \pi i k / n} z\right), k \in\{1, \ldots, n\}$, the so-called rotations of $Q_{n}(\lambda ; z) . Q_{n}(\lambda ; z)$ is distinguished by the fact that its zeros lie symmetrical with respect to -1 . By definition $\binom{n}{k}_{0}=\binom{n}{k}$ and by induction one readily verifies (cf. [Suf76] or [SS02, p. 252]) that for $\lambda \in\left(0, \frac{2 \pi}{n}\right)$ and $k \in\{0, \ldots, n\}$

$$
\begin{equation*}
\binom{n}{k}_{\lambda}=\frac{\prod_{j=1}^{n} \sin \frac{j \lambda}{2}}{\prod_{j=1}^{k} \sin \frac{j \lambda}{2} \prod_{j=1}^{n-k} \sin \frac{j \lambda}{2}} \tag{4.1}
\end{equation*}
$$

Therefore $\binom{n}{k}_{\lambda} \neq 0$ for $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ and $k \in\{0, \ldots, n\}$ and we can set

$$
Q_{n}^{(-1)}(\lambda ; z):=\sum_{k=0}^{n} \frac{1}{\binom{n}{k}_{\lambda}} z^{k}, \quad \lambda \in\left[0, \frac{2 \pi}{n}\right) .
$$

For $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ the Suffridge class $\mathcal{S}_{n}(\lambda)$ is now defined to be the set of polynomials $p$ of degree $n$ for which $p * Q_{n}(\lambda ; z)$ is in $\mathcal{P}_{n}(\lambda)$. The existence of $Q_{n}^{(-1)}(\lambda ; z)$ - the convolution inverse of $Q_{n}(\lambda ; z)$ - shows that $\mathcal{S}_{n}(\lambda)$ is homeomorphic to $\mathcal{P}_{n}(\lambda)$ if we identify the set $\mathcal{P}_{n}$ of complex polynomials of degree $\leq n$ with the Banach space $\mathbb{C}^{n+1}$. For reasons that will become clear later on, we also set

$$
\begin{equation*}
\mathcal{S}_{n}\left(\frac{2 \pi}{n}\right):=\operatorname{co}\left\{e_{n}\left(e^{2 \pi i k / n} z\right): k \in\{1, \ldots, n\}\right\} \tag{4.2}
\end{equation*}
$$

where $e_{n}(z):=1+z+z^{2}+\cdots+z^{n}$. Here, for any subset $M$ of a complex vector space, co $M$ denotes the convex hull of $M$.

Suffridge's main results from [Suf76] now read as follows.
Theorem 4.3 (Suffridge). Let $\lambda \in\left[0, \frac{2 \pi}{n}\right]$.
(1) If $p, q \in \mathcal{S}_{n}(\lambda)$, then also $p * q \in \mathcal{S}_{n}(\lambda)$.
(2) If $\lambda<\mu \leq \frac{2 \pi}{n}$, then $\mathcal{S}_{n}(\lambda)$ is contained in the interior of $\mathcal{S}_{n}(\mu)$.

For two polynomials $P$ and $Q$ of degree $n$ and $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ we define

$$
P *_{\lambda} Q:=P * Q * Q_{n}^{(-1)}(\lambda ; z)
$$

Note that $*_{\lambda}$ depends on the degree of $P$ and $Q$. Suffridge's convolution theorem 4.3 (1) can thus be written in the following (nearly) equivalent form.

Theorem 4.4 (Suffridge's convolution theorem). If $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ and $P, Q \in \mathcal{P}_{n}(\lambda)$, then also

$$
P *_{\lambda} Q \in \mathcal{P}_{n}(\lambda) .
$$

The inverse $P^{*}$ of a polynomial $P(z)=\sum_{k=0}^{n} A_{k} z^{k}$ of degree $n$ is defined by

$$
\begin{equation*}
P^{*}(z):=z^{n} \overline{P\left(\frac{1}{\bar{z}}\right)}=\sum_{k=0}^{n} \overline{A_{n-k}} z^{k} \tag{4.3}
\end{equation*}
$$

and $P$ is called self-inversive if $P=P^{*}$ (note that $P^{*}$ depends on the degree of $P$ ). It follows immediately that $P$ is self-inversive if, and only if, its coefficients $A_{k}$ satisfy the symmetry relation $A_{k}=\overline{A_{n-k}}$ for $k \in\{0, \ldots, n\}$. It is also clear that the zeros of $P^{*}$ are obtained by reflecting the zeros of $P$ with respect to the unit circle. Therefore the zeros of a self-inversive polynomial $P$ lie symmetrical with respect to $\mathbb{T}$ and to each polynomial $P$ whose zeros lie symmetrical with respect to $\mathbb{T}$ there is a constant $c \in \mathbb{T}$ such that $c P$ is self-inversive [SS02, Sec. 7.1.1]. In particular, all classes $\mathcal{P}_{n}(\lambda)$ and $\mathcal{S}_{n}(\lambda), \lambda \in\left[0, \frac{2 \pi}{n}\right]$, contain only self-inversive polynomials. We denote the set of selfinversive polynomials of degree $n$ by $\mathcal{S}_{n}$ and the set of $P \in \mathcal{S}_{n}$ which satisfy $P(0)=1$ by $\mathcal{S}_{n}^{1}$.

A straightforward application of the two characterizations of self-inversiveness (symmetry of coefficients and symmetry of zeros) shows that the zeros of a convolution of two polynomials in $\mathcal{S}_{n}$ lie symmetric with respect to the unit circle. It therefore follows from the theorem of Grace that for $P$ and $Q$ in $\mathcal{P}_{n}(0)$ the convolution $P *_{0} Q$ is also in $\mathcal{P}_{n}(0)$. This proves the case $\lambda=0$ of Theorem 4.4 and constitutes the basis of Suffridge's proof of the remaining case $\lambda \in\left(0, \frac{2 \pi}{n}\right)$.

A function $f \in \mathcal{A}_{0}$ is said to lie in the class $\mathcal{R}_{\alpha}$ of functions pre-starlike of order $\alpha<1$ if $f * f_{2-2 \alpha}$ lies in the set $\mathcal{S}_{\alpha}^{*}$ of functions starlike of order $\alpha$ (here $f_{\lambda}$ is defined as in (2.2)). As shown in [Rus82, p. 48], $f \in \mathcal{R}_{\alpha}$ if, and only if, $f \in \mathcal{A}_{0}$ and

$$
\operatorname{Re} \frac{f * f_{3-2 \alpha}(z)}{f * f_{2-2 \alpha}(z)}>\frac{1}{2}, \quad z \in \mathbb{D}
$$

This is one reason why one defines the class $\mathcal{R}_{1}$ of functions pre-starlike of order 1 as the set of those functions $f \in \mathcal{A}_{0}$ for which $\operatorname{Re} \frac{f}{z}>\frac{1}{2}$ in the unit disk. We have the relations $\mathcal{R}_{0}=\mathcal{K}$ and $\mathcal{R}_{1 / 2}=\mathcal{S}_{1 / 2}^{*}$ [Rus82, p. 49].

Pre-starlike functions appeared first in [Suf76] where the following approximation result was shown (see also [SS02, 7.6.8]).

Theorem 4.5.
(1) $f \in \mathcal{A}_{0}$ is pre-starlike of order $\alpha \leq 1$ if, and only if, there exists a sequence $\left\{p_{n_{k}}\right\}_{k \in \mathbb{N}}$ with $p_{n_{k}} \in \mathcal{S}_{n_{k}}\left(\frac{2 \pi}{n_{k}+2-2 \alpha}\right)$ such that $n_{k} \geq k$ for $k \in \mathbb{N}$ and $z p_{n_{k}} \rightarrow f$ locally uniformly in $\mathbb{D}$ as $k \rightarrow \infty$.
(2) For $\mu>0$ we have

$$
\binom{n}{k}_{\frac{2 \pi}{n+\mu}} \rightarrow \frac{(\mu)_{k}}{k!} \quad \text { and } \quad Q_{n}\left(\frac{2 \pi}{n+\mu}\right) \rightarrow \frac{1}{(1-z)^{\mu}}
$$

as $n \rightarrow \infty$.
This, together with Theorem 4.3, enabled Suffridge to prove the following.
Theorem 4.6 (cf. [Suf76]). Let $\beta<\alpha \leq 1$.
(1) If $f, g \in \mathcal{R}_{\alpha}$, then also $f * g \in \mathcal{R}_{\alpha}$.
(2) $\mathcal{R}_{\beta} \subset \mathcal{R}_{\alpha}$.

Since $\mathcal{R}_{0}=\mathcal{K}$, Suffridge's extension of Grace's theorem thus leads to a generalization of Ruscheweyh and Sheil-Small's theorem.

The theorem of Gauß-Lucas (cf. [SS02, Ch. 2] or [RS02, Ch. 2]), perhaps the most well-known fact concerning complex polynomials (besides the fact that each polynomial of degree $n$ has exactly $n$ zeros), is usually applied in some way or other in order to prove the theorem of Grace.

Theorem 4.7 (Gauß-Lucas). Let $P$ be a polynomial of degree $n$ that has all its zeros in the closed unit disk $\overline{\mathbb{D}}$. Then all zeros of $P^{\prime}$ lie also in $\overline{\mathbb{D}} . P^{\prime}$ has a zero $z$ on the unit circle $\mathbb{T}$ if, and only if, $z$ is a multiple zero of $P$.

If $\lambda \in\left(0, \frac{2 \pi}{n}\right)$ and if $P(z)=\sum_{k=0}^{n}\binom{n}{k}_{\lambda} a_{k}(\lambda) z^{k}$ is a polynomial of degree $n$, then we set

$$
\Delta_{\lambda}[P](z):=\frac{P\left(e^{i \lambda / 2} z\right)-P\left(e^{-i \lambda / 2} z\right)}{2 i z \sin \frac{n \lambda}{2}}=\sum_{k=0}^{n-1}\binom{n-1}{k}_{\lambda} a_{k+1}(\lambda) z^{k},
$$

where the second identity follows from (4.1). Note that (4.1) also implies

$$
\binom{n}{k}_{\lambda} \rightarrow\binom{n}{k}, \quad k \in\{0, \ldots, n\},
$$

as $\lambda \rightarrow 0$ and thus

$$
\Delta_{\lambda}[P](z) \rightarrow \Delta_{0}[P](z):=\sum_{k=0}^{n-1}\binom{n-1}{k} a_{k+1}(0) z^{k}=\frac{1}{n} P^{\prime}(z)
$$

locally uniformly in $\mathbb{C}$ as $\lambda \rightarrow 0$. Note also that the operator $\Delta_{\lambda}$ depends on the degree of the polynomial $P$. The following extension of the theorem of Gauß-Lucas, found by Suffridge in [Suf76] (see also [SS02, Thm. 7.1.3] for the case $\lambda=0$ ), plays a crucial role in the proof of Theorem 4.3.

Theorem 4.8. Let $\lambda \in\left[0, \frac{2 \pi}{n}\right)$. A polynomial $P \in \mathcal{S}_{n}^{1}$ belongs to $\mathcal{P}_{n}(\lambda)$ if, and only if, all zeros of $\Delta_{\lambda}[P]$ lie in the closed unit disk. In such a case $\Delta_{\lambda}[P]$ has a zero $z$ on the unit circle $\mathbb{T}$ if, and only if, $P$ vanishes at $e^{i \lambda / 2} z$ and $e^{-i \lambda / 2} z$.

Suffridge's theorems 4.4 and 4.8 are generalizations of special cases of the theorems of Grace and Gauß-Lucas, respectively. Until now it is unclear whether there are extensions of Theorems 4.4 and 4.8 that generalize the theorems of Grace and GaußLucas themselves. Recently, Ruscheweyh and Salinas (and Sugawa) [RS09, RS10, RSS09] have found some very interesting extensions of Theorem 4.6 to so-called disklike domains, i.e. domains which are the union of disks or halfplanes, all containing the origin. Given the relation between Theorems 4.3 and 4.6 , it seems possible that there are extensions or modifications of Theorem 4.3 that lead to a second way of proving some of Ruscheweyh and Salinas' results from [RS09, RS10, RSS09].

In this chapter we will present several minor results that deal with the problem of extending Suffridge's theorems 4.4 and 4.8 to larger polynomial classes. We will mainly consider questions concerning polynomials of the form $\Delta_{\lambda}[P]$ with $P \in \mathcal{P}_{n}(\lambda)$. More explicitly, in our main result we shall prove that for $P \in \mathcal{P}_{n}(\lambda)$ and $Q \in \mathcal{P}_{n-1}(\lambda)$ all zeros of $\Delta_{\lambda} P *_{\lambda} Q$ lie in the closed unit disk. We shall also show that there seems to be no reasonable extension of Laguerre's theorem (a generalization of the theorem of Gauß-Lucas) to the classes $\mathcal{P}_{n}(\lambda)$ and we will give an answer to a long-standing open question posed by Suffridge concerning the iterated application of the $\Delta_{\lambda}$-operator to polynomials in $\mathcal{P}_{n}(\lambda)$. For the proofs of these results we will need some facts concerning Blaschke products and self-inversive convolution operators that might be of independent interest. Many of the results that we will present can also be found in [Lam10].

### 4.1. Some Results Concerning Blaschke Products and Self-Inversive Convolution Operators

In this section we will present definitions and results concerning Blaschke products and self-inversive convolution operators that will be needed in order to prove the main results of this chapter.

A Blaschke product of degree $n \in \mathbb{N}$ is a rational function $B$ of the form

$$
B(z)=c \prod_{j=1}^{n} \frac{z+\zeta_{j}}{1+\overline{\zeta_{j}} z}
$$

with $\left|\zeta_{j}\right|<1$ for $j=1, \ldots, n$ and $|c|=1$. The notions of Blaschke product and inverse are closely connected: from the definition of the inverse of a polynomial it is clear that $B$ is a Blaschke product of degree $n$ if, and only if,

$$
B=c \frac{P}{P^{*}}
$$

where $|c|=1$ and $P$ is a polynomial of degree $m \geq n$ that has $n$ zeros in the open unit disk and $m-n$ zeros on the unit circle. Note that if $P \in \mathcal{P}_{n}(0)$, then $B$ as defined above is equal to a constant of modulus 1 . For our considerations involving Blaschke products we shall need the following algebraic properties of the inverse: for two polynomials $P$ and $Q$ of degree $n$ and $c \in \mathbb{T}$ one has

$$
(P * Q)^{*}=P^{*} * Q^{*} \quad \text { and } \quad(P(c z))^{*}=\bar{c}^{n} P^{*}(c z)
$$

while for $P$ of degree $n$ and $Q$ of degree $m$

$$
(P \cdot Q)^{*}=P^{*} \cdot Q^{*} .
$$

These relations are easily verified and will be used frequently in the rest of the chapter without further mention.

In the next lemma some elementary properties of Blaschke products are collected.
Lemma 4.9. A rational function $B$ is a Blaschke product if, and only if, $B(z)$ takes values on $\mathbb{T}$ exactly for $z \in \mathbb{T}$ and $|B(z)|<1$ for at least one $z \in \mathbb{D}$. If $B$ is a Blaschke product of degree $n$, then for all $\zeta \in \mathbb{T}$ the equation $B(z)=\zeta$ has exactly $n$ distinct solutions on the unit circle.

Proof. It is explained in [DGM02] that a Blaschke product of degree $n$ takes each value on $\mathbb{T}$ at $n$ distinct points on $\mathbb{T}$. Since a rational function of degree $n$ can take no value more than $n$ times and since $|B(0)|<1$ for every Blaschke product $B$, only the 'if'-direction of the first statement remains to be verified.

To this end, observe that if $B(z) \in \mathbb{T}$ only for $z \in \mathbb{T}$ and $|B(z)|<1$ for one $z \in \mathbb{D}$, then $|B(z)|<1$ for all $|z|<1$. For otherwise there would be a $|w|<1$ with $|B(w)|>1$ and therefore the image under $B$ of the straight line that connects $z$ and $w$ in $\mathbb{D}$ would cross the unit circle. But this can not happen, since the pre-images under $B$ of this crossing point would have to lie on the unit circle. Hence, since it is explained in [SS02, Sec. 7.2 .2 ] that a rational function $B$, which satisfies $|B(z)|=1$ and $|B(z)|<1$ for $|z|=1$ and $|z|<1$, respectively, has to be a Blaschke product, the proof of the lemma is complete.

For a polynomial $p(z)=\sum_{k=0}^{n} a_{k} z^{k}$ of degree $n$ we set

$$
\delta[p](z):=\frac{p(z)-p(0)}{z}=\sum_{k=0}^{n-1} a_{k+1} z^{k}
$$

Then it is easy to see that

$$
\begin{equation*}
\Delta_{\lambda}\left[p * Q_{n}(\lambda ; z)\right]=\delta[p] * Q_{n-1}(\lambda ; z) \tag{4.4}
\end{equation*}
$$

for $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ and every polynomial $p$ of degree $n$. We will use this fact frequently in the rest of the chapter without necessarily referring to it. Relation (4.4) leads to a way of defining the class $\mathcal{S}_{n}\left(\frac{2 \pi}{n}\right)$ : by Theorem 4.8 and (4.4) a function $p \in \mathcal{S}_{n}^{1}$ is in $\mathcal{S}_{n}(\lambda)$ for a $\lambda \in\left[0, \frac{2}{\pi}\right)$ if all zeros of $\delta[p] * Q_{n-1}(\lambda ; z)$ lie in the closed unit disk. Since

$$
\begin{equation*}
Q_{n-1}\left(\frac{2 \pi}{n} ; z\right)=\frac{1-z^{n}}{1-z}=\sum_{k=0}^{n-1} z^{k}=e_{n-1}(z), \tag{4.5}
\end{equation*}
$$

one therefore defines the class $\mathcal{S}_{n}\left(\frac{2 \pi}{n}\right)$ to be the set of all polynomials $p \in \mathcal{S}_{n}^{1}$ for which $\delta[p]=\delta[p] * e_{n-1}$ has all its zeros in the closed unit disk. It is shown in [Suf76, Lem. 2] and [SS02, Sec. 7.6.3] that this definition is equivalent to the one given in the introduction of this chapter.

The following general observation concerning the operator $\delta$ will prove important later on.

Lemma 4.10. Let $p \in \mathcal{S}_{n}^{1}$ and $Q \in \mathcal{S}_{n-1}^{1}$. If $|(\delta[p] * Q)(0)|<1$ and if the zeros of $\delta[p] * Q$ do not lie symmetrical with respect to the unit circle, then the following statements are equivalent (the parentheses in one statement hold if, and only if, the parentheses in the other two statements also hold):
(1) All zeros of $\delta[p] * Q$ lie in the closed unit disk (and are of modulus $<1$ ).
(2) For all $\zeta \in \mathbb{T}$ all zeros of

$$
p *(1+\zeta z) Q
$$

(are simple and) lie on $\mathbb{T}$.
(3) For all $\zeta \in \mathbb{T}$ all zeros of

$$
\left(\delta[p]^{*}+\zeta \delta[p]\right) * Q
$$

(are simple and) lie on $\mathbb{T}$.
Proof. Set $C:=\left(\delta[p]^{*}+\zeta \delta[p]\right) * Q$. Then

$$
\begin{equation*}
C=(\delta[p] * Q)^{*}+\zeta(\delta[p] * Q) . \tag{4.6}
\end{equation*}
$$

Because of our hypothesis the rational function

$$
B:=\frac{(\delta[p] * Q)}{(\delta[p] * Q)^{*}}
$$

is not equal to a constant and therefore for all $\zeta \in \mathbb{T}$ all $n-1$ zeros of $C$ lie on $\mathbb{T}$ if, and only if, $B$ takes values on $\mathbb{T}$ exactly for $z \in \mathbb{T}$. Since by our hypothesis also $|B(0)|<1$, Lemma 4.9 shows that this holds if, and only if, $B$ is a Blaschke product. This is equivalent to the fact that $\delta[p] * Q$ has all its zeros in the closed unit disk and to the fact that $z B$ is a Blaschke product. Lemma 4.9 implies that the latter statement holds if, and only if, for all $\zeta \in \mathbb{T}$ all solutions of $z B(z)=-\bar{\zeta}$ or, equivalently,

$$
\begin{aligned}
0 & =(\delta[p] * Q)^{*}+\zeta z(\delta[p] * Q) \\
& =\delta[p]^{*} * Q+(z \delta[p]) *(\zeta z Q) \\
& =p * Q+p * \zeta z Q=p *(1+\zeta z) Q
\end{aligned}
$$

lie on $\mathbb{T}$. We have thus shown the equivalence of statements (1)-(3) without the parentheses.

The polynomial $\delta[p] * Q$ has all its zeros in the open unit disk, if and only if, $B$ and $z B$ are Blaschke products of degree $n-1$ and $n$, respectively. Since a Blaschke product of degree $n$ takes each value on $\mathbb{T}$ at exactly $n$ distinct points on $\mathbb{T}$, statements (1)-(3) are also equivalent if the parentheses are included.

The continuity theorem for polynomials will be essential for dealing with selfinversive convolution operators. For a proof we refer to [RS02, Sec. 1.3].

Theorem 4.11 (Continuity theorem (CT)). Let

$$
P(z)=a \prod_{j=1}^{n}\left(z-z_{j}\right) \quad \text { and } \quad P_{k}(z)=a_{k} \prod_{j=1}^{n}\left(z-z_{j, k}\right), \quad k \in \mathbb{N},
$$

be polynomials of degree $n$. Then $P_{k} \rightarrow P\left(\right.$ in $\left.\mathbb{C}^{n+1}\right)$ as $k \rightarrow \infty$ if, and only if, $a_{k} \rightarrow a$ as $k \rightarrow \infty$ and there is a sequence $\left\{\pi_{k}\right\}_{k \in \mathbb{N}}$ of permutations of $\{1, \ldots, n\}$ such that $z_{\pi_{k}(j), k} \rightarrow z_{j}, j=1, \ldots, n$, as $k \rightarrow \infty$.

Because of coefficient symmetry it is clear that $\mathcal{S}_{n}^{1}$ is closed in $\mathcal{P}_{n}$. Since all zeros of a polynomial $P \in \mathcal{P}_{n}(\lambda), \lambda \in\left[0, \frac{2 \pi}{n}\right]$, lie on the unit circle (and since $P(0)=1$ ), for $k \in\{0, \ldots, n\}$ the $k$ th coefficient of $P$ has to be smaller than $\binom{n}{k}$. Therefore, since it follows readily from CT that $\mathcal{P}_{n}(\lambda)$ is closed, for all $\lambda \in\left[0, \frac{2 \pi}{n}\right]$ the sets $\mathcal{P}_{n}(\lambda)$ and $\mathcal{S}_{n}(\lambda)$ are compact. CT shows that a polynomial $P \in \mathcal{P}_{n}(\lambda)$ is an interior point of $\mathcal{P}_{n}(\lambda)$ in $\mathcal{S}_{n}^{1}$ if, and only if, each pair of zeros of $P$ is separated by an angle $>\lambda$. We shall say that a polynomial $P \in \mathcal{P}_{n}(\lambda)$ lies on a one-dimensional boundary component of $\mathcal{P}_{n}(\lambda)$ if

$$
P(z)=Q_{n-k}\left(\lambda ; e^{i k \alpha} e^{2 i j \pi / n} z\right) Q_{k}\left(\lambda ; e^{-i(n-k) \alpha} e^{2 i j \pi / n} z\right)
$$

where $k \in\{1, \ldots, n-1\}, j \in\{0, \ldots, n-1\}$ and $\alpha \in\left[\frac{\lambda}{2}, \frac{2 \pi}{n}-\frac{\lambda}{2}\right]$. In other words, $P \in \mathcal{P}_{n}(\lambda)$ lies on a one-dimensional boundary component of $\mathcal{P}_{n}(\lambda)$ if, and only if, it has at most two pairs of consecutive zeros that are separated by an angle $>\lambda$.

If $H \in \mathcal{S}_{n}^{1}$ and $H \neq 1+z^{n}$, then we call

$$
\Phi: \mathcal{P}_{n} \rightarrow \mathcal{P}_{n}, P \mapsto H * P
$$

a self-inversive convolution operator of degree $n$. Each self-inversive convolution operator $\Phi$ is a continuous mapping of the set $\mathcal{S}_{n}^{1}$ into itself. If $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ and if there is a $\mu \in\left[0, \frac{2 \pi}{n}\right)$ such that

$$
\Phi\left[\mathcal{P}_{n}(\lambda)\right] \subseteq \mathcal{P}_{n}(\mu)
$$

we define $\mu(\Phi ; \lambda)$ to be the largest $\mu \in\left[0, \frac{2 \pi}{n}\right)$ for which this relation holds. Then, since (a) with $\mathcal{P}_{n}(\lambda)$ also $\Phi\left[\mathcal{P}_{n}(\lambda)\right]$ is compact, (b) $\mathcal{P}_{n}(\mu)$ is a decreasing (with respect to $\mu$ ) family of compact sets, and (c) obviously

$$
\begin{equation*}
\mathcal{P}_{n}(\mu)=\overline{\bigcup_{\mu<\lambda \leq \frac{2 \pi}{n}} \mathcal{P}_{n}(\lambda)}=\overline{\bigcap_{0 \leq \lambda<\mu} \mathcal{P}_{n}(\lambda)}, \tag{4.7}
\end{equation*}
$$

$\mu(\Phi ; \lambda)$ is well defined and there is a polynomial $P \in \mathcal{P}_{n}(\lambda)$ for which $\Phi[P]$ has a pair of zeros that is separated by an angle of exactly $\mu(\Phi ; \lambda)$ (if $\mu(\Phi ; \lambda)=0$ this means that $\Phi[P]$ has at least one multiple zero on $\mathbb{T}$ ). In such a case we will say that $P$ is a minimizing polynomial for the self-inversive convolution operator $\Phi$.

In [Lam05] Suffridge's proof of Theorem 4.4 is presented in a more elaborate way than the one in [Suf76]. In [Lam05] the central result in Suffridge's polynomial convolution theory takes the following form.

Theorem 4.12 (cf. [Lam05, Thm. 4.8]). Let $\lambda \in\left(0, \frac{2 \pi}{n}\right)$ and suppose that $\Phi$ is a self-inversive convolution operator on $\mathcal{P}_{n}$ for which $\mu(\Phi ; \lambda)>0$. Then there is a minimizing polynomial for $\Phi$ that lies on a one-dimensional boundary component of $\mathcal{P}_{n}(\lambda)$.

We shall need the following weak form of this theorem in the case that $\mu(\Phi ; \lambda)=0$.
Lemma 4.13. Let $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ and suppose $\mu(\Phi ; \lambda)=0$ for a self-inversive convolution operator $\Phi$ of degree $n$. Then $\Phi$ maps the interior of $\mathcal{P}_{n}(\lambda)$ into the interior of $\mathcal{P}_{n}(0)$.

Proof. Let $\Phi[P]=H * P$ with $H(z)=\sum_{k=0}^{n} H_{k} z^{k} \in \mathcal{S}_{n}^{1}$. In order to obtain a contradiction, suppose that $P(z)=\sum_{k=0}^{n} A_{k} z^{k}$ is an interior point of $\mathcal{P}_{n}(\lambda)$ for which

$$
C(z):=(H * P)(z)=\sum_{k=0}^{n} A_{k} H_{k} z^{k}
$$

has a zero of order $l \in\{2, \ldots, n\}$ at $z^{*} \in \mathbb{T}$. Then $C^{(l-1)}\left(z^{*}\right)=0$ and therefore there has to be a maximal $p \in\{l-1, \ldots, n-1\}$ for which $H_{p} \neq 0$. Because of coefficient symmetry and because $p$ is chosen maximally, $p \geq \frac{n}{2}$.

Assume first that $p>\frac{n}{2}$ and set

$$
P_{r, \theta}(z):=P(z)+r e^{-i \theta} z^{n-p}+r e^{i \theta} z^{p}
$$

and

$$
C_{r, \theta}(z):=\left(H * P_{r, \theta}\right)(z)=C(z)+r e^{-i \theta} \overline{H_{p}} z^{n-p}+r e^{i \theta} H_{p} z^{p}
$$

for $r, \theta \in \mathbb{R}$. Since $P$ is an interior point of $\mathcal{P}_{n}(\lambda)$ there is an $r_{0}>0$ such that $P_{r, \theta} \in \mathcal{P}_{n}(\lambda)$, and thus $C_{r, \theta} \in \mathcal{P}_{n}(0)$, for all $r \in\left[0, r_{0}\right]$ and $\theta \in \mathbb{R}$. In particular, a repeated application of the theorem of Gauß-Lucas shows that for those $r$ and $\theta$ all zeros of $C_{r, \theta}^{(l-1)}$ have to lie in the closed unit disk.

Fix $\theta \in \mathbb{R}$ and observe that since $z^{*}$ is a zero of order $l$ of $C$ we have $C^{(l)}\left(z^{*}\right)=$ $C_{0, \theta}^{(l)}\left(z^{*}\right) \neq 0$. Hence, by the implicit function theorem there is a differentiable function $z^{*}(r) \in \mathbb{C}, r$ in a real neighborhood $N$ of the origin, satisfying $z^{*}=z^{*}(0)$ and $C_{r, \theta}^{(l-1)}\left(z^{*}(r)\right)=0$ for $r \in N$, such that

$$
\left(z^{*}\right)^{\prime}(0)=\frac{e^{-i \theta} A+e^{i \theta} B}{C^{(l)}\left(z^{*}(0)\right)}
$$

where

$$
\begin{aligned}
A & :=(-1)^{l}(p-n)_{l-1} \overline{H_{p}} z^{*}(0)^{n-p-(l-1)} \\
B & :=(-1)^{l}(-p)_{l-1} H_{p} z^{*}(0)^{p-(l-1)}
\end{aligned}
$$

Since $l-1 \leq p$ and $p>\frac{n}{2}$ we have $|B|>|A|$. Therefore

$$
\arg \left(e^{-i \theta} A+e^{i \theta} B\right)=-\theta+\arg \left(A+e^{2 i \theta} B\right)
$$

increases by $2 \pi$ if $\theta$ increases by $2 \pi$ and thus there must be a $\theta^{*} \in \mathbb{R}$ such that $\left(z^{*}\right)^{\prime}(0)$ and $z^{*}(0)$ have the same argument. This implies that $C_{r, \theta^{*}}^{(l-1)}$ has a zero outside $\overline{\mathbb{D}}$ for small $r>0$ - a contradiction.

What remains now is to consider the case in which $n$ is even and $p=\frac{n}{2}$. Then $H_{p}$, $A_{p} \in \mathbb{R}$ and $H(z)=1+H_{p} z^{p}+z^{2 p}$ so that

$$
C(z)=1+A_{p} H_{p} z^{p}+z^{2 p} .
$$

It is not difficult to check that a polynomial of the form $1+R z^{p}+z^{2 p}$ has all its zeros on $\mathbb{T}$ if, and only if, $R \in[-2,2]$, and multiple zeros on $\mathbb{T}$ if, and only if, $R \in\{-2,2\}$. Since by our assumption $C$ has at least one multiple zero on $\mathbb{T},\left|A_{p} H_{p}\right|=2$ has to hold. Since $P$ is an interior point of $\mathcal{P}_{n}(\lambda)$ there is a real neighborhood $N$ of the origin such that for $r \in N$

$$
P_{r}(z):=P(z)+r z^{p} \in \mathcal{P}_{n}(\lambda)
$$

and therefore

$$
C_{r}(z):=\left(H * P_{r}\right)(z)=1+\left(A_{p}+r\right) H_{p} z^{p}+z^{2 p} \in \mathcal{P}_{n}(0) .
$$

However, since $\left|A_{p} H_{p}\right|=2$, we can find an $r^{*} \in N$ for which $\left|\left(A_{p}+r^{*}\right) H_{p}\right|>2$. Hence, $C_{r^{*}}$ has to have zeros off the unit circle - a contradiction.

This result can be used to show a refined version of Grace's theorem and an extension of Theorem 4.12 to the case where $\mu(\Phi ; \lambda)=0$.

Lemma 4.14. Let $H$ lie in the interior of $\mathcal{P}_{n}(0)$ and define the self-inversive convolution operator $\Phi$ by $\Phi[P]:=H *_{0} P$ for $P \in \mathcal{S}_{n}^{1}$. Then $\mu(\Phi ; 0)>0$.

Proof. Because of Grace's theorem we have $\mu(\Phi ; 0) \geq 0$.
Suppose $\mu(\Phi ; 0)=0$. Then there is a minimizing polynomial $P \in \mathcal{P}_{n}(0)$ such that $\Phi[P]=H *_{0} P$ has a multiple zero on $\mathbb{T}$. A second application of Grace's theorem yields that for the self-inversive convolution operator $\Psi[Q]:=P *_{0} Q, Q \in \mathcal{S}_{n}^{1}$, we also have $\mu(\Psi ; 0)=0$. But then, by Lemma 4.13, $\Psi[H]=P *_{0} H=\Phi[P]$ can not have a multiple zero on $\mathbb{T}$, since $H$ lies in the interior of $\mathcal{P}_{n}(0)$.

Theorem 4.15. Let $\lambda \in\left(0, \frac{2 \pi}{n}\right)$ and suppose that $\Phi$ is a self-inversive convolution operator on $\mathcal{P}_{n}$ for which $\mu(\Phi ; \lambda) \geq 0$. Then there is a minimizing polynomial for $\Phi$ that lies on a one-dimensional boundary component of $\mathcal{P}_{n}(\lambda)$.

Proof. Because of Theorem 4.12 we have only to consider the case $\mu:=\mu(\Phi ; \lambda)=$ 0.

Suppose $F \in \mathcal{P}_{n}(\lambda)$ is a minimizing polynomial for $\Phi$, i.e. suppose $F$ is such that $\Phi[F]$ has at least one multiple zero on $\mathbb{T}$, and let $\left\{\lambda_{k}\right\}_{k \in \mathbb{N}} \subset\left(\lambda, \frac{2 \pi}{n}\right)$ be such that $\lambda_{k} \rightarrow \lambda$ as $k \rightarrow \infty$. Then, by Lemma 4.13, we have $\mu_{k}:=\mu\left(\Phi, \lambda_{k}\right)>0$ for all $k \in \mathbb{N}$. Since by (4.7) there are polynomials $F_{k} \in \mathcal{P}_{n}\left(\lambda_{k}\right), k \in \mathbb{N}$, such that $F_{k} \rightarrow F$ (and thus also $\left.\Phi\left[F_{k}\right] \rightarrow \Phi[F]\right)$ as $k \rightarrow \infty$, it follows from CT that $\mu_{k} \rightarrow 0$ as $k \rightarrow \infty$. By Theorem 4.12 to each $k \in \mathbb{N}$ there is a polynomial $P_{k}$ lying on a one-dimensional boundary component of $\mathcal{P}_{n}\left(\lambda_{k}\right)$ for which $\Phi\left[P_{k}\right]$ has a pair of zeros separated by an angle of exactly $\mu_{k}$. Because of the compactness of $\mathcal{P}_{n}(0)$ we may assume that there is a $P \in \mathcal{P}_{n}(0)$ such that $P_{k} \rightarrow P$ as $k \rightarrow \infty$ and because of CT $P$ lies on a one-dimensional boundary component of $\mathcal{P}_{n}(\lambda)$. CT and the fact that $\mu_{k} \rightarrow 0$ as $k \rightarrow \infty$ imply that $\Phi[P]$ belongs to $\mathcal{P}_{n}(0)$ and has at least one multiple zero.

Let $H(z)=\sum_{k=0}^{n} A_{k} z^{k}$ be a polynomial of degree $n$ whose zeros lie symmetrical with respect to the unit circle. Then there is a $c \in \mathbb{T}$ such that $c H$ is self-inversive and therefore $c A_{k}=\bar{c} \overline{A_{n-k}}$ for $k \in\{0, \ldots, n\}$. It follows that

$$
\hat{H}(z):=\frac{1}{A_{0}} H(d z) \quad \text { with } \quad d:=\left(c \frac{A_{0}}{\left|A_{0}\right|}\right)^{\frac{2}{n}}
$$

is a member of $\mathcal{S}_{n}^{1}$. From now on we will use the following convention: If for an $H$ as above we define a convolution operator $\Phi$ by

$$
\Phi[P](z):=(H * P)(z), \quad P \in \mathcal{S}_{n}^{1}
$$

and call $\Phi$ a self-inversive convolution operator, it should always be understood that $\Phi$ is actually defined by

$$
\Phi[P](z):=(\hat{H} * P)(z), \quad P \in \mathcal{S}_{n}^{1} .
$$

Since $(\hat{H} * P)(z)=\frac{1}{A_{0}}(H * P)(d z), \hat{H} * P$ is an element (resp. an interior point) of $\mathcal{P}_{n}(\lambda)$ for a $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ if, and only if $H * P$ has all its zeros on the unit circle and each pair of zeros of $H * P$ is separated by an angle $\geq \lambda$ (resp. $>\lambda$ ).

### 4.2. An Extension of Suffridge's Inclusion Theorem

In this section we will present and prove the main result of this chapter: an extension of Suffridge's inclusion theorem 4.3 (2).

Applying the definition of the classes $\mathcal{S}_{n}(\lambda)$, Theorem 4.3 (2) implies that if $P(z)=$ $\sum_{k=0}^{n}\binom{n}{k}{ }_{\lambda} a_{k} z^{k}$ belongs to $\mathcal{P}_{n}(\lambda)$ and $0 \leq \lambda \leq \mu<\frac{2 \pi}{n}$, then

$$
P *_{\lambda} Q_{n}(\mu ; z)=\sum_{k=0}^{n}\binom{n}{k} a_{\mu} z^{k} \in \mathcal{P}_{n}(\mu) .
$$

Because of Theorem 4.8 this is equivalent to the fact that all zeros of

$$
\Delta_{\mu}\left[P *_{\lambda} Q_{n}(\mu ; z)\right](z)=\sum_{k=0}^{n-1}\binom{n-1}{k}_{\mu} a_{k+1} z^{k}=\Delta_{\lambda}[P] *_{\lambda} Q_{n-1}(\mu ; z)
$$

lie in the closed unit disk.
Suffridge's inclusion theorem 4.3 (2) can thus be stated in the following (nearly) equivalent form.

Theorem 4.16 (Suffridge's inclusion theorem). If $0 \leq \lambda \leq \mu<\frac{2 \pi}{n}$ and if $P \in$ $\mathcal{P}_{n}(\lambda)$, then all zeros of

$$
\Delta_{\lambda}[P] *_{\lambda} Q_{n-1}(\mu ; z)
$$

lie in the closed unit disk.
In this section we will prove the following extension of this result.
Theorem 4.17. Let $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ and $P \in \mathcal{P}_{n}(\lambda), Q \in \mathcal{P}_{n-1}(\lambda)$.
(1) All zeros of $\Delta_{\lambda}[P] *_{\lambda} Q$ lie in the closed unit disk.
(2) For all $\zeta \in \mathbb{T}$ all zeros of

$$
P *_{\lambda}(1+z \zeta) Q
$$

lie on $\mathbb{T}$.
(3) If $P$ is not a rotation of $Q_{n}(\lambda ; z)$, then for all $\zeta \in \mathbb{T}$ all zeros of

$$
\left(\Delta_{\lambda}[P]^{*}+\zeta \Delta_{\lambda}[P]\right) *_{\lambda} Q
$$

lie on $\mathbb{T}$.
The statements (1)-(3) are equivalent.
The equivalence of the three statements is shown in the next lemma.
Lemma 4.18. Let $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ and suppose $P \in \mathcal{P}_{n}(\lambda)$ and $Q \in \mathcal{P}_{n-1}(\lambda)$. If $P$ is not a rotation of the extremal polynomial $Q_{n}(\lambda ; z)$, then the following statements are equivalent (the parentheses in one statement hold if, and only if, the parentheses in the other two statements also hold):
(1) All zeros of $\Delta_{\lambda}[P] *_{\lambda} Q$ lie in the closed unit disk (and are of modulus $<1$ ).
(2) For all $\zeta \in \mathbb{T}$ all zeros of

$$
P *_{\lambda}(1+\zeta z) Q
$$

(are simple and) lie on $\mathbb{T}$.
(3) For all $\zeta \in \mathbb{T}$ all zeros of

$$
\left(\Delta_{\lambda}[P]^{*}+\zeta \Delta_{\lambda}[P]\right) *_{\lambda} Q
$$

(are simple and) lie on $\mathbb{T}$.
Proof. Let $p \in \mathcal{S}_{n}(\lambda)$ be such that $P=p * Q_{n}(\lambda ; z)$. We have

$$
\begin{equation*}
\Delta_{\lambda}[P] *_{\lambda} Q=\delta[p] * Q, \quad P *_{\lambda}(1+\zeta z) Q=p *(1+\zeta z) Q, \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\Delta_{\lambda}[P]^{*}+\zeta \Delta_{\lambda}[P]\right) *_{\lambda} Q=\left(\delta[p]^{*}+\zeta \delta[p]\right) * Q \tag{4.9}
\end{equation*}
$$

Our claim will therefore follow from Lemma 4.10 once it is verified that $\mid\left(\Delta_{\lambda}[P] *_{\lambda}\right.$ $Q)(0) \mid<1$ and that the zeros of $\Delta_{\lambda}[P] *_{\lambda} Q$ do not lie symmetrical with respect to $\mathbb{T}$.

In order to do this, let $P(z)=\sum_{k=0}^{n}\binom{n}{k}_{\lambda} a_{k} z^{k}$ and $Q(z)=\sum_{k=0}^{n-1}\binom{n-1}{k}_{\lambda} b_{k} z^{k}$ and suppose that the zeros of

$$
C(z):=\left(\Delta_{\lambda}[P] *_{\lambda} Q\right)(z)=\sum_{k=0}^{n-1}\binom{n-1}{k}_{\lambda} a_{k+1} b_{k} z^{k}
$$

lie symmetrical with respect to $\mathbb{T}$. Then there is a $c \in \mathbb{T}$ such that $c C$ is self-inversive. Hence, $c a_{k+1} b_{k}=\overline{c a_{n-k} b_{n-1-k}}$ for $k \in\{0, \ldots, n-1\}$ and consequently, as $b_{0}=b_{n-1}=$ $a_{n}=1,\left|a_{1}\right|=1 . a_{1}$ is the constant coefficient of $\Delta_{\lambda}[P]$, a polynomial with leading coefficient 1 that by Theorem 4.8 has all its zeros in $\overline{\mathbb{D}}$. Therefore all zeros of $\Delta_{\lambda}[P]$ have to lie on $\mathbb{T}$ and Theorem 4.8 shows that this happens if, and only if, $P$ is a rotation of $Q_{n}(\lambda ; z)$.

Since $C(0)=a_{1}$, we also get $|C(0)| \leq 1$ for all $P \in \mathcal{P}_{n}(\lambda)$ with $|C(0)|=1$ if, and only if, $P$ is a rotation of $Q_{n}(\lambda ; z)$.

Note that the convolution factors in the statements (2) and (3) of the above lemma are of degree $n$ and $n-1$, respectively. The next lemma will be important for exploiting the equivalence of those two statements in order to obtain a proof by induction of Theorem 4.17.

Lemma 4.19. Let $P$ lie on a one-dimensional boundary component of $\mathcal{P}_{n}(\lambda)$. If $P$ is not a rotation of $Q_{n}(\lambda ; z)$, then there is a polynomial $R \in \mathcal{P}_{n-2}(\lambda)$ and a $c \in \mathbb{T}$ such that for every $\zeta \in \mathbb{T}$ there are $\eta \in \mathbb{T}$ and $\gamma \in \mathbb{C} \backslash\{0\}$ with

$$
\Delta_{\lambda}[P]^{*}(z)+\zeta \Delta_{\lambda}[P](z)=\gamma(1+\eta z) R(c z) .
$$

Proof. Because $P$ lies on a one-dimensional boundary component of $\mathcal{P}_{n}(\lambda)$, there are $n_{1}, n_{2} \in \mathbb{N}$ with $n_{1}+n_{2}=n$ and $\alpha_{1}, \alpha_{2} \in \mathbb{R}$ with $n_{1} \alpha_{1}+n_{2} \alpha_{2}=2 k \pi$ for an integer $k$ such that

$$
P(z)=Q_{n_{1}}\left(\lambda ; e^{i \alpha_{1}} z\right) Q_{n_{2}}\left(\lambda ; e^{i \alpha_{2}} z\right)
$$

Since $P$ is not a rotation of $Q_{n}(\lambda ; z)$, it follows from Theorem 4.8 that there is a $w \in \mathbb{D}$ such that

$$
\Delta_{\lambda}[P](z)=(d z-w) Q_{n_{1}-1}\left(\lambda ; e^{i \alpha_{1}} z\right) Q_{n_{2}-1}\left(\lambda ; e^{i \alpha_{2}} z\right)
$$

where $d:=e^{i\left(\alpha_{1}+\alpha_{2}\right)}$ (the leading coefficient of $\Delta_{\lambda}[P]$ must be 1 ). Set

$$
c:=e^{-i\left(\alpha_{1}+\alpha_{2}\right) /\left(n_{1}+n_{2}-2\right)} \quad \text { and } \quad R(z):=Q_{n_{1}-1}\left(\lambda ; e^{i \alpha_{1}} \bar{c} z\right) Q_{n_{2}-1}\left(\lambda ; e^{i \alpha_{2}} \bar{c} z\right) .
$$

Then $\Delta_{\lambda}[P](z)=(d z-w) R(c z)$ and $R \in \mathcal{P}_{n-2}(\lambda)$, since $R$ has the right normalization and each pair of zeros of $R$ is separated by an angle $\geq \lambda$. Therefore

$$
\Delta_{\lambda}[P]^{*}(z)+\zeta \Delta_{\lambda}[P](z)=\left(\bar{c}^{n-2} \bar{d}-\zeta w+\left(\zeta d-\bar{c}^{n-2} \bar{w}\right) z\right) R(c z) .
$$

Our assertion follows by setting

$$
\gamma:=\bar{c}^{n-2} \bar{d}-\zeta w \quad \text { and } \quad \eta:=\bar{\zeta} c^{n-2} \frac{\zeta d-\bar{c}^{n-2} \bar{w}}{\overline{\zeta d}-c^{n-2} w} .
$$

We proceed to the proof of Theorem 4.17.
Proof of Theorem 4.17. The case $\lambda=0$ follows from the theorem of Grace.
In order to show the case $\lambda \in\left(0, \frac{2 \pi}{n}\right)$, we will apply Lemma 4.18 and prove by induction that if $P \in \mathcal{P}_{n}(\lambda)$ and $Q \in \mathcal{P}_{n-1}(\lambda)$, then for all $\zeta \in \mathbb{T}$ all zeros of

$$
\begin{equation*}
(1+\zeta z) Q *_{\lambda} P \tag{4.10}
\end{equation*}
$$

lie on the unit circle $\mathbb{T}$.
For $n=1$ the assertion is trivially true.
Let $n>1, \lambda \in\left(0, \frac{2 \pi}{n}\right)$ and $Q \in \mathcal{P}_{n-1}(\lambda)$ and suppose for the moment that $\zeta \in \mathbb{T}$ is such that $(1+\zeta z) Q$ is not equal to $1+z^{n}$ and has only simple zeros on $\mathbb{T}$. For $t \in[0, \lambda]$ define the self-inversive convolution operator $\Phi_{t}$ by

$$
\Phi_{t}[P](z):=(1+\zeta z) Q(z) *_{t} P(z), \quad P \in \mathcal{S}_{n}^{1}
$$

and set

$$
\mu(t):=\mu\left(\Phi_{t}, t\right)
$$

for all $t \in[0, \lambda]$ for which $\mu\left(\Phi_{t}, t\right)$ is defined.
Note first that each $t^{*} \in\left[0, \frac{2 \pi}{n}\right)$, for which $\mu\left(t^{*}\right)$ is positive, has a neighborhood $N$ in $\left[0, \frac{2 \pi}{n}\right)$ such that $\mu(t)>0$ for $t \in N$ (in the following we will call this the (p)-property of $\mu(t))$.

For otherwise there is a sequence $\left\{t_{k}\right\}_{k \in \mathbb{N}} \subset\left[0, \frac{2 \pi}{n}\right)$ that converges to $t^{*}$ as $k \rightarrow \infty$ and polynomials $P_{k} \in \mathcal{P}_{n}\left(t_{k}\right)$ such that

$$
\begin{equation*}
\Phi_{t_{k}}\left[P_{k}\right] \notin \mathcal{P}_{n}(s) \quad \text { for all } \quad k \in \mathbb{N}, s \in\left(0, \frac{2 \pi}{n}\right] \tag{4.11}
\end{equation*}
$$

Since $\mathcal{P}_{n}(0)$ is compact, we may assume that there is a $P \in \mathcal{P}_{n}(0)$ such that $P_{k} \rightarrow P$ as $k \rightarrow \infty$, and because of CT we must have $P \in \mathcal{P}_{n}\left(t^{*}\right)$. Then $\Phi_{t_{k}}\left[P_{k}\right] \rightarrow \Phi_{t^{*}}[P]$ as $k \rightarrow \infty$, which, because of CT, contradicts (4.11).

Since $(1+\zeta z) Q$ has only simple zeros, Lemma 4.14 gives $\mu(0)>0$. Hence, because of the (p)-property of $\mu(t)$,

$$
t^{*}:=\sup \{t \in(0, \lambda]: \mu(s)>0 \text { for all } s \in[0, t)\}
$$

is well defined. If $P \in \mathcal{P}_{n}\left(t^{*}\right)$, then $P \in \mathcal{P}_{n}(s)$ (and thus $\left.\Phi_{s}[P] \in \mathcal{P}_{n}(0)\right)$ for all $s \in\left[0, t^{*}\right)$. Hence, because of CT, we have $\mu\left(t^{*}\right) \geq 0$.

In order to obtain a contradiction we assume that $t^{*}<\lambda$. Then $\mu\left(t^{*}\right)=0$ has to hold, since otherwise the (p)-property of $\mu(t)$ would contradict the definition of $t^{*}$, and, because of Theorem 4.15, there is a polynomial $P$ lying on a one-dimensional boundary component of $\mathcal{P}_{n}\left(t^{*}\right)$ for which

$$
\Phi_{t^{*}}[P]=(1+\zeta z) Q *_{t^{*}} P
$$

has a multiple zero on the unit circle. Since $(1+\zeta z) Q$ has only simple zeros on $\mathbb{T}, P$ can not be a rotation of the extremal polynomial $Q_{n}\left(t^{*} ; z\right)$.

Because of Lemma 4.19 there is a polynomial $R \in \mathcal{P}_{n-2}\left(t^{*}\right)$ and a $c \in \mathbb{T}$ such that for all $\xi \in \mathbb{T}$ there are $\eta \in \mathbb{T}$ and $\gamma \in \mathbb{C} \backslash\{0\}$ with

$$
\begin{equation*}
\Delta_{t^{*}}[P]^{*}(z)+\xi \Delta_{t^{*}}[P](z)=\gamma(1+\eta z) R(c z) . \tag{4.12}
\end{equation*}
$$

For $F \in \mathcal{S}_{n-1}^{1}$ define now

$$
\Psi_{\eta}[F](z):=(1+\eta z) R(c z) *_{t^{*}} F(z)
$$

It follows from the induction hypothesis that $\mu\left(\Psi_{\eta}, t^{*}\right) \geq 0$ for all $\eta \in \mathbb{T}$.
Suppose that $\mu\left(\Psi_{\eta}, t^{*}\right)=0$ for an $\eta \in \mathbb{T}$. Since $Q \in \mathcal{P}_{n-1}(\lambda)$ and $t^{*}<\lambda, Q$ is an interior point of $\mathcal{P}_{n-1}\left(t^{*}\right)$ and therefore Lemma 4.13 shows that $\Psi_{\eta}[Q]$ has only simple zeros on $\mathbb{T}$. This, of course, holds also if $\mu\left(\Psi_{\eta}, t^{*}\right)>0$ and thus for all $\eta \in \mathbb{T}$

$$
(1+\eta z) R(c z) *_{t^{*}} Q(z)
$$

has only simple zeros on $\mathbb{T}$. Because of (4.12) this means that for all $\xi \in \mathbb{T}$

$$
\left(\Delta_{\lambda}[P]^{*}+\xi \Delta_{\lambda}[P]\right) *_{t^{*}} Q
$$

has only simple zeros on $\mathbb{T}$. By Lemma 4.18 this is equivalent to the fact that for all $\xi \in \mathbb{T}$

$$
(1+\xi z) Q *_{t^{*}} P
$$

has only simple zeros on $\mathbb{T}$. Since this holds in particular for $\xi=\zeta$, we have obtained a contradiction. Thus $t^{*}=\lambda$ must be true and therefore

$$
\mu(\lambda)=\mu\left(t^{*}\right) \geq 0
$$

Finally, let $Z \subset \mathbb{T}$ be the set of those $\zeta \in \mathbb{T}$ for which $(1+\zeta z) Q$ either has a multiple zero on $\mathbb{T}$ or is equal to $1+z^{n}$. Then $Z$ contains at most $n$ elements and therefore for each $\zeta \in Z$ the polynomial

$$
(1+\zeta z) Q *_{\lambda} P
$$

can be approximated by a sequence

$$
\left(1+\zeta_{k} z\right) Q *_{\lambda} P, \quad k \in \mathbb{N},
$$

with $\zeta_{k} \in \mathbb{T} \backslash Z$. It follows from CT and what we have shown above that $(1+\zeta z) Q *_{\lambda} P \in$ $\mathcal{P}_{n}(0)$.

Theorem 4.17 can be extended to $\lambda=\frac{2 \pi}{n}$. In order to do this, we need the relation

$$
\begin{equation*}
\mathcal{S}_{n}\left(\frac{2 \pi}{n}\right)=\overline{\bigcup_{0 \leq \lambda<\frac{2 \pi}{n}} \mathcal{S}_{n}(\lambda)} \tag{4.13}
\end{equation*}
$$

which is proven in [Suf76] (see also [Lam05, Sec. 4.3]).
Theorem 4.20. Let $\lambda \in\left[0, \frac{2 \pi}{n}\right]$ and $p \in \mathcal{S}_{n}(\lambda), Q \in \mathcal{P}_{n-1}(\lambda)$.
(1) All zeros of $\delta[p] * Q$ lie in the closed unit disk.
(2) For all $\zeta \in \mathbb{T}$ all zeros of

$$
p *(1+z \zeta) Q
$$

lie on $\mathbb{T}$.
(3) If $p$ is not equal to a rotation of $e_{n}(z)=1+z+\cdots z^{n}$, then for all $\zeta \in \mathbb{T}$ all zeros of

$$
\left(\delta[p]^{*}+\zeta \delta[p]\right) * Q
$$

lie on $\mathbb{T}$.

Proof. For $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ and $p \in \mathcal{S}_{n}(\lambda)$ the assertion follows from Theorem 4.17 and (4.8), (4.9). Since $Q \in \mathcal{P}_{n-1}\left(\frac{2 \pi}{n}\right)$ implies $Q \in \mathcal{P}_{n-1}(\lambda)$ for all $\lambda \in\left[0, \frac{2 \pi}{n}\right)$, this also shows that for all $\lambda \in\left[0, \frac{2 \pi}{n}\right), p \in \mathcal{S}_{n}(\lambda)$ and all $Q \in \mathcal{P}_{n-1}\left(\frac{2 \pi}{n}\right)$ all zeros of $\delta[p] * Q$ lie in $\overline{\mathbb{D}}$. Statement (1) thus follows from CT and (4.13).

The case $\lambda=\frac{2 \pi}{n}$ of statements (2) and (3) will now be proven by an application of Lemma 4.10. To this end, we have to show that if $Q \in \mathcal{P}_{n-1}\left(\frac{2 \pi}{n}\right)$ and $p(z)=$ $\sum_{k=0}^{n} a_{k} z^{k} \in \mathcal{S}_{n}\left(\frac{2 \pi}{n}\right)$ is not a rotation of $e_{n}(z)$, then $|(\delta[p] * Q)(0)|<1$ and the zeros of $\delta[p] * Q$ do not lie symmetric to the unit circle. As in the proof of Lemma 4.18 one can see that this holds if $\left|a_{1}\right|<1$.

By (4.2) there are $c_{1}, \ldots, c_{n} \geq 0$ with $\sum_{k=1}^{n} c_{k}=1$ such that

$$
p(z)=\sum_{k=1}^{n} c_{k} e_{n}\left(e^{2 \pi i k / n} z\right)
$$

In particular, $a_{1}$ lies in the convex hull of the $n$th roots of unity and therefore we have $\left|a_{1}\right| \leq 1$ with $\left|a_{1}\right|=1$ if, and only if, $p$ is a rotation of $e_{n}$.

One particular consequence of this theorem is that if $\lambda \in\left[0, \frac{2 \pi}{n}\right]$ and if $p \in \mathcal{S}_{n}(\lambda)$ is not a rotation of $e_{n}$, then for every $\zeta \in \mathbb{T}$ the self-inversive convolution operator

$$
\Phi_{\zeta}[P]:=\left(\delta[p]^{*}+\zeta \delta[p]\right) * P, \quad P \in \mathcal{S}_{n-1}^{1}
$$

satisfies $\mu\left(\Phi_{\zeta}, \lambda\right) \geq 0$. Thus, if $Q$ is an interior point of $\mathcal{P}_{n-1}(\lambda)$, then it follows from Lemma 4.13 that for all $\zeta \in \mathbb{T}$ the polynomial $\left(\delta[p]^{*}+\zeta \delta[p]\right) * Q$ has only simple zeros. By Lemma 4.10 this means that all zeros of $\delta[p] * Q$ lie in the open unit disk.

In the special case $Q=Q_{n-1}(\mu ; z)$ with $\lambda<\mu \leq \frac{2 \pi}{n}$ we obtain that all zeros of $\delta[p] * Q_{n-1}(\mu ; z)=\Delta_{\mu}\left[p * Q_{n}(\mu ; z)\right]$ lie in $\mathbb{D}$. By Theorem 4.8 this means that $p * Q_{n}(\mu ; z)$ lies in the interior of $\mathcal{P}_{n}(\mu)$. Theorem 4.20 can thus be seen as a generalization of the fact that if $\lambda<\mu \leq \frac{2 \pi}{n}$, then $\mathcal{S}_{n}(\lambda)$ is contained in the interior of $\mathcal{S}_{n}(\mu)$ (this is Suffridge's inclusion theorem 4.3 (2)).

Suffridge's inclusion theorem and (4.13) show that if $p$ lies in the interior of $\mathcal{S}_{n}\left(\frac{2 \pi}{n}\right)$, then there has to be a $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ such that $p \in \mathcal{S}_{n}(\lambda)$. Since every $Q \in \mathcal{P}_{n-1}\left(\frac{2 \pi}{n}\right)$ is contained in the interior of $\mathcal{P}_{n-1}(\lambda)$, it follows from what we have shown above that for these kinds of $p$ and $Q$ all zeros of $\delta[p] * Q$ lie in $\mathbb{D}$.

We obtain the following refinement of Theorem 4.20.
Corollary 4.21. Let $\lambda \in\left[0, \frac{2 \pi}{n}\right], Q \in \mathcal{P}_{n-1}(\lambda)$ and $p \in \mathcal{S}_{n}(\lambda)$ with $p$ not equal to a rotation of $e_{n}$. If $p$ is an interior point of $\mathcal{S}_{n}(\lambda)$ or $Q$ an interior point of $\mathcal{P}_{n-1}(\lambda)$, then all zeros of $\delta[p] * Q$ lie in the open unit disk.

Proof. The only case that remains to be verified is the one in which $\lambda \in\left[0, \frac{2 \pi}{n}\right)$, $Q \in \mathcal{P}_{n-1}(\lambda)$, and $p$ lies in the interior $\mathcal{S}_{n}(\lambda)$.

Theorem 4.17 shows that for all $\zeta \in \mathbb{T}$ the self-inversive convolution operator

$$
\Phi_{\zeta}[P]:=(1+\zeta z) Q *_{\lambda} P, \quad P \in \mathcal{S}_{n}^{1}
$$

satisfies $\mu\left(\Phi_{\zeta}, \lambda\right) \geq 0$. Since $P=p * Q_{n}(\lambda)$ is an interior point of $\mathcal{P}_{n}(\lambda)$, it follows from Lemma 4.13 that for all $\zeta \in \mathbb{T}$ all zeros of $(1+\zeta z) Q *_{\lambda} P$ are simple. Because of Lemma 4.18 this means that all zeros of $\Delta_{\lambda}[P] *_{\lambda} Q=\delta[p] * Q$ lie in the open unit disk.

### 4.3. Laguerre's Theorem for the Classes $\mathcal{P}_{n}(\lambda)$

In this section we will show that there exists no proper extension of the theorem of Laguerre to the classes $\mathcal{P}_{n}(\lambda)$.

Statement (3) of Theorem 4.17 calls for a closer examination of the operator

$$
\Delta_{\lambda}[P ; \zeta]:=\Delta_{\lambda}[P]^{*}+\zeta \Delta_{\lambda}[P]
$$

which is defined for polynomials $P$ of degree $n, \zeta \in \mathbb{C}$, and $\lambda \in\left[0, \frac{2 \pi}{n}\right)$. If $P \in \mathcal{S}_{n}$ and $\lambda \in\left(0, \frac{2 \pi}{n}\right)$, then

$$
\begin{align*}
\Delta_{\lambda}[P]^{*}(z) & =z^{n-1} \overline{\Delta_{\lambda}[P]\left(\frac{1}{\bar{z}}\right)}=\frac{\left(P\left(e^{-i \lambda / 2} z\right)\right)^{*}-\left(P\left(e^{i \lambda / 2} z\right)\right)^{*}}{2 i \sin \frac{n \lambda}{2}} \\
& =\frac{e^{i n \lambda / 2} P\left(e^{-i \lambda / 2} z\right)-e^{-i n \lambda / 2} P\left(e^{i \lambda / 2} z\right)}{2 i \sin \frac{n \lambda}{2}}  \tag{4.14}\\
& =P\left(e^{i \lambda / 2} z\right)-e^{i n \lambda / 2} z \Delta_{\lambda}[P](z),
\end{align*}
$$

and we thus obtain

$$
\Delta_{\lambda}[P ; \zeta](z)=P\left(e^{i \lambda / 2} z\right)-\left(e^{i n \lambda / 2} z-\zeta\right) \Delta_{\lambda}[P](z)
$$

for $P \in \mathcal{S}_{n}, \zeta \in \mathbb{C}$, and $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ (the case $\lambda=0$ follows from taking the limit $\lambda \rightarrow 0$ ).
If $P$ is a polynomial of degree $n$ and $\zeta \in \mathbb{C}$, then

$$
P(z)-(z-\zeta) \frac{P^{\prime}(z)}{n}=P(z)-(z-\zeta) \Delta_{0}[P](z)
$$

is usually called the polar derivative of $P$ with respect to $\zeta$. The theorem of Laguerre gives some information about the zeros of polar derivatives (cf. [RS02, Ch. 3]).

Theorem 4.22 (Laguerre). Let $P$ be a polynomial of degree $n$ that has all its zeros in the closed unit disk. Then, if $|\zeta| \geq 1$, all zeros of

$$
P(z)-(z-\zeta) \frac{P^{\prime}(z)}{n}
$$

lie also in the closed unit disk unless $|\zeta|=1$ and $P(z)=(z-\zeta)^{n}$.
Since

$$
\frac{1}{\zeta}\left(P(z)-(z-\zeta) \frac{P^{\prime}(z)}{n}\right) \rightarrow \frac{P^{\prime}(z)}{n} \quad \text { as } \quad \zeta \rightarrow \infty
$$

the theorem Laguerre can be seen as a generalization of the theorem of Gauß-Lucas. In the present context it is perhaps also interesting to note that Laguerre's theorem is one of the many equivalent formulations of Grace's theorem (cf. [RS02, Ch. 3] and (Lam05, Ch. 2]).

In a weak form the theorem of Laguerre holds also for the classes $\mathcal{P}_{n}(\lambda)$.
Theorem 4.23. Let $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ and suppose $P \in \mathcal{P}_{n}(\lambda)$ is not a rotation of $Q_{n}(\lambda ; z)$. Then for each $\zeta \in \mathbb{T}$ all zeros of $\Delta_{\lambda}[P ; \zeta]$ lie on $\mathbb{T}$.

Proof. Set $Q=Q_{n-1}(\lambda ; z)$ in Lemma 4.18 and use Theorem 4.8 and the equivalence between statements (1) and (3) of Lemma 4.18.

At this point we should also like to show how Lemma 4.18 can be used in order to obtain a direct proof (i.e. without resorting first to the theorem of Grace) of the case $\lambda=0$ of Suffridge's convolution theorem 4.4.

Theorem 4.24. Let $P, Q \in \mathcal{P}_{n}(0)$. Then $P *_{0} Q \in \mathcal{P}_{n}(0)$.

Proof. If $n=1$ or $P$ is equal to a rotation of $Q_{n}(0 ; z)$, then the assertion is clear.
Thus, let $n>1$ and assume that $P$ is not equal to a rotation of $Q_{n}(0 ; z)$. Suppose $-\bar{\eta}$ is a zero of $Q$ and set $\hat{Q}:=Q /(1+\eta z)$. By Theorem 4.23 and the induction hypothesis for all $\zeta \in \mathbb{T}$ all zeros of $\Delta_{0}[P ; \zeta] *_{0} \hat{Q}$ lie on $\mathbb{T}$. By Lemma 4.18 this happens if, and only if, for all $\zeta \in \mathbb{T}$ all zeros of $P *_{0}(1+\zeta z) \hat{Q}$ lie on the unit circle. In particular, setting $\zeta=\eta$, it follows that $P *_{0} Q$ belongs to $\mathcal{P}_{n}(0)$.

It would be very useful to have more information about the location of the zeros of $\Delta_{\lambda}[P ; \zeta]$ than the one given in Theorem 4.23. For instance, if Lemma 4.19 would hold for all $P \in \mathcal{P}_{n}(\lambda)$ (and not just for polynomials on one-dimensional boundary components of $\left.\mathcal{P}_{n}(\lambda)\right)$, then an easy adaption of the proof of Theorem 4.24 would give a proof of statement (2) of Theorem 4.17. Observe also that for $\lambda=0$ Theorem 4.23 is somewhat of an invariance statement: if $P \in \mathcal{P}_{n}(0)$, then for all $\zeta \in \mathbb{T}$ also $\Delta_{0}[P ; \zeta] \in \mathcal{P}_{n-1}(0)$ (up to normalization). It thus seems reasonable to ask if such an invariance also holds when $\lambda \in\left(0, \frac{2 \pi}{n}\right)$. It is not hard to see that in general the answer to this question is negative: a close look at the proof of Lemma 4.19 reveals that if $\lambda \in\left(0, \frac{2 \pi}{n}\right)$ and if $P$ lies on a one-dimensional boundary component of $\mathcal{P}_{n}(\lambda)$ ( $P$ not equal to a rotation of $Q_{n}(\lambda ; z)$ ), then there is at least one open connected subset $T$ of $\mathbb{T}$ such that, for all $\zeta \in T, \Delta_{\lambda}[P ; \zeta]$ has a pair of zeros that is separated by an angle $<\lambda$. Nevertheless, one might assume that for each $P \in \mathcal{P}_{n}(\lambda)$ there are at least some $\zeta \in \mathbb{T}$ such that $\Delta_{\lambda}[P ; \zeta] \in \mathcal{P}_{n}(\lambda)$ (up to normalization).

Our next theorem shows that the operator $P \mapsto \Delta_{\lambda}[P ; \zeta]$ possesses neither of the suggested (or desired) properties.

## Theorem 4.25.

(1) If $n \geq 3$ and $\lambda \in\left(0, \frac{2 \pi}{n}\right)$, then for every $P \in \mathcal{P}_{n}(\lambda)$ that is not a rotation of $Q_{n}(\lambda ; z)$ and all $\zeta \in \mathbb{T}$ there are $b \in \mathbb{C} \backslash\{0\}$, $c, d \in \mathbb{T}$, and $F \in \mathcal{P}_{n_{1}}(\lambda)$, $G \in \mathcal{P}_{n_{2}}(\lambda)$ with $n_{1}+n_{2}=n-1$ such that

$$
\Delta_{\lambda}[P ; \zeta](z)=b F(c z) G(d z)
$$

(2) For all $n \geq 7$ and $\lambda \in\left(\frac{\pi}{n-3}, \frac{2 \pi}{n}\right)$ there is a polynomial $P \in \mathcal{P}_{n}(\lambda)$ such that for all $\zeta \in \mathbb{T}$ the polynomial $\Delta_{\lambda}[P ; \zeta]$ has a pair of zeros on $\mathbb{T}$ that is separated by an angle of less than $\lambda$.
(3) For all $n \geq 7$ and $\lambda \in\left(\frac{\pi}{n-3}, \frac{2 \pi}{n}\right)$ there is a polynomial $P \in \mathcal{P}_{n}(\lambda)$ for which there is a $\zeta \in \mathbb{T}$ such that $\Delta_{\lambda}[P ; \zeta]$ has at least two pairs of zeros on $\mathbb{T}$ that are separated by an angle of less than $\lambda$.

For the proof of this theorem we will first introduce some more terminology.
It is immediately clear that, for $\lambda \in\left[0, \frac{2 \pi}{n}\right)$, a polynomial $P$ lies in $\mathcal{P}_{n}(\lambda)$ if, and only if, $P$ can be written in the form

$$
\begin{equation*}
P(z)=\prod_{j=1}^{m} Q_{n_{j}}\left(\lambda ; e^{i \alpha_{j}} z\right) \tag{4.15}
\end{equation*}
$$

with $\sum_{j=1}^{m} n_{j}=n, \prod_{j=1}^{m} e^{i n_{j} \alpha_{j}}=1, \alpha_{1}<\ldots<\alpha_{m}<\alpha_{m+1}:=\alpha_{1}+2 \pi$ and

$$
\begin{equation*}
\alpha_{j+1}-\frac{n_{j+1} \lambda}{2}>\alpha_{j}+\frac{n_{j} \lambda}{2} \tag{4.16}
\end{equation*}
$$

for $j=1, \ldots, m\left(n_{m+1}:=n_{1}\right)$. The condition (4.16) ensures that each pair of zeros of the polynomial $P$ given in (4.15) is separated by an angle of at least $\lambda$ and that in the product the minimum number of factors is used (i.e. for $j \in\{1, \ldots, m\}$ the polynomials $Q_{n_{j}+1}\left(\lambda ; e^{i\left(\alpha_{j} \pm \lambda / 2\right)} z\right)$ are not factors of $\left.P\right)$. The representation (4.15) is
therefore unique (up to shifts of the sequence $\left\{\left(n_{j}, \alpha_{j}\right)\right\}_{j=1}^{m}$ ) and will be called the standard representation of $P$.

If $P \in \mathcal{P}_{n}(\lambda)$ has the standard representation (4.15), then by Theorem 4.8 there is a polynomial $Q$ of degree $m-1$ that has all its zeros in $\mathbb{D}$ such that

$$
\Delta_{\lambda}[P](z)=Q(z) \prod_{j=1}^{m} Q_{n_{j}-1}\left(\lambda ; e^{i \alpha_{j}} z\right)
$$

Thus for $\zeta \in \mathbb{T}$

$$
\Delta_{\lambda}[P ; \zeta](z)=\left(e^{-i c} Q^{*}(z)+\zeta Q(z)\right) \prod_{j=1}^{m} Q_{n_{j}-1}\left(\lambda ; e^{i \alpha_{j}} z\right)
$$

where $c=\sum_{j=1}^{m} \alpha_{j}\left(n_{j}-1\right)$. Therefore, for all $\zeta \in \mathbb{T}$, each zero of

$$
\frac{\Delta_{\lambda}[P](z)}{Q(z)}=\prod_{j=1}^{m} Q_{n_{j}-1}\left(\lambda ; e^{i \alpha_{j}} z\right)
$$

is a zero of $\Delta_{\lambda}[P ; \zeta]$. Since those $n-m$ zeros of $\Delta_{\lambda}[P ; \zeta]$ do not depend on $\zeta$ we will call them the independent zeros of $\Delta_{\lambda}[P ; \zeta]$. The other $m-1$ zeros will be called the dependent zeros of $\Delta_{\lambda}[P ; \zeta]$.

We need the following auxiliary result, which sharpens Sheil-Small's interspersion theorem [SS02, pp. 235, 251] (see also [Lam05, Cor. 3.16]).

Lemma 4.26. Let $\lambda \in\left(0, \frac{2 \pi}{n}\right)$ and suppose $P \in \mathcal{P}_{n}(\lambda)$ has the standard representation (4.15). Set

$$
\begin{equation*}
R(z):=e^{-i n \lambda / 2} \frac{P\left(e^{i \lambda / 2} z\right)}{P\left(e^{-i \lambda / 2} z\right)}=e^{-i n \lambda / 2} \prod_{j=1}^{m} \frac{1+e^{i\left(\alpha_{j}+n_{j} \lambda / 2\right)} z}{1+e^{i\left(\alpha_{j}-n_{j} \lambda / 2\right)} z} \tag{4.17}
\end{equation*}
$$

and $T:=\left(\frac{n_{1} \lambda}{2}-\alpha_{1}-\pi, \frac{n_{1} \lambda}{2}-\alpha_{1}+\pi\right]$. Then $r(t):=R\left(e^{i t}\right), t \in T$, vanishes exactly at the points $z_{j}:=\pi-\alpha_{j}-\frac{n_{j} \lambda}{2}$ and $|r(t)|, t \in T$, takes the value infinity exactly at the points $p_{j}:=\pi-\alpha_{j}+\frac{n_{j} \lambda}{2}(j \in\{1, \ldots, m\})$. Moreover, for all $j \in\{1, \ldots, m\}$ the function $r$ is a decreasing homeomorphism between $T_{j}:=\left(p_{j+1}, p_{j}\right)$ and $\mathbb{R}$.

Proof. The fact that $R$ takes the form as stated in (4.17) follows directly from (4.15) and the definition of the $Q_{n_{j}}\left(\lambda ; e^{i \alpha_{j}} z\right)$.

Setting $z=e^{i t}$ in (4.17), a straightforward computation shows that

$$
r(t)=\prod_{j=1}^{m} \frac{\cos \left(\frac{t+\alpha_{j}}{2}+\frac{n_{j} \lambda}{4}\right)}{\cos \left(\frac{t+\alpha_{j}}{2}-\frac{n_{j} \lambda}{4}\right)}, \quad t \in T .
$$

It follows from (4.16) that $r$ vanishes exactly at the points $z_{j}$ and has singularities exactly at the points $p_{j}$. In particular, since $p_{j+1}<z_{j}<p_{j}$ (this follows again from (4.16)), this means that $r$ takes every real value at least once in each of the intervals $T_{j}, j \in\{1, \ldots, m\}$. But $R$ is a rational function of degree $m$ and can thus take no value more than $m$ times. Hence, $r$ is injective in each of the intervals $T_{j}$. Finally, using (4.16) once more, it is straightforward to check that

$$
\frac{\cos \left(\frac{t+\alpha_{j}}{2}+\frac{n_{j} \lambda}{4}\right)}{\cos \left(\frac{t+\alpha_{j}}{2}-\frac{n_{j} \lambda}{4}\right)}
$$

is negative in $T$ exactly for $t \in\left(z_{j}, p_{j}\right)$. Therefore $r$ must be negative in each interval $\left(z_{j}, p_{j}\right), j \in\{1, \ldots, m\}$.

Essentially, the next lemma gives the proof of Theorem 4.25.
Lemma 4.27. Let $\lambda \in\left(0, \frac{2 \pi}{n}\right)$ and suppose $P \in \mathcal{P}_{n}(\lambda)$ has the standard representation (4.15).
(1) Let $x \in \mathbb{R}$ and suppose $P$ is not a rotation of $Q_{n}(\lambda ; z)$. If $n \geq 4$ and $s_{1} \leq s_{2} \leq$ $s_{3} \leq s_{1}+2 \pi$ are such that $\Delta_{\lambda}\left[P ; e^{i x}\right]\left(e^{i s_{k}}\right)=0$ for $k=1,2,3$, then $s_{3}-s_{1} \geq \lambda$.
(2) For $j \in\{1, \ldots, m\}$ set

$$
N_{j}:=\left(\pi-\alpha_{j}-\frac{\left(n-n_{j}\right) \lambda}{2}, \pi-\alpha_{j}+\frac{\left(n-n_{j}\right) \lambda}{2}\right)
$$

and

$$
Z_{j}:=\left\{e^{i t}: t \in\left(\pi-\alpha_{j}-\frac{n_{j} \lambda}{2}, \pi-\alpha_{j}+\frac{n_{j} \lambda}{2}\right)\right\} .
$$

Then, if $x \in N_{j}$ for $a j \in\{1, \ldots, m\}$ with $n_{j} \geq 2, \Delta_{\lambda}\left[P ; e^{i x}\right]$ has a pair of zeros in $Z_{j}$ that is separated by an angle of less than $\lambda$.

Proof. Let $z \in \mathbb{T}$ be a dependent zero of $\Delta_{\lambda}\left[P ; e^{i x}\right], x \in \mathbb{R}$. Then

$$
\begin{equation*}
-e^{-i x}=\frac{\Delta_{\lambda}[P](z)}{\Delta_{\lambda}[P]^{*}(z)} . \tag{4.18}
\end{equation*}
$$

Applying the relation (cf. (4.14))

$$
\Delta_{\lambda}[P]^{*}(z)=\frac{e^{i n \lambda / 2} P\left(e^{-i \lambda / 2} z\right)-e^{-i n \lambda / 2} P\left(e^{i \lambda / 2} z\right)}{2 i \sin \frac{n \lambda}{2}}
$$

and the definition of $\Delta_{\lambda}[P]$ in (4.18) and solving the resulting equation with respect to

$$
R(z):=e^{-i n \lambda / 2} \frac{P\left(z e^{i \lambda / 2}\right)}{P\left(z e^{-i \lambda / 2}\right)},
$$

we find that $z$ is a dependent zero of $\Delta_{\lambda}\left[P ; e^{i x}\right]$ if, and only if, $z$ is a solution of the equation

$$
L(z):=e^{-i n \lambda / 2} \frac{1-e^{-i(x-n \lambda / 2)} z}{1-e^{-i(x+n \lambda / 2)} z}=R(z) .
$$

Equivalently, $e^{i s}, s \in \mathbb{R}$, is a dependent zero of $\Delta_{\lambda}\left[P ; e^{i x}\right]$ if, and only if $s$ is a solution of the equation

$$
\begin{equation*}
l(t):=L\left(e^{i t}\right)=R\left(e^{i t}\right)=: r(t) \tag{4.19}
\end{equation*}
$$

It follows from Lemma 4.26 that for all $j \in\{1, \ldots, m\}$ the function $r$ is a decreasing homeomorphism from $T_{j}$ to $\mathbb{R}$ (since the $r$ under consideration here coincides with the $r$ in the statement of Lemma 4.26 we will use $T, T_{j}, p_{j}$ and $z_{j}$ as defined in Lemma 4.26). It follows also from Lemma 4.26 that there is a $c \in T$ such that $l$ is decreasing in $\left(p_{m+1}, c\right)$ and $\left(c, p_{1}\right.$ ] while jumping from $-\infty$ to $\infty$ at $c$. Since there are exactly $m-1$ dependent zeros of $\Delta_{\lambda}\left[P ; e^{i x}\right]$, this shows that in each of the intervals $\overline{T_{j}}, j \in\{1, \ldots, m\}$, there is at most one solution of (4.19).

The independent zeros of $\Delta_{\lambda}\left[P ; e^{i x}\right]$ are exactly the zeros of

$$
\prod_{j=1}^{m} Q_{n_{j}-1}\left(\lambda ; e^{i \alpha_{j}} z\right)
$$

Therefore, if $t \in T$, then $e^{i t}$ is an independent zero of $\Delta_{\lambda}\left[P ; e^{i x}\right]$ if, and only if,

$$
t=\pi-\alpha_{j}-\frac{\left(2 l-n_{j}\right) \lambda}{2}, \quad l \in\left\{1, \ldots, n_{j}-1\right\}
$$

for a $j \in\{1, \ldots, m\}$ for which $n_{j} \geq 2$. Hence, if $n_{j} \geq 2$ and (4.19) has a solution in $Z_{j}$, then in $Z_{j}$ there is a dependent zero and an independent zero of $\Delta_{\lambda}\left[P ; e^{i x}\right]$ that are separated by an angle of less than $\lambda$. By Lemma 4.26 the function $l$ vanishes in $\mathbb{R}$ exactly at the points $z^{*}(k):=x-\frac{n \lambda}{2}+2 k \pi$, has singularities exactly at the points $p^{*}(k):=x+\frac{n \lambda}{2}+2 k \pi$, and is negative exactly in the intervals $\left(z^{*}(k), p^{*}(k)\right)(k \in \mathbb{Z})$. Hence, (4.19) has a solution in $Z_{j}$ if, and only if, for any $k \in \mathbb{Z}$

$$
\overline{Z_{j}}=\left[z_{j}, p_{j}\right] \subset\left(z^{*}(k), p^{*}(k)\right) .
$$

It is straightforward to calculate that this holds if, and only if, $x+2 k \pi \in N_{j}$ for a $k \in \mathbb{Z}$. This proves statement (2).

In order to verify statement (1), suppose first that $P$ is an interior point of $\mathcal{P}_{n}(\lambda)$. Then $m=n, n_{j}=1$ for all $j \in\{1, \ldots, n\}$, and $\Delta_{\lambda}\left[P ; e^{i x}\right]$ has only dependent zeros. Let $s_{1}<s_{2}<s_{3}<s_{1}+2 \pi$ be such that $\Delta_{\lambda}\left[P ; e^{i x}\right]\left(e^{i s_{k}}\right)=0$ for $k \in\{1,2,3\}$. Then $s_{k}$ is a solution of (4.19). Since above we have shown that in each of the intervals $\overline{T_{j}}$, $j \in\{1, \ldots, n\}$, the equation (4.19) has at most one solution and since, by (4.16),

$$
\left|T_{j}\right|=p_{j}-p_{j+1}=\alpha_{j+1}-\alpha_{j}-\frac{\left(n_{j+1}-n_{j}\right) \lambda}{2}>n_{j} \lambda \geq \lambda
$$

for all $j \in\{1, \ldots, n\}$, it follows that $s_{3}-s_{1}>\lambda$. We have thus verified the assertion in the case that $P$ is an interior point of $\mathcal{P}_{n}(\lambda)$. The general case follows from an application of CT.

Theorem 4.25 follows easily from the previous lemma.
Proof of Theorem 4.25. Statement (1) is trivial if $n=3$. If $n=4$, then $\Delta_{\lambda}[P ; \zeta]$ is of degree 3 for all $\zeta \in \mathbb{T}$ and it is clear that $\Delta_{\lambda}[P ; \zeta]$ must have a pair of zeros that is separated by an angle $\geq \lambda$. If $n \geq 5$, then $\Delta_{\lambda}[P ; \zeta]$ is of degree $\geq 4$ for all $\zeta \in \mathbb{T}$. Hence, if $z_{1}, z_{2}, z_{3} \in \mathbb{T}$ are three consecutive zeros of $\Delta_{\lambda}[P ; \zeta]$, then there must be at least one zero $z_{4} \in \mathbb{T}$ lying between $z_{3}$ and $z_{1}$. It follows that there are

$$
s_{1} \leq s_{2} \leq s_{3} \leq s_{4} \leq s_{1}+2 \pi
$$

such that $z_{k}=e^{i s_{k}}, k \in\{1, \ldots, 4\}$. By Lemma 4.27 (1) we have $s_{3}-s_{1} \geq \lambda$ and $s_{1}+2 \pi-s_{3} \geq \lambda$ and thus

$$
\lambda \leq s_{3}-s_{1} \leq 2 \pi-\lambda
$$

Now, if

$$
s_{1} \leq s_{2} \leq \cdots \leq s_{n-1} \leq s_{n}:=s_{1}+2 \pi
$$

are such that $\Delta_{\lambda}[P ; \zeta]\left(e^{i s_{k}}\right)=0, k \in\{1, \ldots, n-1\}$, then there has to be at least one $j \in\{1, \ldots, n-1\}$ such that

$$
\lambda \leq s_{j+1}-s_{j} \leq 2 \pi-\lambda
$$

and we can assume that the notation is chosen such that $j=n-1$. Hence, all zeros of

$$
F(z):=\prod_{k=1}^{\left\lfloor\frac{n}{2}\right\rfloor}\left(z-e^{i s_{2 k-1}}\right) \quad \text { and } \quad G(z):=\frac{\Delta_{\lambda}[P ; \zeta](z)}{F(z)}
$$

lie on the unit circle and each pair of zeros of $F$ or $G$ is separated by angle $\geq \lambda$. Statement (1) is thus proven.

Next, let $n \geq 7$ and suppose that $P \in \mathcal{P}_{n}(\lambda)$ has a standard representation of the form (4.15) with $m=n-3, n_{1}=3, n_{m / 2}=2, \alpha_{1}=0$ and $\alpha_{m / 2}=\pi$ if $n$ is odd and $m=n-2, n_{1}=n_{m / 2}=2, \alpha_{1}=0$ and $\alpha_{m / 2}=\pi$ if $n$ is even. Define the sets $Z_{j}$ and $N_{j}$ as in Lemma 4.27. If $\lambda \in\left(\frac{\pi}{n-3}, \frac{2 \pi}{n}\right)$, then it follows from the definition of our $P$ that $N_{1} \cup N_{m / 2}=\mathbb{T}$ and $N_{1} \cap N_{m / 2} \neq \emptyset$. Hence, because of Lemma 4.27 (2), for all $\zeta \in \mathbb{T}$
the polynomial $\Delta_{\lambda}[P ; \zeta]$ has a pair of zeros on $\mathbb{T}$ that is separated by an angle of less than $\lambda$. This proves statement (2). Since by (4.16) we have $Z_{1} \cap Z_{m / 2}=\emptyset$, Lemma 4.27 (2) also shows that for $\zeta \in N_{1} \cap N_{m / 2}$ the polynomial $\Delta_{\lambda}[P ; \zeta]$ has at least two pairs of zeros (one in $Z_{1}$ and one in $Z_{m / 2}$ ) that are separated by an angle of less than $\lambda$. This proves statement (3) and thus the theorem.

Theorem 4.17 shows that if $P \in \mathcal{P}_{n}(\lambda)$, then all zeros of $P *_{\lambda} Q$ lie on the unit circle if

$$
\begin{equation*}
Q=(1+\zeta z) R \quad \text { with } \quad \zeta \in \mathbb{T}, R \in \mathcal{P}_{n-1}(\lambda), \tag{4.20}
\end{equation*}
$$

or

$$
\begin{equation*}
Q=\Delta_{\lambda}[R ; \zeta] \quad \text { with } \quad \zeta \in \mathbb{T}, R \in \mathcal{P}_{n+1}(\lambda) \tag{4.21}
\end{equation*}
$$

and $R$ not equal to a rotation of $Q_{n+1}(\lambda ; z)$. This raises the question whether there exists a 'simple' condition $C$ such that all polynomials $Q$ of the form (4.20) or (4.21) satisfy $C$ and such that for all $P \in \mathcal{P}_{n}(\lambda)$ and all polynomials $Q$ that satisfy $C$ all zeros of $P *_{\lambda} Q$ lie on the unit circle. $C$ has to be more specific than the condition 'has all its zeros on $\mathbb{T}^{\prime}$, since otherwise for every $p \in \mathcal{S}_{n}(\lambda)$ we would have $p * Q_{n}(0 ; z) \in \mathcal{P}_{n}(0)$ or, equivalently, $p \in \mathcal{S}_{n}(0)$, in contradiction to Suffridge's inclusion theorem 4.3 (2). In this context Theorem 4.25 (1) is of some interest, since it reveals a common feature of polynomials of the form (4.20) and (4.21).

### 4.4. On a Question of Suffridge

In this section we will give an answer to a question posed by Suffridge in [Suf76] concerning the iterated application of the $\Delta_{\lambda}$-operator.

For $\lambda \in\left[0, \frac{2 \pi}{n}\right)$ define $\Delta_{\lambda}^{(0)}[P]=P$ and

$$
\Delta_{\lambda}^{(j)}[P]=\Delta_{\lambda}\left[\Delta_{\lambda}^{(j-1)}[P]\right], \quad j \in \mathbb{N}
$$

In [Suf76] Suffridge asked whether in analogy to the case $\lambda=0$ it is true that for $\lambda \in\left(0, \frac{2 \pi}{n}\right), P \in \mathcal{P}_{n}(\lambda)$ and $j=0, \ldots, n$ all zeros of $\Delta_{\lambda}^{(j)}[P]$ lie in the closed unit disk. It was proven in $\left[\mathbf{L a m 0 5}\right.$, Thm. 3.14] that if $\lambda \in\left[0, \frac{\pi}{n}\right]$, then all zeros of $\Delta_{\lambda}^{(2)}[P]$ lie in the closed unit disk for all $P \in \mathcal{P}_{n}(\lambda)$. However, as we are now in a position to show, the answer to Suffridge's question is, in general, negative.

Theorem 4.28. For all $n \geq 8$ there is a $\delta_{n}>0$ such that to each $\lambda \in\left(\frac{2 \pi}{n}-\delta_{n}, \frac{2 \pi}{n}\right)$ there is a $P \in \mathcal{P}_{n}(\lambda)$ for which $\Delta_{\lambda}^{(2)}[P]$ has zeros outside the closed unit disk.

In fact, we will show the following stronger statement.
Theorem 4.29. For all $n \geq 8$ there is a $\delta_{n}>0$ such that to each $\lambda \in\left(\frac{2 \pi}{n}-\delta_{n}, \frac{2 \pi}{n}\right)$ there is a $P \in \mathcal{P}_{n}(\lambda)$ and a $c>1$ such that for all $|\zeta| \geq 1$ the polynomial $\Delta_{\lambda}\left[\Delta_{\lambda}[P ; \zeta]\right]$ has a zero of modulus $>c$.

Since

$$
\frac{1}{\zeta} \Delta_{\lambda}[P ; \zeta] \rightarrow \Delta_{\lambda}[P]
$$

as $\zeta \rightarrow \infty$, it is easy to see that Theorem 4.29 implies Theorem 4.28. Note also that, because of Theorems 4.8 and 4.23 , the polynomial $P$ that appears in Theorem 4.29 is such that for all $\zeta \in \mathbb{T}$ the polynomial $\Delta_{\lambda}[P ; \zeta]$ has a pair of zeros that is separated by an angle of less than $\lambda$. Therefore Theorem 4.29 also implies a weaker form of Theorem 4.25 (2).

Proof of Theorem 4.29. Because of the definition of $\Delta_{\lambda}[P ; \zeta]$ it will be enough to show that for all $n \geq 8$ and $\lambda$ close to $\frac{2 \pi}{n}$ there is a $P \in \mathcal{P}_{n}(\lambda)$ such that for all $\zeta \in \overline{\mathbb{D}}$ the polynomial

$$
\Delta_{\lambda}\left[\zeta \Delta_{\lambda}[P]^{*}+\Delta_{\lambda}[P]\right]
$$

has a zero outside $\overline{\mathbb{D}}$.
To this end, we will present a polynomial $p \in \mathcal{S}_{n}\left(\frac{2 \pi}{n}\right)$ for which there is a $c_{n}>1$ such that for all $\zeta \in \overline{\mathbb{D}}$

$$
\delta^{(2)}[p ; \zeta]:=\Delta_{\frac{2 \pi}{n}}\left[\zeta \delta[p]^{*}+\delta[p]\right]
$$

has a zero of modulus $>c_{n}$. For then, it follows from (4.5), (4.13), Suffridge's inclusion theorem 4.3 (2), and the continuity of the coefficients $\binom{n-1}{k}_{\lambda}$ with respect to $\lambda$ that to each $\epsilon>0$ there is a $\delta>0$ such that for every $\lambda \in\left(\frac{2 \pi}{n}-\delta, \frac{2 \pi}{n}\right)$ there is a $P_{\lambda}=$ $p_{\lambda} * Q_{n}(\lambda ; z) \in \mathcal{P}_{n}(\lambda)$ with (we identify $\mathcal{P}_{n}$ with the normed space $\mathbb{C}^{n+1}$ )

$$
\left\|\Delta_{\lambda}\left[P_{\lambda}\right]-\delta[p]\right\|=\left\|\delta\left[p_{\lambda}\right] * Q_{n-1}(\lambda ; z)-\delta[p] * Q_{n-1}\left(\frac{2 \pi}{n} ; z\right)\right\|<\epsilon .
$$

Hence, since for all $|\zeta| \leq 1$ and $P \in \mathcal{P}_{n}$

$$
\begin{aligned}
\| \Delta_{\lambda}\left[\zeta \Delta_{\lambda}[P]^{*}+\Delta_{\lambda}[P]\right]- & \Delta_{\frac{2 \pi}{n}}\left[\zeta \delta[p]^{*}+\delta[p]\right] \| \leq \\
& \leq\left\|\Delta_{\lambda}\left[\Delta_{\lambda}[P]^{*}\right]-\Delta_{\frac{2 \pi}{n}}\left[\delta[p]^{*}\right]\right\|+\left\|\Delta_{\lambda}\left[\Delta_{\lambda}[P]\right]-\Delta_{\frac{2 \pi}{n}}[\delta[p]]\right\|,
\end{aligned}
$$

a compactness argument, CT, and the continuity of the coefficients $\binom{n-2}{k}_{\lambda}$ give the required result.

In order to find polynomials $p \in \mathcal{S}_{n}\left(\frac{2 \pi}{n}\right)$ as described above, note first that by (4.5)

$$
Q_{n-2}\left(\frac{2 \pi}{n} ; z\right)=\Delta_{\frac{2 \pi}{n}}\left[Q_{n-1}\left(\frac{2 \pi}{n} ; z\right)\right](z)=\sum_{k=0}^{n-2} \frac{\sin (k+1) \frac{\pi}{n}}{\sin (n-1) \frac{\pi}{n}} z^{k}
$$

and therefore

$$
\begin{equation*}
\binom{n-2}{k}_{\frac{2 \pi}{n}}=\frac{\sin (k+1) \frac{\pi}{n}}{\sin \frac{\pi}{n}} \text { for } k \in\{0, \ldots, n-2\} \tag{4.22}
\end{equation*}
$$

Now, consider the polynomial $p(z)=1+z^{m}+z^{2 m}, m \in \mathbb{N}$. Then $\delta[p](z)=$ $z^{m-1}+z^{2 m-1}$ has all its zeros in the closed unit disk and hence $p \in \mathcal{S}_{n}\left(\frac{2 \pi}{n}\right)$ (cf. the remark before Lemma 4.10). Furthermore, because of (4.22),

$$
\delta^{(2)}[p ; \zeta](z)=\cot \frac{\pi}{2 m} z^{m-2}+\zeta\binom{2 m-2}{m-1}_{\frac{\pi}{m}} z^{m-1}+z^{2 m-2}, \quad \zeta \in \mathbb{C} .
$$

Hence, if $m \geq 3$, then for all $\zeta \in \mathbb{C}$ the polynomial $\delta^{(2)}[p ; \zeta]$ has a zero of modulus $\geq\left(\cot \frac{\pi}{2 m}\right)^{1 / m}>1$.

Next, let $p(z)=1+\frac{1}{2}\left(z^{m}+z^{m+1}\right)+z^{2 m+1}, m \in \mathbb{N}$. It follows easily from Rouche's theorem that for $t \in\left(0, \frac{1}{2}\right)$ all zeros of $t\left(z^{m-1}+z^{m}\right)+z^{2 m}$ lie in $\mathbb{D}$. Therefore all zeros of $\delta[p](z)=\frac{1}{2}\left(z^{m-1}+z^{m}\right)+z^{2 m}$ lie in the closed unit disk and $p$ is a member of $\mathcal{S}_{n}\left(\frac{2 \pi}{n}\right)$. For every $\zeta \in \mathbb{C}$ there are $A_{\zeta}, B_{\zeta} \in \mathbb{C}$ such that

$$
\begin{equation*}
\frac{\delta^{(2)}[p ; \zeta](z)}{z^{m-2}}=\frac{\sin \frac{(m-1) \pi}{2 m+1}}{2 \sin \frac{\pi}{2 m+1}}+A_{\zeta} z+B_{\zeta} z^{2}+z^{m+1} \tag{4.23}
\end{equation*}
$$

and therefore if

$$
\begin{equation*}
d_{m}:=\frac{\sin \frac{(m-1) \pi}{2 m+1}}{2 \sin \frac{\pi}{2 m+1}}>1 \tag{4.24}
\end{equation*}
$$

then, for all $\zeta \in \mathbb{C}, \delta^{(2)}[p ; \zeta](z)$ will have a zero of modulus $\geq d_{m}^{1 /(m+1)}>1$. One can easily check that (4.24) holds for all $m \geq 4$.

As a final remark in this chapter we will explain how Lemma 4.27 (2) motivates the use of the polynomial $p(z)=1+z^{m}+z^{2 m}$ in the proof of Theorem 4.29.

By Lemma 4.27 (2) every factor $Q_{n_{j}}\left(\lambda ; e^{i \alpha_{j}} z\right)$ with $n_{j}=2$ in the standard representation of a polynomial $P \in \mathcal{P}_{n}(\lambda)$ leads to a 'large' arc on the unit circle that contains only $\zeta$ for which $\Delta_{\lambda}[P ; \zeta]$ has a pair of zeros separated by an angle of less than $\lambda$. It is easy to see that for $m \in \mathbb{N}$ and $\lambda \in\left[0, \frac{\pi}{m}\right)$

$$
P_{\lambda}(z):=1+2 \cos \frac{m \lambda}{2} z^{m}+z^{2 m}=\prod_{j=1}^{m} Q_{2}\left(\lambda ; e^{2 i j \pi / m} z\right) \in \mathcal{P}_{2 m}(\lambda)
$$

It follows from (4.1) that

$$
\frac{\binom{2 m}{m}_{\lambda}}{\binom{2 m-1}{m-1}_{\lambda}}=2 \cos \frac{m \lambda}{2}
$$

and therefore, for all $\lambda \in\left[0, \frac{\pi}{m}\right)$

$$
p_{\lambda}(z):=P_{\lambda} * Q_{2 m}^{(-1)}(\lambda ; z)=1+\frac{1}{\binom{2 m-1}{m-1}_{\lambda}} z^{m}+z^{2 m} \in \mathcal{S}_{2 m}(\lambda)
$$

Since $\binom{2 m-1}{m-1}_{\pi / m}=1, p_{\lambda}$ converges to

$$
p(z)=1+z^{m}+z^{2 m} \in \mathcal{S}_{2 m}\left(\frac{\pi}{m}\right)
$$

as $\lambda \rightarrow \frac{\pi}{m}$.

## CHAPTER 5

## On Some Integral Operators in Geometric Function Theory

The class $\mathcal{S}$ of functions $f \in \mathcal{A}_{0}$ that are univalent in the open unit disk is the main object of investigation in geometric function theory. Important subclasses of $\mathcal{S}$ are the class $\mathcal{K}$ of convex functions (cf. Ch. 4), the classes $\mathcal{S}_{\alpha}^{*}, \alpha \in[0,1]$, of functions starlike of order $\alpha$ (cf. Ch. 2), the class $\mathcal{C}$ of close-to-convex functions, and the classes $\mathcal{S P}_{\beta}$ of functions spirallike of order $\beta, \beta \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$. A function $f \in \mathcal{A}_{0}$ is called close-to-convex if there is a function $g \in \mathcal{K}$ such that

$$
\operatorname{Re} \frac{f^{\prime}(z)}{g^{\prime}(z)}>0 \quad \text { for } \quad z \in \mathbb{D}
$$

and spirallike of order $\beta$ if there is a $\beta \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ such that

$$
\operatorname{Re} e^{i \beta} \frac{z f^{\prime}(z)}{f(z)}>0 \quad \text { for } \quad z \in \mathbb{D}
$$

For reasons of brevity we will call starlike functions of order 0 simply starlike functions and set $\mathcal{S}^{*}:=\mathcal{S}_{0}^{*}$. Starlike functions map the unit disk univalently onto a domain that is starlike with respect to the origin. Recall that a subset $M$ of a (real or complex) vector space $V$ is called starlike (with respect to the zero element 0 of $V$ ) if for all $v \in M$ the straight line $t \cdot v, t \in[0,1]$, between 0 and $v$ lies completely in $M$.

One of the classical results concerning convex and starlike functions is Alexander's theorem: $f$ belongs to $\mathcal{S}^{*}$ if, and only if,

$$
J[f](z):=\int_{0}^{z} \frac{f(\zeta)}{\zeta} d \zeta
$$

belongs to $\mathcal{K}$. The fact that $J$ maps the class $\mathcal{S}^{*}$ into a small subclass of itself may have motivated Biernacki [Bie60] to conjecture that for all $f \in \mathcal{S}$ the function $J[f]$ is also in $\mathcal{S}$. Even though Krzyż and Lewandowski [KL63] showed soon afterwards that this is not true, Biernacki's conjecture initiated the study of integral operators in geometric function theory.

Among the many integral operators studied,

$$
J_{\alpha}[f](z):=\int_{0}^{z}\left(\frac{f(\zeta)}{\zeta}\right)^{\alpha} d \zeta \quad \text { and } \quad I_{\alpha}[f](z):=\int_{0}^{z}\left(f^{\prime}(\zeta)\right)^{\alpha} d \zeta
$$

attracted particular attention. $J_{\alpha}=I_{\alpha} \circ J$ is defined for $\alpha \in \mathbb{C}$ and functions $f \in \mathcal{A}_{0}$ for which $f / z \neq 0$ in $\mathbb{D}$, while $I_{\alpha}$ is defined for $\alpha \in \mathbb{C}$ and functions $f \in \mathcal{A}_{0}$ for which $f^{\prime} \neq 0$ in $\mathbb{D}$. The branch of the logarithm is taken such that $J_{\alpha}^{\prime}[f](0)=I_{\alpha}^{\prime}[f](0)=1$.

The main open problem concerning both operators is to determine the points $\alpha \in \mathbb{C}$ for which $f \in \mathcal{S}$ implies $J_{\alpha}[f] \in \mathcal{S}$ or $I_{\alpha}[f] \in \mathcal{S}$. It is known that $J_{\alpha}[f] \in \mathcal{S}$ and $I_{\alpha}[f] \in \mathcal{S}$ for all $f \in \mathcal{S}$ if $|\alpha| \leq \frac{1}{4}\left[\right.$ KM72,Pfa75]. Furthermore, for each $|\alpha| \geq \frac{1}{2}$ with $\alpha \neq 1$ one can find an $f \in \mathcal{S}$ such that $J_{\alpha}[f] \notin \mathcal{S}[$ KM72 $]$ and for each $|\alpha| \geq \frac{1}{3}$ with $\alpha \neq 1$ there is an $f \in \mathcal{S}$ such that $I_{\alpha}[f] \notin \mathcal{S}$ [Roy65].

More is known if $J_{\alpha}$ and $I_{\alpha}$ are restricted to subclasses of $\mathcal{S}$. For example, it is shown in $[\mathbf{A N 8 2}]$ that $I_{\alpha}[f] \in \mathcal{S}$ for all $f \in \mathcal{K}$ if, and only if, $|\alpha| \leq \frac{1}{2}$ or $\alpha \in\left[\frac{1}{2}, \frac{3}{2}\right]$. In $[\mathrm{Mer}]$ it is proven that $J_{\alpha}[f] \in \mathcal{S}$ for all $f \in \mathcal{S P}$ if, and only if, $|\alpha| \leq \frac{1}{2}$.

For real $\alpha$ the following results concerning the images of the classes $\mathcal{K}, \mathcal{S}^{*}$, and $\mathcal{C}$ under the operators $J_{\alpha}$ and $I_{\alpha}$ have been obtained.

Theorem 5.1. [MW71] Let $\alpha \in \mathbb{R}$.
(1) $J_{\alpha}[f] \in \mathcal{S}$ (in fact $J_{\alpha}[f] \in \mathcal{C}$ ) for all $f \in \mathcal{K}$ if, and only if, $\alpha \in[-1,3]$.
(2) $J_{\alpha}[f] \in \mathcal{S}$ (in fact $\left.J_{\alpha}[f] \in \mathcal{C}\right)$ for all $f \in \mathcal{S}^{*}$ if, and only if, $\alpha \in\left[-\frac{1}{2}, \frac{3}{2}\right]$.
(3) $J_{\alpha}[f] \in \mathcal{S}$ (in fact $J_{\alpha}[f] \in \mathcal{C}$ ) for all $f \in \mathcal{C}$ if, and only if, $\alpha \in\left[-\frac{1}{2}, 1\right]$.
(4) $I_{\alpha}[f] \in \mathcal{S}$ (in fact $I_{\alpha}[f] \in \mathcal{C}$ ) for all $f \in \mathcal{K}$ if, and only if, $\alpha \in\left[-\frac{1}{2}, \frac{3}{2}\right]$.
(5) $I_{\alpha}[f] \in \mathcal{S}$ (in fact $I_{\alpha}[f] \in \mathcal{C}$ ) for all $f \in \mathcal{C}$ if, and only if, $\alpha \in\left[-\frac{1}{3}, 1\right]$.

The operator $I_{\alpha}$ plays also an important role in the Hornich theory.
Let $\mathcal{H}$ denote the class of functions $f$ in $\mathcal{A}_{0}$ that are locally univalent, i.e. that satisfy $f^{\prime} \neq 0$ in $\mathbb{D}$. In [Hor69] Hornich introduced an addition and a scalar multiplication for functions in the class $\mathcal{H}$. For $f, g \in \mathcal{H}$ and $\alpha \in \mathbb{C}$ the Hornich operations are defined by

$$
(f \oplus g)(z):=\int_{0}^{z} f^{\prime}(\zeta) g^{\prime}(\zeta) d \zeta
$$

and

$$
(\alpha \odot f)(z):=I_{\alpha}[f](z)=\int_{0}^{z}\left(f^{\prime}(\zeta)\right)^{\alpha} d \zeta
$$

It is clear that with these operations the set $\mathcal{H}$ becomes a complex vector space - the Hornich space - with zero element id : $z \mapsto z$. Obviously, $\mathcal{S}$ is a subset of $\mathcal{H}$. Even though in general the Hornich sum of two functions in $\mathcal{S}$ is not univalent, it will at least be locally univalent.

This, of course, does not have to be true for the usual sum of two functions in $\mathcal{S}$ and led to a closer examination of the linear structure of $\mathcal{S}$ and its subclasses in the Hornich space. Besides the results concerning the operator $I_{\alpha}$ mentioned above, the following linear properties of the classes $\mathcal{K}$ and $\mathcal{C}$ have been verified.

Theorem 5.2.
(1) $\mathcal{K}$ is convex in $\mathcal{H}$, i.e. for $f, g \in \mathcal{K}$ and $t \in[0,1]$ also $[t \odot f] \oplus[(1-t) \odot g] \in \mathcal{K}$ [CP70].
(2) $\mathcal{C}$ is convex in $\mathcal{H}$ [KM74].

So far it seems to have gone unnoticed that Theorem 5.2 and the 'if'-directions of Theorem 5.1 can easily be obtained - and strengthened - by using the theory of Kaplan classes. In the following we shall give a short outline of the definition and properties of Kaplan classes. For a more thorough treatment of Kaplan classes we refer to [Rus82] and $[\mathbf{S S 0 2}, \mathrm{Ch} .7,8]$.

For $\alpha, \beta \geq 0$ the Kaplan class $K(\alpha, \beta)$ is defined to be the set of functions $f \in \mathcal{A}_{1}$ that satisfy

$$
\begin{equation*}
-\alpha \pi-\frac{1}{2}(\alpha-\beta)\left(\theta_{1}-\theta_{2}\right) \leq \arg f\left(r e^{i \theta_{2}}\right)-\arg f\left(r e^{i \theta_{1}}\right) \tag{5.1}
\end{equation*}
$$

for $0<r<1$ and $\theta_{1}<\theta_{2}<\theta_{1}+2 \pi$. Considering the couple $\left(\theta_{2}, \theta_{1}+2 \pi\right)$ instead of $\left(\theta_{1}, \theta_{2}\right)$ in (5.1) one sees that $f \in K(\alpha, \beta)$ if, and only if, $f \in \mathcal{A}_{1}$ and

$$
\begin{equation*}
\beta \pi-\frac{1}{2}(\alpha-\beta)\left(\theta_{1}-\theta_{2}\right) \geq \arg f\left(r e^{i \theta_{2}}\right)-\arg f\left(r e^{i \theta_{1}}\right) \tag{5.2}
\end{equation*}
$$

for $0<r<1$ and $\theta_{1}<\theta_{2}<\theta_{1}+2 \pi$. From those two characterizations of functions in $K(\alpha, \beta)$ the following properties of Kaplan classes are easily obtained.

Lemma 5.3. [SSO2, p. 245] Let $\alpha, \beta, \lambda, \mu \geq 0$.
(1) If $f \in K(\alpha, \beta)$, then $f^{-1} \in K(\beta, \alpha)$.
(2) If $f \in K(\alpha, \beta), g \in K(\lambda, \mu)$, and $s, t \geq 0$, then $f^{s} g^{t} \in K(s \alpha+t \lambda, s \beta+t \mu)$.
(3) If $\alpha \leq \lambda$ and $\beta \leq \mu$, then $K(\alpha, \beta) \subseteq K(\lambda, \mu)$.

Kaplan classes are related to the classes $\mathcal{K}, \mathcal{S}_{\alpha}^{*}$ and $\mathcal{C}$ in the following way.
Lemma 5.4. [Rus82, Ch. 2]
(1) $f \in \mathcal{K}$ if, and only if, $f^{\prime} \in K(0,2)$.
(2) $f \in \mathcal{S}_{\alpha}^{*}$ if, and only if, $f / z \in K(0,2-2 \alpha)$.
(3) $f \in \mathcal{C}$ if, and only if, $f^{\prime} \in K(1,3)$.
(4) If $f \in \mathcal{K}$, then $f / z \in K(0,1)$.
(5) If $f \in \mathcal{C}$, then $f / z \in K(1,2)$.

Theorem 5.2 and the 'if'-directions of Theorem 5.1 follow easily from Lemmas 5.3 and 5.4. In order to illustrate this we shall verify the 'if'-direction of Theorem 5.1 (1): if $f \in \mathcal{K}$, then $f / z \in K(0,1)$. Therefore, $J_{\alpha}^{\prime}[f]=(f / z)^{\alpha} \in K(0, \alpha)$ if $\alpha \geq 0$ and $J_{\alpha}^{\prime}[f] \in K(\alpha, 0)$ if $\alpha \leq 0$. Hence, for $\alpha \in[-1,3]$ we have $J_{\alpha}^{\prime}[f] \in K(1,3)$ and thus $J_{\alpha}[f] \in \mathcal{C} \subset \mathcal{S}$.

In contrast to the classes $\mathcal{K}$ and $\mathcal{C}$, the set of derivatives of functions in the class $\mathcal{S}^{*}$ is not equal to a Kaplan class. This is the reason why statements concerning the operator $I_{\alpha}$ and the class $\mathcal{S}^{*}$ are considerably harder to obtain than those concerning $I_{\alpha}$ and the classes $\mathcal{K}$ and $\mathcal{C}$.

In this chapter we will give (partial) answers to the following two questions which are motivated by Theorems 5.1 and 5.2 and which until recently had been open: What is the set of $\alpha \in \mathbb{R}$ (or even $\alpha \in \mathbb{C}$ ) for which $f \in \mathcal{S}^{*}$ implies $I_{\alpha}[f] \in \mathcal{S}$, and what is the linear structure of the set $\mathcal{S}^{*}$ in the Hornich space? In order to answer the second question we will present a very interesting new property of starlike functions that, at first sight, seems completely unrelated to the question itself. The results of the first two sections can also be found in $[\mathbf{L a m 0 7}]$.

### 5.1. A New Property of Starlike Functions

In this section we will show that the class $\mathcal{S}^{*}$ behaves very interestingly under a certain nonlinear integral operator.

The following nice property of starlike functions had been unknown until recently.
Theorem 5.5. Let $f \in \mathcal{S}^{*}, z \in \mathbb{D}$, and set $\gamma(t):=f^{-1}(t f(z)), t \in[0,1]$. Then

$$
\left|\int_{0}^{1} \arg \frac{z}{\gamma^{\prime}(t)} d t\right|<\frac{\pi}{2}
$$

It is easy to verify that the integral operator

$$
T[f](z):=\int_{0}^{z} \frac{f^{\prime}(\zeta)}{f(z)} \log \frac{z f^{\prime}(\zeta)}{f(z)} d \zeta, \quad z \in \mathbb{D}
$$

is analytic in $\mathbb{D}$ when $f \in \mathcal{S}$. If $f \in \mathcal{S}^{*}$, then we can choose the special integration path $\gamma(t):=f^{-1}(t f(z)), t \in[0,1]$. In this case, $\gamma^{\prime}(t) f^{\prime}(\gamma(t))=f(z)$ for $t \in[0,1]$ and thus $T[f](z)=\int_{0}^{1} \log \left(z / \gamma^{\prime}(t)\right) d t$. Therefore Theorem 5.5 is equivalent to the following statement.

Theorem 5.6. Let $f \in \mathcal{S}^{*}$. Then $|\operatorname{Im} T[f](z)|<\frac{\pi}{2}$ for $z \in \mathbb{D}$.
In this section we will present a proof of this result. We begin by verifying some elementary properties of the integral operator $T$.

Lemma 5.7. Let $f \in \mathcal{S}^{*}$. Then $\operatorname{Im} T[f]$ is in $h^{\infty}$, i.e. $\operatorname{Im} T[f]$ is a bounded harmonic function in $\mathbb{D}$. Further, if $f$ has an analytic extension to a neighborhood $N$ of a point $w=e^{i t_{0}} \in \mathbb{T}$, then $T[f]$ is continuous in $\mathbb{D} \cup(\mathbb{T} \cap N)$ and $t \mapsto T[f]\left(e^{i t}\right)$ is differentiable in $t_{0}$. If $f^{\prime}(w)=0$, then

$$
\begin{equation*}
\lim _{z \rightarrow w, z \in \overline{\mathbb{D}}} f^{\prime}(z) \log f^{\prime}(z)=0 \tag{5.3}
\end{equation*}
$$

Proof. Let $z \in \mathbb{D}$ and set $\gamma(t):=f^{-1}(t f(z)), t \in[0,1]$. Then $\gamma^{\prime}(t) f^{\prime}(\gamma(t))=f(z)$ for $t \in[0,1]$ and thus

$$
\operatorname{Im} T[f](z)=\int_{0}^{1} \arg f^{\prime}(\gamma(t)) d t-\arg \frac{f(z)}{z}
$$

Since $\left|\arg f^{\prime}(z)\right|<\frac{3 \pi}{2}$ and $|\arg f(z) / z|<\pi$ in $\mathbb{D}$ for all functions $f \in \mathcal{S}^{*}$ [Goo53], we find that $|\operatorname{Im} T[f](z)|<\frac{5 \pi}{2}$ for all $z \in \mathbb{D}$. Since $T[f]$ is analytic in $\mathbb{D}$, it follows that $\operatorname{Im} T[f] \in h^{\infty}$.

Now suppose that $f$ has an analytic extension to a neighborhood $N$ of a point $w=e^{i t_{0}} \in \mathbb{T}$. Since by Koebe's $\frac{1}{4}$-theorem $f(w) \neq 0$, it is clear that if $f^{\prime}$ does not vanish at $w$, then $T[f]$ is continuous in $\mathbb{D} \cup(\mathbb{T} \cap N)$ and $t \mapsto T[f]\left(e^{i t}\right)$ is differentiable in $t_{0}$. Since

$$
\begin{equation*}
T[f](z)=\frac{1}{f(z)} \int_{0}^{z} f^{\prime}(\zeta) \log f^{\prime}(\zeta) d \zeta-\log \frac{f(z)}{z} \tag{5.4}
\end{equation*}
$$

it is also clear that the same will hold in the case $f^{\prime}(w)=0$ once we have shown (5.3). Thus, suppose that $f^{\prime}(w)=0$. Since $\left|\arg f^{\prime}(z)\right|<\frac{3 \pi}{2}$ in $\mathbb{D}$ for all functions $f \in \mathcal{S}^{*}$, we have

$$
\lim _{z \rightarrow w, z \in \overline{\mathbb{D}}}\left|f^{\prime}(z) \log f^{\prime}(z)\right| \leq \lim _{z \rightarrow w, z \in \overline{\mathbb{D}}}\left|f^{\prime}(z)\right|\left(\log \left|f^{\prime}(z)\right|+\frac{3 \pi}{2}\right)=0
$$

as required.
Our further examination of the properties of the operator $T$ will be based on the fact that it satisfies an interesting differential equation.

Lemma 5.8. Let $f \in \mathcal{S}^{*}$ and suppose that $f$ has an analytic extension to a neighborhood of a point $w=r e^{i t_{0}} \in \overline{\mathbb{D}}, 0 \leq r \leq 1, t_{0} \in \mathbb{R}$. Then, if $f^{\prime}(w) \neq 0$,

$$
\begin{equation*}
\left.\frac{d}{d t} T[f]\left(r e^{i t}\right)\right|_{t=t_{0}}=i w T[f]^{\prime}(w)=i+\frac{i w f^{\prime}(w)}{f(w)}\left(\log \frac{w f^{\prime}(w)}{f(w)}-1-T[f](w)\right) \tag{5.5}
\end{equation*}
$$

while

$$
\begin{equation*}
\left.\frac{d}{d t} T[f]\left(e^{i t}\right)\right|_{t=t_{0}}=\lim _{z \rightarrow w, z \in \mathbb{D}} i z T[f]^{\prime}(z)=i \tag{5.6}
\end{equation*}
$$

in the case that $f^{\prime}(w)=0$.
Proof. Using the representation (5.4) of $T[f]$, a simple calculation shows that if $f^{\prime}(w) \neq 0$, then

$$
\begin{aligned}
\left.\frac{d}{d t} T[f]\left(r e^{i t}\right)\right|_{t=t_{0}} & =i+\frac{i w f^{\prime}(w)}{f(w)}\left(\log f^{\prime}(w)-1-\int_{0}^{w} \frac{f^{\prime}(\zeta)}{f(w)} \log f^{\prime}(\zeta) d \zeta\right) \\
& =i+\frac{i w f^{\prime}(w)}{f(w)}\left(\log \frac{w f^{\prime}(w)}{f(w)}-1-T[f](w)\right)
\end{aligned}
$$

If $f^{\prime}(w)=0$, then, because of (5.3),

$$
\left.\frac{d}{d t} T[f]\left(e^{i t}\right)\right|_{t=t_{0}}=i-\frac{i w f^{\prime}(w)}{f^{2}(w)} \int_{0}^{w} f^{\prime}(\zeta) \log f^{\prime}(\zeta) d \zeta-\frac{i w f^{\prime}(w)}{f(w)}=i
$$

As a first application of this differential equation we obtain the following.
Lemma 5.9. Let $f \in \mathcal{S}^{*}$ and suppose that there is a $w=e^{i s} \in \mathbb{T}$ such that $f$ has an analytic extension to a neighborhood $N$ of $w$ and satisfies Re $w f^{\prime}(w) / f(w)=0$ and $|\operatorname{Im} T[f](z)|<|\operatorname{Im} T[f](w)|$ in $\mathbb{D}$. Then $f^{\prime}(w) \neq 0$ and $\operatorname{Im} T[f](w)<\frac{\pi}{2}$ if $\arg w f^{\prime}(w) / f(w)=\frac{\pi}{2}$ and $\operatorname{Im} T[f](w)>-\frac{\pi}{2}$ if $\arg w f^{\prime}(w) / f(w)=-\frac{\pi}{2}$.

Proof. Since $|\operatorname{Im} T[f](z)|<|\operatorname{Im} T[f](w)|$ in $\mathbb{D}$, we have

$$
\left.\frac{d}{d t} \operatorname{Im} T[f]\left(e^{i t}\right)\right|_{t=s}=0
$$

and therefore $f^{\prime}(w) \neq 0$ by Lemma 5.8. Taking the imaginary part of (5.5) and setting $r:=i w f^{\prime}(w) / f(w)$ and $\varphi:=\arg (-i r)$, we obtain

$$
1+r(\varphi-\operatorname{Im} T[f](w))=0
$$

Since $\varphi= \pm \frac{\pi}{2}$ and $r \varphi<0$, the lemma follows.
Next, for $n \in \mathbb{N}$ let $\mathcal{D}_{n}$ be the set of functions $f$ of the form

$$
\begin{equation*}
f(z)=\frac{z}{\prod_{j=1}^{n}\left(1-z e^{-i \theta_{j}}\right)^{\alpha_{j}}}, \tag{5.7}
\end{equation*}
$$

where $\theta_{j}<\theta_{j+1}$ for $1 \leq j \leq n\left(\theta_{n+1}:=\theta_{1}+2 \pi\right)$ as well as $\alpha_{j}>0$ and $\sum_{j=1}^{n} \alpha_{j}=2$; in addition, set $\mathcal{D}:=\bigcup_{n \in \mathbb{N}} \mathcal{D}_{n}$. We have $\mathcal{D} \subset \mathcal{S}^{*}$. In fact, a function $f \in \mathcal{D}_{n}$ as above maps the unit disk onto the complement of $n$ rays lying on straight lines through the origin:

Since for $t \in\left(\theta_{1}, \theta_{n+1}\right), t \neq \theta_{j}$,

$$
f\left(e^{i t}\right)=-e^{i\left(\sum_{j=1}^{n} \theta_{j} \alpha_{j}\right) / 2} \prod_{j=1}^{n}\left(2 \sin \frac{\theta_{j}-t}{2}\right)^{-\alpha_{j}}
$$

for $t \in\left(\theta_{j}, \theta_{j+1}\right), j=1, \ldots, n$, the argument of $f\left(e^{i t}\right)$ is constant. Further, writing $r(t):=i e^{i t} f^{\prime}\left(e^{i t}\right) / f\left(e^{i t}\right)$ we have

$$
r(t)=-\sum_{j=1}^{n} \frac{\alpha_{j}}{2} \cot \frac{t-\theta_{j}}{2} \quad \text { and } \quad r^{\prime}(t)=\sum_{j=1}^{n} \frac{\alpha_{j}}{4 \sin ^{2} \frac{t-\theta_{j}}{2}}>0
$$

and therefore for each $1 \leq j \leq n$ there is exactly one $\phi_{j} \in\left(\theta_{j}, \theta_{j+1}\right)$ such that $f^{\prime}\left(e^{i \phi_{j}}\right)=$ 0 and such that $r(t)<0$ for $t \in\left(\theta_{j}, \phi_{j}\right)$ and $r(t)>0$ for $t \in\left(\phi_{j}, \theta_{j+1}\right)$. Since for $t \neq \theta_{j}$

$$
\frac{d}{d t} \log \left|f\left(e^{i t}\right)\right|=\operatorname{Re} r(t)=r(t)
$$

it thus follows that $t \mapsto\left|f\left(e^{i t}\right)\right|$ decreases from $\infty$ to $\left|f\left(e^{i \phi_{j}}\right)\right|$ in $\left(\theta_{j}, \phi_{j}\right)$ and increases from $\left|f\left(e^{i \phi_{j}}\right)\right|$ to $\infty$ in $\left(\phi_{j}, \theta_{j+1}\right)$. Likewise, we obtain

$$
\begin{equation*}
\arg \frac{e^{i t} f^{\prime}\left(e^{i t}\right)}{f\left(e^{i t}\right)}=\frac{\pi}{2} \quad \text { and } \quad \arg \frac{e^{i t} f^{\prime}\left(e^{i t}\right)}{f\left(e^{i t}\right)}=-\frac{\pi}{2} \tag{5.8}
\end{equation*}
$$

for $t \in\left(\theta_{j}, \phi_{j}\right)$ and $t \in\left(\phi_{j}, \theta_{j+1}\right)$, respectively.

It is a classical result in geometric function theory that the set $\mathcal{D}$ is dense in $\mathcal{S}^{*}$ with respect to the compact open topology of the class $\mathcal{A}_{0}$. One way to see this is to apply the fact that $f \in \mathcal{S}^{*}$ if, and only if, there is a probability measure $\mu(t)$ on $[0,2 \pi]$ such that (cf. [Goo83, p. 122])

$$
f(z)=z \exp \left(-2 \int_{0}^{2 \pi} \log \left(1-z e^{-i t}\right) d \mu(t)\right) .
$$

It will therefore suffice to prove Theorem 5.6 for functions in $\mathcal{D}$. Further, since by Lemma 5.7 $\operatorname{Im} T[f] \in h^{\infty}$ for $f \in \mathcal{S}^{*}$, we have

$$
\operatorname{Im} T[f](z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} P\left(e^{i t}, z\right) \operatorname{Im} T[f]\left(e^{i t}\right) d t \quad(z \in \mathbb{D}),
$$

where $P\left(e^{i t}, z\right)=\operatorname{Re}\left(e^{i t}+z\right) /\left(e^{i t}-z\right)$ is the Poisson kernel [ABR01, Ch. 6]. Since

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} P\left(e^{i t}, z\right) d t=1
$$

and $P\left(e^{i t}, z\right)>0$ for all $z \in \mathbb{D}$ and $t \in \mathbb{R}$ [ABR01, Prop. 1.20], it will thus be enough to show the following statement in order to prove Theorem 5.6.

Lemma 5.10. For $f \in \mathcal{D}$ like in (5.7) we have $\left|\operatorname{Im} T[f]\left(e^{i t}\right)\right|<\frac{\pi}{2}$ for all $t \in$ $\left(\theta_{1}, \theta_{n+1}\right), t \neq \theta_{j}$.

First we will show that this is true in the limit case where $t$ tends to $\theta_{j}$.
To this end, for $\theta \in\left(\theta_{j}, \theta_{j+1}\right)$ set $\gamma_{\theta}(t)=f^{-1}\left(t f\left(e^{i \theta}\right)\right), 0 \leq t \leq 1$, where the branch of $f^{-1}$ is chosen such that $\gamma_{\theta}(1)=e^{i \theta}$. Then $\gamma_{\theta}(0)=0$ and

$$
\begin{equation*}
\gamma_{\theta}^{\prime}(t) f^{\prime}\left(\gamma_{\theta}(t)\right)=f\left(e^{i \theta}\right) \tag{5.9}
\end{equation*}
$$

for all $t \in[0,1]$ for which $\gamma_{\theta}(t) \neq e^{i \phi_{j}}$ (there exists only one such $t$ ). For $\theta, \theta^{*} \in \mathbb{R}$ with $\theta, \theta^{*} \in\left(\theta_{j}, \phi_{j}\right)$ or $\theta, \theta^{*} \in\left(\phi_{j}, \theta_{j+1}\right)$ set

$$
\gamma_{\theta, \theta^{*}}(t)=f^{-1}\left(f\left(e^{i \theta}\right)+t\left(f\left(e^{i \theta^{*}}\right)-f\left(e^{i \theta}\right)\right)\right), \quad(0 \leq t \leq 1)
$$

where the branch of $f^{-1}$ is chosen such that $\gamma_{\theta, \theta^{*}}(0)=e^{i \theta}$. Then $\gamma_{\theta, \theta^{*}}(1)=e^{i \theta^{*}}$ and

$$
\begin{equation*}
\gamma_{\theta, \theta^{*}}^{\prime}(t) f^{\prime}\left(\gamma_{\theta, \theta^{*}}(t)\right)=f\left(e^{i \theta^{*}}\right)-f\left(e^{i \theta}\right) \quad \text { for } \quad 0 \leq t \leq 1 . \tag{5.10}
\end{equation*}
$$

Lemma 5.11. For $f \in \mathcal{D}_{n}$ as in (5.7) and $j=1, \ldots$, n we have

$$
\lim _{\theta \rightarrow \theta_{j}^{+}} \operatorname{Im} T[f]\left(e^{i \theta}\right)=\frac{\pi}{2} \quad \text { and } \quad \lim _{\theta \rightarrow \theta_{j+1}^{-}} \operatorname{Im} T[f]\left(e^{i \theta}\right)=-\frac{\pi}{2} .
$$

In particular, the bound $\frac{\pi}{2}$ in Theorem 5.6 is sharp.
Proof. Let $\theta_{j}<\theta<\theta^{*}<\phi_{j}$. Applying the relations (5.9) and (5.10) and Cauchy's integral theorem and using also the mapping properties of functions in $\mathcal{D}_{n}$ as described above, we get

$$
\begin{aligned}
\operatorname{Im} T[f]\left(e^{i \theta}\right) & =\operatorname{Im} \int_{0}^{e^{i \theta^{*}}} \frac{f^{\prime}(\zeta)}{f\left(e^{i \theta}\right)} \log \frac{e^{i \theta} f^{\prime}(\zeta)}{f\left(e^{i \theta}\right)} d \zeta+\operatorname{Im} \int_{e^{i \theta^{*}}}^{e^{i \theta}} \frac{f^{\prime}(\zeta)}{f\left(e^{i \theta}\right)} \log \frac{e^{i \theta} f^{\prime}(\zeta)}{f\left(e^{i \theta}\right)} d \zeta \\
& =\frac{f\left(e^{i \theta^{*}}\right)}{f\left(e^{i \theta}\right)} \int_{0}^{1} \arg \frac{e^{i \theta}}{\gamma_{\theta^{*}}^{\prime}(t)} d t+\left(1-\frac{f\left(e^{i \theta^{*}}\right)}{f\left(e^{i \theta}\right)}\right) \int_{0}^{1} \arg \frac{e^{i \theta}}{\gamma_{\theta^{*}, \theta}^{\prime}(t)} d t \\
& =\frac{f\left(e^{i \theta^{*}}\right)}{f\left(e^{i \theta}\right)} \int_{0}^{1} \arg \frac{\gamma_{\theta^{*}, \theta}^{\prime}(t)}{\gamma_{\theta^{*}}^{\prime}(t)} d t+\int_{0}^{1} \arg \frac{e^{i \theta}}{\gamma_{\theta^{*}, \theta}^{\prime}(t)} d t .
\end{aligned}
$$

Letting $\theta \rightarrow \theta_{j}$ on both sides of this equation, we obtain

$$
\begin{equation*}
\lim _{\theta \rightarrow \theta_{j}^{+}} \operatorname{Im} T[f]\left(e^{i \theta}\right)=\lim _{\theta \rightarrow \theta_{j}^{+}} \int_{0}^{1} \arg \frac{e^{i \theta}}{\gamma_{\theta^{*}, \theta}^{\prime}(t)} d t \tag{5.11}
\end{equation*}
$$

for all $\theta^{*} \in\left(\theta_{j}, \phi_{j}\right)$. For $\theta_{j}<\theta<\theta^{*}<\phi_{j}$ the curve $\gamma_{\theta^{*}, \theta}$ is one-to-one and maps into the unit circle. Also, $\gamma_{\theta^{*}, \theta}(0)=e^{i \theta^{*}}, \gamma_{\theta^{*}, \theta}(1)=e^{i \theta}$ and $\arg \gamma_{\theta^{*}, \theta}$ is decreasing. Hence, $\theta-\frac{\pi}{2} \leq \arg \gamma_{\theta^{*}, \theta}^{\prime}(t) \leq \theta^{*}-\frac{\pi}{2}$ for $t \in[0,1]$, and thus, because of (5.11),

$$
\theta_{j}-\theta^{*}+\frac{\pi}{2} \leq \lim _{\theta \rightarrow \theta_{j}^{+}} \operatorname{Im} T[f]\left(e^{i \theta}\right) \leq \frac{\pi}{2}
$$

Since this holds for all $\theta^{*} \in\left(\theta_{j}, \phi_{j}\right)$, we obtain the desired result in the case that $\theta \rightarrow \theta_{j}^{+}$.

The second asserted relation can be proved in a similar way.
For the proof of Lemma 5.10 we need two more auxiliary results. The first is (a slightly extended version of) the Clunie-Jack lemma [Jac71], a consequence of the maximum modulus principle that has already found many other applications; the second is of a purely technical nature.

Lemma 5.12 (Clunie-Jack). Let $F$ be an analytic function in $\mathbb{D}$ with $F(0)=0$. Suppose that $F$ has an analytic extension to a neighborhood $N$ of a point $w \in \mathbb{T}:=\{z \in$ $\mathbb{C}:|z|=1\}$ and that $|F(z)| \leq|F(w)|$ for all $z \in \mathbb{D} \cup(\mathbb{T} \cap N)$. Then $w F^{\prime}(w) / F(w) \geq 1$.

Lemma 5.13. For all $a \in \mathbb{R}$ and $b \geq \frac{\pi}{2}$ we have

$$
\begin{equation*}
\pi\left(\log \left(b+\frac{\pi}{2}\right)+1+a\right)-2 b\left(b+\frac{\pi}{2}\right) \cosh \frac{\pi a}{2 b}<0 . \tag{5.12}
\end{equation*}
$$

Proof. Since $f(b):=\log \left(b+\frac{\pi}{2}\right)$ is concave, we have

$$
f(b) \leq f^{\prime}\left(b_{0}\right)\left(b-b_{0}\right)+f\left(b_{0}\right)
$$

for all $b, b_{0}>-\frac{\pi}{2}$. Using this estimate with $b_{0}=\frac{\pi}{2}$, we find that for $b \geq \frac{\pi}{2}$

$$
\pi\left(\log \left(b+\frac{\pi}{2}\right)+1+a\right)-2 b\left(b+\frac{\pi}{2}\right) \cosh \frac{\pi a}{2 b} \leq \frac{\pi}{2}+\pi \log \pi+b+\pi a-2 b \pi \cosh \frac{\pi a}{2 b} .
$$

It will therefore be enough to show that

$$
\begin{equation*}
\frac{\pi}{2}+\pi \log \pi<2 b\left(\pi \cosh \frac{\pi a}{2 b}-\frac{\pi a}{2 b}-\frac{1}{2}\right) \tag{5.13}
\end{equation*}
$$

It is easy to see that

$$
\sqrt{1+\pi^{2}}-\frac{1}{2}-\operatorname{arsinh} \frac{1}{\pi}>0
$$

is the minimum value of $\pi \cosh (x)-x-\frac{1}{2}$ in $\mathbb{R}$. Since

$$
\pi\left(\sqrt{1+\pi^{2}}-\frac{1}{2}-\operatorname{arsinh} \frac{1}{\pi}\right)=7.80 \ldots>5.17 \ldots=\frac{\pi}{2}+\pi \log \pi
$$

(5.13) follows.

We can now proceed to the proof of Lemma 5.10.
Proof of Lemma 5.10 and Theorem 5.6. Assume Lemma 5.10 is wrong, i.e. assume that there is a $f \in \mathcal{D}_{n}$ such that $\left|\operatorname{Im} T[f]\left(e^{i s}\right)\right|>\frac{\pi}{2}$ for a $s \in\left(\theta_{1}, \theta_{n+1}\right)$ with
$s \neq \theta_{j}$. Set $w=e^{i s} \in \mathbb{T}$ and $a+i b:=T[f](w)$ with $a, b \in \mathbb{R}$. Because of Lemma 5.11 we can assume that $s$ is such that

$$
\begin{equation*}
|b|=|\operatorname{Im} T[f](w)|=\max _{z \in \overline{\mathbb{D}}}|\operatorname{Im} T[f](z)| \geq \frac{\pi}{2} \tag{5.14}
\end{equation*}
$$

and consequently also

$$
\begin{equation*}
\operatorname{Im} i w T[f]^{\prime}(w)=\left.\frac{d}{d t} \operatorname{Im} T[f]\left(e^{i t}\right)\right|_{t=s}=0 \tag{5.15}
\end{equation*}
$$

By Lemma 5.9 we have $f^{\prime}(w) \neq 0$ and therefore $T[f]$ has an analytic extension to a neighborhood of $w$.

Set $r:=i w f^{\prime}(w) / f(w)$ and $\varphi:=\arg (-i r)$. Then, because of (5.8), $r \in \mathbb{R}$ and $|\varphi|=$ $\frac{\pi}{2}$. Further, it follows from Lemma 5.9 and (5.14) that $\varphi b<0$ and thus $|b-\varphi|=\frac{\pi}{2}+|b|$. Taking the imaginary part of (5.5), we get $0=1+r(\varphi-b)$ or $r=1 /(b-\varphi)$ and this, together with (5.5) and (5.15), yields

$$
\begin{align*}
\operatorname{sgn}(b) i w T[f]^{\prime}(w) & =\operatorname{sgn}(b) \operatorname{Re} i w T[f]^{\prime}(w) \\
& =\operatorname{sgn}(b) r\left(\log \left|\frac{w f^{\prime}(w)}{f(w)}\right|-1-\operatorname{Re} T[f](w)\right) \\
& =-\frac{1}{|b|+\frac{\pi}{2}}\left(\log \left(|b|+\frac{\pi}{2}\right)+1+a\right) . \tag{5.16}
\end{align*}
$$

Observe that $z \mapsto \int_{0}^{z} f^{\prime}(\zeta) \log f^{\prime}(\zeta) d \zeta$ has at least a double zero at the origin and that $h(z):=f(z) / z$ is analytic at 0 with $h(0)=f^{\prime}(0)=1$; hence, we see from the representation (5.4) that $T[f](0)=0$. Because of this and (5.14) it follows from the mapping properties of the tangent [Neh52, p. 277] that

$$
F(z):=\tan \left(\frac{i \pi T[f](z)}{4 b}\right), \quad z \in \mathbb{D}
$$

is an analytic function in $\mathbb{D}$ with $F(0)=0$ that has an analytic extension to a neighborhood $N$ of $w$ and satisfies $|F(z)| \leq|F(w)|=1$ for all $z \in \mathbb{D} \cup(\mathbb{T} \cap N)$. The Clunie-Jack lemma yields that

$$
\begin{equation*}
1 \leq \frac{w F^{\prime}(w)}{F(w)}=\frac{i \pi w T[f]^{\prime}(w)}{2 b \sin \left(\frac{i \pi}{2 b} T[f](w)\right)} \tag{5.17}
\end{equation*}
$$

Since

$$
\sin \frac{i \pi T[f](w)}{2 b}=\sin \left(\frac{i \pi a}{2 b}-\frac{\pi}{2}\right)=-\cosh \frac{\pi a}{2 b},
$$

this and (5.16) give

$$
1 \leq-\frac{\operatorname{sgn}(b) i \pi w T[f]^{\prime}(w)}{2|b| \cosh \frac{\pi a}{2|b|}}=\frac{\pi(\log (|b|+\pi / 2)+1+a)}{2|b|(|b|+\pi / 2) \cosh \frac{\pi a}{2|b|}} .
$$

But this is impossible for $a \in \mathbb{R}$ and $|b| \geq \frac{\pi}{2}$ by Lemma 5.13.
This completes the proof of Lemma 5.10 and hence Theorem 5.6.

### 5.2. The Set of Starlike Functions Is Starlike

In this section we will show that the class $\mathcal{S}^{*}$ of starlike functions is starlike in the Hornich space.

The linear structure of $\mathcal{S}^{*}$ in the Hornich space $\mathcal{H}$ was examined first by Kim, Ponnusamy and Sugawa [KPS04]. They showed that, in contrast to $\mathcal{K}$ and $\mathcal{C}$ (cf. Theorem 5.2), the class $\mathcal{S}^{*}$ is not convex in $\mathcal{H}$. However, they were also able to verify
that the straight line $\alpha \odot k=I_{\alpha}[k], \alpha \in[0,1]$, between id, the zero element in $\mathcal{H}$, and the Koebe function $k(z)=z(1-z)^{-2}$ lies completely in $\mathcal{S}^{*}$. Since the Koebe function is in many ways extremal in the class $\mathcal{S}^{*}$, they went on to pose the following question: Is it true that for all $f \in \mathcal{S}^{*}$ and $\alpha \in[0,1]$ one has $I_{\alpha}[f] \in \mathcal{S}^{*}$, or, equivalently, is the class $\mathcal{S}^{*}$ starlike in $\mathcal{H}$ ? In [KPS04] several other results were presented that pointed to a positive answer for this question, but the general problem remained open.

Here we will use Theorem 5.6 in order to show that the answer to the question posed by Kim, Ponnusamy and Sugawa is indeed positive.

Theorem 5.14. For all $f \in \mathcal{S}^{*}$ and $\alpha \in[0,1]$ we have $I_{\alpha}[f] \in \mathcal{S}^{*}$. In other words, the class $\mathcal{S}^{*}$ of univalent starlike functions is starlike in the Hornich space.

Because of the definition of starlike functions it is clear that Theorem 5.14 will be proven if we can show that for all $f \in \mathcal{S}^{*}, 0 \leq \alpha \leq 1$, and $z \in \mathbb{D}$, we have

$$
\operatorname{Re} \frac{I_{\alpha}[f](z)}{z I_{\alpha}[f]^{\prime}(z)}>0 .
$$

Denote by $\mathcal{S}_{c}^{*}$ the set of functions $f \in \mathcal{S}^{*}$ that are analytic in a neighborhood of the closed unit disk and by $\mathcal{S}_{c,+}^{*}$ the set of functions $f \in \mathcal{S}_{c}^{*}$ that satisfy $\operatorname{Re} z f^{\prime}(z) / f(z)>0$ in $\overline{\mathbb{D}}$. If $f$ is any function in $\mathcal{S}^{*}$, then, for $0<r<1, g(z):=f(r z) / r$ belongs to $\mathcal{S}_{c,+}^{*}$ and we have

$$
\operatorname{Re} \frac{z I_{\alpha}[g]^{\prime}(z)}{I_{\alpha}[g](z)}=\operatorname{Re} \frac{z\left(g^{\prime}(z)\right)^{\alpha}}{\int_{0}^{z}\left(g^{\prime}(\zeta)\right)^{\alpha} d \zeta}=\operatorname{Re} \frac{r z\left(f^{\prime}(r z)\right)^{\alpha}}{\int_{0}^{r z}\left(f^{\prime}(\zeta)\right)^{\alpha} d \zeta}=\operatorname{Re} \frac{r z I_{\alpha}[f]^{\prime}(r z)}{I_{\alpha}[f](r z)}
$$

for $z \in \mathbb{D}, 0<r<1$ and $0 \leq \alpha \leq 1$. Therefore we only have to show that Theorem 5.14 is true for functions in the class $\mathcal{S}_{c,+}^{*}$.

Thus, let $f \in \mathcal{S}_{c,+}^{*}$. Then there is a $c>0$ such that $\operatorname{Re} z f^{\prime}(z) / f(z)>c$ in $\overline{\mathbb{D}}$ and so there must be a $0 \leq \alpha^{*}<1$ such that

$$
I_{\alpha}[f] \in \mathcal{S}_{c,+}^{*} \quad \text { for } \quad \alpha^{*}<\alpha \leq 1 .
$$

Suppose that Theorem 5.14 is wrong and that the $f$ we have chosen is a counterexample to it. This means we can assume that $\alpha^{*}>0$ is such that $I_{\alpha}[f] \in \mathcal{S}_{c,+}^{*}$ for $\alpha^{*}<\alpha \leq 1$, but that for each $\epsilon>0$ there is an $\alpha \in\left(\alpha^{*}-\epsilon, \alpha^{*}\right)$ with $I_{\alpha}[f] \notin \mathcal{S}_{c,+}^{*}$. Since $\mathcal{S}^{*}$ is compact, $I_{\alpha^{*}}[f]$ must then be a member of $\mathcal{S}_{c}^{*}$ and satisfy

$$
\operatorname{Re} \frac{w I_{\alpha^{*}}[f]^{\prime}(w)}{I_{\alpha^{*}}[f](w)}=0 \quad \text { and } \quad I_{\alpha^{*}}[f]^{\prime}(w) \neq 0
$$

for a $w$ on the unit circle $\left(f^{\prime}(w) \neq 0\right.$ obviously implies $I_{\alpha}[f]^{\prime}(w) \neq 0$ for $\left.0 \leq \alpha \leq 1\right)$. This, however, is a contradiction to the next lemma since

$$
I_{\alpha}\left[I_{\alpha^{*}}[f]\right]=I_{\alpha \alpha^{*}}[f] \in \mathcal{S}^{*}
$$

for $1<\alpha \leq \frac{1}{\alpha^{*}}$. Theorem 5.14 must therefore be true.
Lemma 5.15. Let $f \in \mathcal{S}_{c}^{*}$ with $\operatorname{Re} w f^{\prime}(w) / f(w)=0$ and $f^{\prime}(w) \neq 0$ for $a w \in \mathbb{T}$. Then there is an $\alpha^{*}>1$ such that $I_{\alpha}[f] \notin \mathcal{S}^{*}$ for $1<\alpha<\alpha^{*}$.

Proof. Since $f^{\prime}(w) \neq 0$, also $w f^{\prime}(w) / f(w) \neq 0$ and so

$$
\frac{w f^{\prime}(w)}{f(w)}=i \phi \quad \text { for a } \quad \phi \neq 0
$$

Assume that $\phi>0$.

To prove the lemma it will clearly be enough to show that

$$
\left.\frac{d}{d \alpha} \operatorname{Re} \frac{I_{\alpha}[f](w)}{w I_{\alpha}[f]^{\prime}(w)}\right|_{\alpha=1}<0
$$

Now,

$$
\begin{aligned}
\left.\frac{d}{d \alpha} \operatorname{Re} \frac{I_{\alpha}[f](w)}{w I_{\alpha}[f]^{\prime}(w)}\right|_{\alpha=1} & =\left.\frac{d}{d \alpha} \operatorname{Re} \int_{0}^{w} \frac{1}{w}\left(\frac{f^{\prime}(\zeta)}{f^{\prime}(w)}\right)^{\alpha} d \zeta\right|_{\alpha=1} \\
& =\operatorname{Re} \int_{0}^{w} \frac{f^{\prime}(\zeta)}{w f^{\prime}(w)} \log \frac{f^{\prime}(\zeta)}{f^{\prime}(w)} d \zeta \\
& =\operatorname{Re} \frac{f(w)}{i w f^{\prime}(w)} i\left(\int_{0}^{w} \frac{f^{\prime}(\zeta)}{f(w)} \log \frac{w f^{\prime}(\zeta)}{f(w)} d \zeta-\log \frac{w f^{\prime}(w)}{f(w)}\right) \\
& =\frac{1}{\phi}\left(\operatorname{Im} T[f](w)-\frac{\pi}{2}\right)
\end{aligned}
$$

Since it follows readily from Theorem 5.6 and Lemma 5.9 that

$$
\operatorname{Im} T[f](w)<\frac{\pi}{2}
$$

the lemma is proven in the case $\phi>0$.
In the case $\phi<0$ one proceeds in a similar way and therefore the proof is complete.

### 5.3. Functions with Complex Corners

In this section we will use Theorem 5.14 in order to describe a large set of $\alpha \in \mathbb{C}$ for which there is a $f \in \mathcal{S}^{*}$ such that $I_{\alpha}[f] \notin \mathcal{S}$. In particular, we will completely determine the set of $\alpha \in \mathbb{R}$ for which $I_{\alpha}[f] \in \mathcal{S}$ for all $f \in \mathcal{S}^{*}$. We will also show that the set $\mathcal{S P}{ }_{\beta}$ of functions spirallike of order $\beta$ is not starlike in the Hornich space and prove that Theorem 5.6 is sharp for every subclass $\mathcal{S}_{\alpha}^{*}, \alpha \in[0,1)$, of $\mathcal{S}^{*}$.

In [Roy65] Royster completely determined the set of $\mu \in \mathbb{C}$ for which the function $(1-z)^{\mu}$ is univalent in $\mathbb{D}$ (we consider the branch of the logarithm for which $(1-z)^{\mu}$ is equal to 1 at $z=0$ ).

Theorem 5.16. The function $(1-z)^{\mu}$ is univalent in $\mathbb{D}$ if, and only if, $|\mu+1| \leq 1$ or $|\mu-1| \leq 1$.

We will now show an extension of this result to certain functions $f \in \mathcal{A}$ that behave locally like $(1-z)^{\mu}$. We will say that a function $f \in \mathcal{A}$ has a corner of order $\mu \in \mathbb{C} \backslash\{0\}$ at $z_{0} \in \mathbb{T}$ if there is a constant $d \in \mathbb{C}$ such that $\left(z_{0}-z\right)^{-\mu}(f(z)-d)$ has an analytic extension to $z_{0}$ that does not vanish at $z_{0}$.

Theorem 5.17. Let $f \in \mathcal{A}$ have a corner of order $\mu \in \mathbb{C}$ at $z_{0} \in \mathbb{T}$. If $\mu \in M:=$ $\{\mu:|\mu+1|>1\} \cap\{\mu:|\mu-1|>1\}$, then $f$ is not univalent in $\mathbb{D}$.

Proof. It is straightforward to check that $f \in \mathcal{A}$ has a corner of order $\mu$ at $z_{0} \in \mathbb{T}$ if, and only if, $z_{0}^{-\mu} f\left(z_{0} z\right) \in \mathcal{A}$ has a corner of order $\mu$ at 1 and thus we can suppose that $z_{0}=1$.

Since $f$ has a corner of order $\mu$ at 1 , there are a $d \in \mathbb{C}$ and a function $g$ that is analytic in a neighborhood $N$ of 1 with $g(1) \neq 0$ such that $f(z)-d=(1-z)^{\mu} g(z)$ for $z \in \hat{N}:=\mathbb{D} \cap N$. We prove the theorem by showing that if $\mu \in M$, then there are two
points $w_{1}, w_{2} \in \mathbb{C}$ with $w_{1}-w_{2}=2 \pi i$ that lie in the image of $\hat{N}$ under the function $F(z):=H(z)+G(z)$, where

$$
H(z):=\mu \log (1-z) \quad \text { and } \quad G(z):=\log g(z), \quad z \in \hat{N} .
$$

Since the desired property holds simultaneously for the functions $F(z)$ and $F(z)-G(1)$, $z \in \hat{N}$, we may assume that $G(1)=0$.

If $\mu=\rho e^{i \theta} \in M$ with $\rho>0$ and $\theta \in \mathbb{R}$, then

$$
\frac{\rho \pi}{|\cos \theta|}>2 \pi
$$

As described in the proof of the lemma on p. 386 of $[$ Roy 65$], H(\mathbb{D})$ is equal to a subset $B$ of a sloping strip $S$ that meets vertical lines in segments of length $\frac{\rho \pi}{|\cos \theta|}$ and the boundary of $B$ approaches one or the other edge of $S$ as the preimage $z$ approaches the point 1 from above or below. Hence, there is an $\epsilon>0$ such that for every $R>0$ there are points $w_{1}$ and $w_{2}$ in $B$ with $\left|w_{j}\right|>R$ and $w_{1}-w_{2}=2 \pi i$ such that $\operatorname{dist}\left(w_{j}, \partial B\right)>\epsilon(j \in\{1,2\})$. Since $G(1)=0$, we can assume that $|G(z)|<\frac{\epsilon}{2}$ for $z \in N$. Let $L$ be a half-plane orthogonal to $S$ such that $B \cap L$ is contained in $H(\hat{N})$ and let $\Gamma \subset \overline{\mathbb{D}} \cup N$ denote the Jordan curve that describes the preimage of $\partial(B \cap L)$ under $H$. Then we can find $w_{1}, w_{2} \in B \cap L$ with $w_{1}-w_{2}=2 \pi i$ and $\left|H(z)-w_{j}\right|>\epsilon$ for $j \in\{1,2\}$ and $z \in \Gamma$. Hence,

$$
|G(z)|<\frac{\epsilon}{2}<\epsilon<\left|H(z)-w_{j}\right|
$$

for $j \in\{1,2\}$ and $z \in \Gamma$ and thus it readily follows from Rouche's theorem that there are $z_{1}, z_{2} \in \mathbb{D}$ in the bounded component of $\mathbb{C} \backslash \Gamma$ such that $F\left(z_{j}\right)=w_{j}$ for $j \in\{1,2\}$.

For every function $f \in \mathcal{S}$ with a non-trivial corner on $\mathbb{T}$ we can now determine a large set of $\alpha \in \mathbb{C}$ such that $I_{\alpha}[f] \notin \mathcal{S}$.

Theorem 5.18. Suppose $f \in \mathcal{S}$ has a corner of order $\mu \in \mathbb{C} \backslash\{0,1\}$ at $z_{0} \in \mathbb{T}$. Then $I_{\alpha}[f] \notin \mathcal{S}$ if

$$
\alpha=\frac{1}{\mu-1}(m-1) \quad \text { for a } \quad m \in M .
$$

Proof. As in the proof of Theorem 5.17 we can assume that $z_{0}=1$. Hence, there is a function $g$ that is analytic in a neighborhood $N$ of 1 with $g(1) \neq 0$ such that

$$
f^{\prime}(z)=(1-z)^{\mu-1}\left((1-z) g^{\prime}(z)-\mu g(z)\right)
$$

for $z \in \hat{N}:=\mathbb{D} \cap N$. The function

$$
G(z):=(1-z) g^{\prime}(z)-\mu g(z)
$$

does not vanish at $z=1$ and therefore, for each $\alpha \in \mathbb{C} \backslash\left\{(1-\mu)^{-1}\right\}$, there is a sequence $\left\{a_{k}\right\}_{k \in \mathbb{N}_{0}} \subset \mathbb{C}$ with $a_{0} \neq 0$ such that

$$
I_{\alpha}[f]^{\prime}(z)=(1-z)^{\alpha(\mu-1)} \sum_{k=0}^{\infty} a_{k}(1-z)^{k}
$$

for $z \in \hat{N}$. This shows that both $I_{\alpha}[f]$ and $(1-z)^{\alpha(\mu-1)+1} F$, where

$$
F(z):=-\sum_{k=0}^{\infty} \frac{a_{k}}{k+1+\alpha(\mu-1)}(1-z)^{k}
$$

are primitives of $I_{\alpha}[f]^{\prime}$ in $\hat{N}$, and thus there is a constant $d \in \mathbb{C}$ such that

$$
I_{\alpha}[f](z)=d+(1-z)^{\alpha(\mu-1)+1} F(z) \quad \text { for } \quad z \in \hat{N} .
$$

Therefore, since $F(1) \neq 0, I_{\alpha}[f]$ has a corner of order $\alpha(\mu-1)+1$ at 1 and the assertion follows from Theorem 5.17.

Using this result together with Theorem 5.14, we obtain the following.
Corollary 5.19. Let $\alpha \in \mathbb{C}$ with $|\alpha|>\frac{1}{3}$ and $\alpha \notin\left[\frac{1}{3}, 1\right]$. Then there is a function $f \in \mathcal{S}^{*}$ such that $I_{\alpha}[f] \notin \mathcal{S}$. In particular, if $\alpha \in \mathbb{R}$, then $I_{\alpha}[f] \in \mathcal{S}$ for all $f \in \mathcal{S}^{*}$ if, and only if, $\alpha \in\left[-\frac{1}{3}, 1\right]$.

Proof. Since the Koebe function $k=z(1-z)^{-2}$ has a corner of order -2 at 1, it follows from Theorem 5.18 that $I_{\alpha}[k] \notin \mathcal{S}$ if $\alpha$ lies in the complement $A$ of $\{\alpha:|\alpha|<$ $\left.\frac{1}{3}\right\} \cup\left\{\alpha:\left|\alpha-\frac{2}{3}\right|<\frac{1}{3}\right\}$. In order to prove that for $\alpha \in B:=\left\{\alpha \notin \mathbb{R}:\left|\alpha-\frac{2}{3}\right|<\frac{1}{3}\right\}$ there is a function $f \in \mathcal{S}^{*}$ for which $I_{\alpha}[f] \notin \mathcal{S}$, we adapt the proof of [AN82, Thm. 4]: If $\alpha \in B$, then there is an $\alpha_{0} \in A$ with $\arg \alpha=\arg \alpha_{0}$ and $\left|\alpha_{0}\right|<|\alpha|$. Hence, $\alpha_{0} / \alpha \in(0,1)$ and therefore, by Theorem 5.14, $f:=I_{\alpha_{0} / \alpha}[k] \in \mathcal{S}^{*}$. Now,

$$
I_{\alpha}[f]=I_{\alpha_{0}}[k] \notin \mathcal{S}
$$

since $\alpha_{0} \in A$ and thus the first assertion of the corollary is proven.
We have $\mathcal{S}^{*} \subset \mathcal{C}$ and therefore the second assertion follows from the first and Theorem 5.1 (5).

In Lemma 5.11 it was shown that the bound $\frac{\pi}{2}$ in Theorem 5.6 is sharp for the class $\mathcal{S}^{*}$. We will now strengthen this result by proving that Theorem 5.6 is sharp for each subclass $\mathcal{S}_{\alpha}^{*}, \alpha \in[0,1)$, of $\mathcal{S}^{*}$.

To this end, observe first that for $f_{\mu}(z)=z(1-z)^{-\mu}$ defined as in Chapter 2 we have

$$
\frac{z f_{\mu}^{\prime}(z)}{f_{\mu}(z)}=1+\mu \frac{z}{1-z}, \quad z \in \mathbb{D}
$$

Using this relation it is easy to see that for $\mu \in C:=\{\mu \in \mathbb{C} \backslash\{0\}:|\mu-1| \leq 1\}$

$$
\begin{equation*}
f_{\mu} \in \mathcal{S P}_{\beta} \subset \mathcal{S}, \quad \text { where } \quad \beta=-\arg \mu \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\theta \rightarrow 0^{+}} \arg \frac{e^{i \theta} f_{\mu}^{\prime}\left(e^{i \theta}\right)}{f_{\mu}\left(e^{i \theta}\right)}=\frac{\pi}{2}+\arg \mu \quad \text { and } \quad \lim _{\theta \rightarrow 0^{-}} \arg \frac{e^{i \theta} f_{\mu}^{\prime}\left(e^{i \theta}\right)}{f_{\mu}\left(e^{i \theta}\right)}=-\frac{\pi}{2}+\arg \mu \tag{5.19}
\end{equation*}
$$

For $\mu \in C$ we thus obtain

$$
\begin{align*}
T\left[f_{\mu}\right](z) & =\log \frac{z}{f_{\mu}(z)}+\frac{1}{f_{\mu}(z)} \int_{0}^{z} f_{\mu}^{\prime}(\zeta) \log f_{\mu}^{\prime}(\zeta) d \zeta \\
& =\log \frac{z f_{\mu}^{\prime}(z)}{f_{\mu}(z)}-\frac{1}{f_{\mu}(z)} \int_{0}^{z} \frac{f_{\mu}(\zeta) f_{\mu}^{\prime \prime}(\zeta)}{f_{\mu}^{\prime}(\zeta)} d \zeta  \tag{5.20}\\
& =\log \frac{z f_{\mu}^{\prime}(z)}{f_{\mu}(z)}-\frac{1}{f_{\mu}(z)} \int_{0}^{z} \frac{\mu \zeta(2+(\mu-1) \zeta)}{(1-\zeta)^{\mu+1}(1+(\mu-1) \zeta)} d \zeta
\end{align*}
$$

For $\mu=1$ or $\mu=2$ the integral

$$
\int_{0}^{z} \frac{\mu \zeta(2+(\mu-1) \zeta)}{(1-\zeta)^{\mu+1}(1+(\mu-1) \zeta)} d \zeta
$$

can be explicitly calculated and doing this we find that for $\mu=1$ or $\mu=2$

$$
\lim _{z \rightarrow \in \mathbb{z}, 1} \frac{1}{f_{\mathbb{T}\{1\}}} \int_{\mu}^{z} \frac{\mu \zeta(2+(\mu-1) \zeta)}{(1-\zeta)^{\mu+1}(1+(\mu-1) \zeta)} d \zeta=\frac{1}{\mu}+1
$$

In fact, this relation holds for all $\mu \in C$.
Lemma 5.20. Let $\mu \in C$. Then

$$
\lim _{\substack{z z 1 \\ z \in \mathbb{\mathbb { D }}\{1\}}} \frac{1}{f_{\mu}(z)} \int_{0}^{z} \frac{\mu \zeta(2+(\mu-1) \zeta)}{(1-\zeta)^{\mu+1}(1+(\mu-1) \zeta)} d \zeta=\frac{1}{\mu}+1
$$

Proof. For $\mu=1$ or $\mu=2$ the lemma has already been shown. In the following we will therefore assume that $\mu \in C \backslash\{1,2\}$.

Since $\operatorname{Re} \mu>0$, we have

$$
\begin{equation*}
\lim _{\substack{z=1 \\ z \in \mathbb{\mathbb { D }}\{1\}}}(1-z)^{\mu}=0 \tag{5.21}
\end{equation*}
$$

and thus

$$
\lim _{\substack{z \rightarrow 1 \\ z \in \mathbb{\mathbb { D }}\{1\}}} \frac{\mu z-1+(1-z)^{\mu}}{(\mu-1) z}=1
$$

Therefore, since

$$
\begin{aligned}
\frac{1}{f_{\mu}(z)} \int_{0}^{z} \frac{\mu \zeta(2+(\mu-1) \zeta)}{(1-\zeta)^{\mu+1}(1+(\mu-1) \zeta)} d \zeta= \\
\quad=\frac{1}{f_{\mu}(z)} \int_{0}^{z} \frac{\mu \zeta}{(1-\zeta)^{\mu+1}(1+(\mu-1) \zeta)} d \zeta+\frac{\mu z-1+(1-z)^{\mu}}{(\mu-1) z}
\end{aligned}
$$

only

$$
\begin{equation*}
\lim _{\substack{z=1 \\ z \in \mathbb{T} \backslash\{1\}}} \frac{1}{f_{\mu}(z)} \int_{0}^{z} \frac{\mu \zeta}{(1-\zeta)^{\mu+1}(1+(\mu-1) \zeta)} d \zeta=\frac{1}{\mu} \tag{5.22}
\end{equation*}
$$

remains to be verified.
We have

$$
\begin{aligned}
& \frac{1}{f_{\mu}(z)} \int_{0}^{z} \frac{\mu \zeta}{(1-\zeta)^{\mu+1}(1+(\mu-1) \zeta)} d \zeta-\frac{1}{\mu}= \\
&=\frac{1}{\mu f_{\mu}(z)} \int_{0}^{z}\left(\frac{\mu^{2} \zeta}{(1-\zeta)^{\mu+1}(1+(\mu-1) \zeta)}-f_{\mu}^{\prime}(\zeta)\right) d \zeta \\
&=\frac{1}{\mu f_{\mu}(z)} \int_{0}^{z} \frac{(\mu-1)^{2} \zeta-1}{(1-\zeta)^{\mu}(1+(\mu-1) \zeta)} d \zeta
\end{aligned}
$$

Since $\mu-1 \neq-1$, there is a neighborhood $N$ of 1 in which the function

$$
F(z):=\frac{(\mu-1)^{2} \zeta-1}{1+(\mu-1) \zeta}
$$

has a power series representation of the form

$$
F(z)=\sum_{k=0}^{\infty} a_{k}(1-z)^{k} .
$$

It follows that there is a constant $d \in \mathbb{C}$ such that for $z \in N \cap \overline{\mathbb{D}}$ with $z \neq 1$

$$
\begin{aligned}
\frac{1}{f_{\mu}(z)} \int_{0}^{z} \frac{\mu \zeta}{(1-\zeta)^{\mu+1}(1+(\mu-1) \zeta)} d \zeta & -\frac{1}{\mu}= \\
& =\frac{1}{\mu f_{\mu}(z)}\left(d-\sum_{k=0}^{\infty} \frac{a_{k}}{k-\mu+1}(1-z)^{k-\mu+1}\right) \\
& =\frac{1}{\mu z}\left(d(1-z)^{\mu}-\sum_{k=0}^{\infty} \frac{a_{k}}{k-\mu+1}(1-z)^{k+1}\right)
\end{aligned}
$$

and thus (5.22) follows from (5.21).
(5.19), (5.20), Lemma 5.20, and the fact that $f_{2-2 \lambda} \in \mathcal{S}_{\lambda}^{*}$ for all $\lambda \in[0,1)$, yield the following.

Theorem 5.21.
(1) We have

$$
\lim _{\theta \rightarrow 0^{+}} \operatorname{Im} T\left[f_{\mu}\right]\left(e^{i \theta}\right)=\frac{\pi}{2} \quad \text { and } \quad \lim _{\theta \rightarrow 0^{-}} \operatorname{Im} T\left[f_{\mu}\right]\left(e^{i \theta}\right)=-\frac{\pi}{2}
$$

for every $\mu \in(0,2]$. In particular, Theorem 5.6 is sharp for every subclass $\mathcal{S}_{\lambda}^{*}$, $\lambda \in[0,1)$, of $\mathcal{S}^{*}$.
(2) If $\mu=2 e^{-i \beta} \cos \beta$ with $\beta \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$, then

$$
\lim _{\theta \rightarrow 0^{+}} \operatorname{Im} T\left[f_{\mu}\right]\left(e^{i \theta}\right)=\frac{\pi}{2}-\beta-\frac{1}{2} \tan \beta
$$

and

$$
\lim _{\theta \rightarrow 0^{-}} \operatorname{Im} T\left[f_{\mu}\right]\left(e^{i \theta}\right)=-\frac{\pi}{2}-\beta-\frac{1}{2} \tan \beta
$$

The second statement of this theorem can be used to show that, in contrast to $\mathcal{S}^{*}$, the classes $\mathcal{S P}_{\beta}$ with $\beta \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right), \beta \neq 0$, are not starlike in the Hornich space.

Theorem 5.22. Let $\beta \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ with $\beta \neq 0$. Then the class $\mathcal{S P}_{\beta}$ is not starlike in the Hornich space.

Proof. Set $\mu:=2 e^{-i \beta} \cos \beta$ and write $f=f_{\mu}$. Then $f_{\mu} \in \mathcal{S P}_{\beta}$ and

$$
F(z):=e^{i \beta} \frac{z f^{\prime}(z)}{f(z)}=e^{i \beta} \frac{1+e^{-2 i \beta} z}{1-z}
$$

maps the closed unit disk univalently onto the closed right half-plane. In order to prove the theorem it will therefore suffice to find a $z \in \mathbb{T}$ such that

$$
\begin{equation*}
\left.\frac{d}{d \alpha} \operatorname{Re} e^{-i \beta} \frac{I_{\alpha}[f](z)}{z I_{\alpha}[f]^{\prime}(z)}\right|_{\alpha=1}>0 \tag{5.23}
\end{equation*}
$$

Suppose first that $\beta>0$. Then, because of Theorem 5.21 (2), we can find a $t \in(2 \beta-\pi, 0)$ such that

$$
\begin{equation*}
\operatorname{Im} T[f](z)<-\frac{\pi}{2}-\beta \tag{5.24}
\end{equation*}
$$

for $z=e^{i t}$. Since $t \in(2 \beta-\pi, 0)$, we have $F(z)=i \phi$ with $\phi<0$. Hence, as in the proof of Lemma 5.15, we see that

$$
\begin{aligned}
\left.\frac{d}{d \alpha} \operatorname{Re} e^{-i \beta} \frac{I_{\alpha}[f](z)}{z I_{\alpha}[f]^{\prime}(z)}\right|_{\alpha=1} & =\operatorname{Re} e^{-i \beta} \frac{f(z)}{i z f^{\prime}(z)} i\left(T[f](z)-\log \frac{z f^{\prime}(z)}{f(z)}\right) \\
& =\frac{1}{\phi}\left(\operatorname{Im} T[f](z)+\frac{\pi}{2}+\beta\right)
\end{aligned}
$$

In order to obtain the second identity we have used the fact that $\operatorname{Re} F\left(e^{i t}\right)=0$ for $t \in(0,2 \pi)$. Since $\phi<0,(5.23)$ thus follows from (5.24).

The proof of the case $\beta<0$ is similar and will be omitted.
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