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## Abstract

Nowadays, one of the most important tools for the solution of differential equations is the application of Lie symmetry methods. Solutions of nonlinear partial differential equations (PDEs) can be constructed directly from the symmetries or via similarity reductions. However, finding Lie symmetries of PDEs and generally for systems of PDEs, is not an easy task, especially when arbitrary elements appear in the equations. Hence, in order to avoid numerous calculations, some useful restrictions on the functional form of the coefficient functions of the Lie generator, are needed.

The target of the present thesis is to find some useful a-priori restrictions on the form of the generator, to reduce the number of calculations required in group classification. We deal with evolution equations. To achieve this goal, in chapter 2 some basic, necessary definitions are given, that enable us to develop our theory. We describe the notion of Lie groups of transformations, the infinitesimal transformations. We explain what is meant by the terms invariance of a PDE, similarity reductions, nonclassical symmetries and equivalence transformations.

In the next chapter, we exhibit known results for two types of generalized nonlinear scalar PDEs. Specifically, for the nonlinear heat equation without presenting any calculations, we mention out the equivalence transformations, Lie symmetries and invariant solutions. Also, for the generalized Burgers equation, equivalence transformations and Lie symmetries are given. These two equations motivate us to extend these results, for systems of diffusion equations, later in the thesis.

Chapter 4 is the chapter in which the wanted, aforementioned restrictions on the form of the Lie generator are derived. We recall some results from the papers of $\mathrm{Tu}[93]$ and Bluman [12]. Motivated by this work for scalar evolution PDEs, we extend similar results to systems of evolution equations. That is, we firstly present restrictions on the form of the coefficient function $\tau$ of the generator

$$
\Gamma=\tau(x, t, u, v) \frac{\partial}{\partial t}+\xi(x, t, u, v) \frac{\partial}{\partial x}+\eta(x, t, u, v) \frac{\partial}{\partial u}+\mu(x, t, u, v) \frac{\partial}{\partial v} .
$$

We examine when this coefficient function is a function only of $t$. We have also found counterexamples in which $\tau$ depends not only on $t$. These are interesting examples, that need to be considered in some future work. Furthermore, restrictions on the form of the coefficient functions $\xi, \eta$ and $\mu$, are given, in the case where $\tau=\tau(t)$ is valid.

Chapters 5 and 6 contain applications of chapter 4 on two special classes of systems of evolution equations. Group classification of systems of diffusion equations is the purpose of chapter 5, while in chapter 6 we examine Burgers-type systems. For both systems, Lie symmetries, as a result of the previous restrictions, and equivalence transformations, that help us to simplify the form of the PDEs, are given. We have studied similarity reductions for two special cases of systems of diffusion equations, whilst we have found some examples of nonclassical reductions and a linearizable case of Burgers systems.

We finally present, in chapter 7, symmetry analysis of a two-dimensional Burgers system. Lie invariance algebra and its subalgebras, followed by the complete point symmetry group, Lie reductions of codimension one and two and also Lie symmetries of the reduced systems of PDEs, complete this thesis.

The last chapter of the thesis, is a description of what we are planning to do in the next few years. Problems that might admit generalizations are listed to be carried out. These are problems appeared in chapters $4,5,6$ and 7 of the thesis and need further study!
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## Chapter 1

## Introduction

Marious Sophus Lie (1842-1899), was a Norwegian mathematician, who first established the group analysis of differential equations. Lie's theories are powerful tools for understanding the physical laws of Nature.

Ovsiannikov in the late 1950's and 1960's and Bluman in the late 1960's and 1970's continued Lie's work, to develop symmetry methods for differential equations. Nowadays, there are several comprehensive accounts of the basic theory as well as more recent applications and generalizations, based on the publication of the texts of Ovsiannikov [72], Bluman and Kumei [13], Bluman and Anco [14], Bluman, Anco and Cheviakov [15], Olver [68], Ibragimov [37] and Fushchich [30].

Transformation methods are one of the most powerful tools currently available in the area of nonlinear PDEs. While there is no existing general theory for solving such equations, many special cases have yielded to appropriate changes of variables. Point transformations are the ones which are mostly used. These are transformations in the space of the dependent and the independent variables of a PDE. Probably the most useful point transformations of PDEs are those which form a continuous Lie group of transformations and which leave the equation invariant. Symmetries of this PDE are then revealed, perhaps enabling new solutions to be found directly or via similarity reductions. The classical method of finding Lie symmetries is to first find infinitesimal transformations, with the benefit of linearization, and then to extend these to groups of finite transformations.

The investigation of nonlinear diffusion equations by means of symmetry methods began in 1959 with Ovsiannikov's work [71] in which the author performed the group classification of the class of equations of the form

$$
u_{t}=\left(f(u) u_{x}\right)_{x}
$$

In Chapter 3 we recall the known results of the above second-order nonlinear diffusion equa-
tion. We present the equivalence transformations, Lie symmetries and invariant solutions. We also give the equivalence transformations and Lie symmetries for the generalized Burgers equation

$$
u_{t}=u_{x x}+k(u) u_{x} .
$$

In the 1980's Tu [93] and Bluman [12], presented some a-priori restrictions on the form of the coefficient functions of the Lie symmetry generator for scalar PDEs.

Motivated by these results, in Chapter 4, we give some a-priori restrictions on the form of the coefficient functions of the Lie symmetry generator for systems of evolution equations. These restrictions make the problem of group classification of systems of evolution equations, especially when arbitrary elements exist, easier.

In Chapters 5 and 6 , we apply these restrictions to give the complete group classification of the system of diffusion equations

$$
u_{t}=\left[f(u, v) u_{x}\right]_{x}, \quad v_{t}=\left[g(u, v) v_{x}\right]_{x}
$$

and the systems of Burgers equations

$$
u_{t}=\lambda_{1} u_{x x}+f(u, v) u_{x}+\epsilon_{1} v v_{x}, \quad v_{t}=\lambda_{2} v_{x x}+k(u, v) v_{x}+\epsilon_{2} u u_{x}, \quad \epsilon_{1} \epsilon_{2} \neq 0
$$

and

$$
u_{t}=\lambda_{1} u_{x x}+f(u, v) u_{x}, \quad v_{t}=\lambda_{2} v_{x x}+k(u, v) v_{x},
$$

respectively.
In Chapter 7 we consider the two-dimensional Burgers system

$$
u_{t}+u u_{x}+v u_{y}-\frac{1}{\operatorname{Re}}\left(u_{x x}+u_{y y}\right)=0, \quad v_{t}+u v_{x}+v v_{y}-\frac{1}{\operatorname{Re}}\left(v_{x x}+v_{y y}\right)=0
$$

where Re is the Reynolds number. We present Lie symmetries, Lie reductions, Lie invariance algebra and complete point symmetry group.

Finally, in Chapter 8 we list some open problems that need to be considered, in the future.
The calculations involved in this thesis have been facilitated by the computer algebraic package "MAPLE" [102].

## Chapter 2

## Basic Definitions

### 2.1 Lie Groups of Transformations

### 2.1.1 Groups

Definition 2.1. A group is a pair $(G, *)$ that consists of a non-empty set $G$ and a binary operation, $*: G \times G \longrightarrow G$, satisfying the following axioms:
(i) Closure:

$$
\forall g, h \in G \Longrightarrow g * h \in G
$$

(ii) Associativity:

$$
\forall g, h, k \in G \Longrightarrow g *(h * k)=(g * h) * k
$$

(iii) Identity Element: There is a (unique) element, $e \in G$, called the identity element, such that

$$
\forall g \in G \Longrightarrow e * g=g * e=g
$$

(iv) Inverse element: For each element $g \in G$ there is a (unique) inverse, $g^{-1} \in G$, such that

$$
g * g^{-1}=g^{-1} * g=e
$$

Definition 2.2. A group $G$ is called abelian if $\forall g, h \in G \Longrightarrow g * h=h * g$.
Definition 2.3. A subgroup of $G$ is a non-empty subset of $G$, which forms a group itself under the same operation.

### 2.1.2 Examples of Groups

Example 2.1. $(Q,+)$ i.e. the additive group of rational numbers. Here $e=0$ and $q^{-1}=-q$.
Example 2.2. $\left(R^{+}, \cdot\right)$ i.e. the multiplicative group of all positive real numbers. Here $e=1$ and $g^{-1}=\frac{1}{g}$.

### 2.1.3 Groups of Transformations

Definition 2.4. The term space transformation denotes a function, $T: R^{4} \longrightarrow R^{4}$, defined via

$$
x^{\prime}=\phi(x, t, u, v), t^{\prime}=\chi(x, t, u, v), u^{\prime}=\psi(x, t, u, v), v^{\prime}=\omega(x, t, u, v),
$$

where $\phi, \chi, \psi$ and $\omega$ are known functions. Geometrically, $T$ transforms a point ( $x, t, u, v$ ) to another point $\left(x^{\prime}, t^{\prime}, u^{\prime}, v^{\prime}\right)$, in the same coordinate system.

If the equations defining the transformation $T$, can be solved with respect to $x, t, u, v$, then the resulting transformation is called the inverse transformation, $T^{-1}$, which is defined via

$$
x=\Phi\left(x^{\prime}, t^{\prime}, u^{\prime}, v^{\prime}\right), t=X\left(x^{\prime}, t^{\prime}, u^{\prime}, v^{\prime}\right), u=\Psi\left(x^{\prime}, t^{\prime}, u^{\prime}, v^{\prime}\right), v=\Omega\left(x^{\prime}, t^{\prime}, u^{\prime}, v^{\prime}\right)
$$

The composition of these two transformations, gives the identical transformation, i.e.

$$
x^{\prime}=x, t^{\prime}=t, u^{\prime}=u, v^{\prime}=v .
$$

We now consider transformations in which the functions $\phi, \chi, \psi$ and $\omega$ depend also on a real parameter $\epsilon$. We assume that the parameter $\epsilon$, varies continuously in an open interval, such that $|\epsilon|<\epsilon_{0}$. Then, the transformations compose a group of transformations $T_{\epsilon}$, given via

$$
x^{\prime}=\phi(x, t, u, v, \epsilon), t^{\prime}=\chi(x, t, u, v, \epsilon), u^{\prime}=\psi(x, t, u, v, \epsilon), v^{\prime}=\omega(x, t, u, v, \epsilon),
$$

where $\phi, \chi, \psi$ and $\omega$ are analytic functions.
Definition 2.5. A set of transformations of the above form, forms a one-parameter Lie group of transformations if it satisfies the following axioms:
д) $T_{0}=I\left(T_{\epsilon_{0}}=I\right)$ (existence of identity element)

乃) $T_{\epsilon}^{-1}=T_{\epsilon^{-1}}$ (existence of inverse element)
र) $T_{\gamma}\left(T_{\delta} T_{\epsilon}\right)=\left(T_{\gamma} T_{\delta}\right) T_{\epsilon}$ (associativity)
б) $T_{\delta} T_{\epsilon}=T_{\phi(\delta, \epsilon)}$ (closure)

Each value of the parameter $\epsilon$ corresponds to a particular member of the group of transformations. Transformations $T_{\epsilon}$ belong to the one-parameter group of transformations.

### 2.1.4 Examples of One-parameter Lie Groups of Transformations

Example 2.3. Group of Translations:

$$
x^{\prime}=x, t^{\prime}=t+\epsilon, u^{\prime}=u, v^{\prime}=v .
$$

Here $T_{0}=I$. Hence $\epsilon_{0}=0$. Also $T_{\epsilon}^{-1}=T_{-\epsilon}$, so $\epsilon^{-1}=-\epsilon$. Finally, from the closure, we have $T_{\delta} T_{\epsilon}=T_{\delta+\epsilon}$. Therefore, $\phi(\delta, \epsilon)=\delta+\epsilon$. This transformation represents a translation in the direction of $t$, at a distance $\epsilon$.

Example 2.4. Group of Rotations:

$$
x^{\prime}=x \cos \epsilon-t \sin \epsilon, t^{\prime}=x \sin \epsilon+t \cos \epsilon, u^{\prime}=u+\epsilon, v^{\prime}=v,
$$

where $T_{0}=I$, which means $\epsilon_{0}=0$. Furthermore, $\epsilon^{-1}=-\epsilon$, since $T_{\epsilon}^{-1}=T_{-\epsilon}$. Again, $T_{\delta} T_{\epsilon}=$ $T_{\delta+\epsilon}$, so $\phi(\delta, \epsilon)=\delta+\epsilon$. Such a transformation describes a rotation in the $x t$-plane at an angle $\epsilon$, and a translation in the $u$-direction, at a distance $\epsilon$.

Example 2.5. Group of scalings:

$$
x^{\prime}=\epsilon x, t^{\prime}=\epsilon^{2} t, u^{\prime}=u, v^{\prime}=\epsilon v .
$$

In this case $\epsilon_{0}=1$, due to the fact that $T_{1}=I$. Furthermore, $T_{\epsilon}^{-1}=T_{\frac{1}{\epsilon}}$, which means $\epsilon^{-1}=\frac{1}{\epsilon}$. Here, $\phi(\delta, \epsilon)=\delta \epsilon$ because $T_{\delta} T_{\epsilon}=T_{\delta \epsilon}$.

### 2.2 Infinitesimal Transformations

We consider a one-parameter Lie group of transformations $T_{\epsilon}$, with identity $\epsilon_{0}=0$. Using Taylor's expansion about $\epsilon_{0}=0$, we obtain

$$
\begin{align*}
& x^{\prime}=x+\epsilon \xi(x, t, u, v)+O\left(\epsilon^{2}\right) \\
& t^{\prime}=t+\epsilon \tau(x, t, u, v)+O\left(\epsilon^{2}\right)  \tag{2.1}\\
& u^{\prime}=u+\epsilon \eta(x, t, u, v)+O\left(\epsilon^{2}\right) \\
& v^{\prime}=v+\epsilon \mu(x, t, u, v)+O\left(\epsilon^{2}\right),
\end{align*}
$$

where,

$$
\xi=\left.\frac{\partial \phi}{\partial \epsilon}\right|_{\epsilon=0}, \tau=\left.\frac{\partial \chi}{\partial \epsilon}\right|_{\epsilon=0}, \eta=\left.\frac{\partial \psi}{\partial \epsilon}\right|_{\epsilon=0}, \mu=\left.\frac{\partial \omega}{\partial \epsilon}\right|_{\epsilon=0} .
$$

In these equations we ignore terms of order two and higher. This first order transformation, is called infinitesimal transformation. The functions $\xi, \tau, \eta, \mu$ are called the infinitesimal functions of the transformation.

The form of the corresponding Lie group of transformations, in finite form, can be found when the infinitesimal functions are known. Their form is the solution of the system of Ordinary Differential Equations (ODEs)

$$
\begin{align*}
\frac{d x^{\prime}}{d \epsilon} & =\xi\left(x^{\prime}, t^{\prime}, u^{\prime}, v^{\prime}\right) \\
\frac{d t^{\prime}}{d \epsilon} & =\tau\left(x^{\prime}, t^{\prime}, u^{\prime}, v^{\prime}\right) \\
\frac{d u^{\prime}}{d \epsilon} & =\eta\left(x^{\prime}, t^{\prime}, u^{\prime}, v^{\prime}\right)  \tag{2.2}\\
\frac{d v^{\prime}}{d \epsilon} & =\mu\left(x^{\prime}, t^{\prime}, u^{\prime}, v^{\prime}\right)
\end{align*}
$$

subject to the initial conditions,

$$
x^{\prime}=x, \quad t^{\prime}=t, \quad u^{\prime}=u, \quad v^{\prime}=v, \quad \text { for } \epsilon=0
$$

The above result is known as the First Fundamental Theorem of Lie.

### 2.2.1 Infinitesimal Generators

Definition 2.6. The infinitesimal generator of the one-parameter Lie group of transformations (2.1) is the linear differential operator

$$
\Gamma=\xi \frac{\partial}{\partial x}+\tau \frac{\partial}{\partial t}+\eta \frac{\partial}{\partial u}+\mu \frac{\partial}{\partial v} .
$$

For any differentiable function, $F(x, t, u, v)$, we have

$$
\Gamma F=\xi \frac{\partial F}{\partial x}+\tau \frac{\partial F}{\partial t}+\eta \frac{\partial F}{\partial u}+\mu \frac{\partial F}{\partial v} .
$$

Example 2.6. We consider the group of rotations in the $x t$-plane

$$
x^{\prime}=x \cos \epsilon-t \sin \epsilon, t^{\prime}=x \sin \epsilon+t \cos \epsilon
$$

The infinitesimal functions for the transformation are

$$
\left.\frac{d x^{\prime}}{d \epsilon}\right|_{\epsilon=0}=-x \sin \epsilon-\left.t \cos \epsilon\right|_{\epsilon=0}=-t,\left.\quad \frac{d t^{\prime}}{d \epsilon}\right|_{\epsilon=0}=x \cos \epsilon-\left.t \sin \epsilon\right|_{\epsilon=0}=x
$$

and the infinitesimal generator has the form

$$
\Gamma=-t \frac{\partial}{\partial x}+x \frac{\partial}{\partial t} .
$$

Hence the system (2.2) has the following form

$$
\frac{d x^{\prime}}{d \epsilon}=-t^{\prime}, \quad \frac{d t^{\prime}}{d \epsilon}=x^{\prime}
$$

subject to the initial conditions

$$
x^{\prime}=x, t^{\prime}=t \quad \text { when } \epsilon=0
$$

### 2.2.2 Invariant Functions

Definition 2.7. An infinitely differentiable function $F(x, t, u, v)$ is called an invariant function of the Lie group of transformations (2.1) if $F\left(x^{\prime}, t^{\prime}, u^{\prime}, v^{\prime}\right)=F(x, t, u, v)$ identically in $x, t, u, v$ and $\epsilon$ in a neighborhood of $\epsilon=0$.

Remark 2.1. Given an invariant function $F(x, t, u, v)$, any function $\Phi(F(x, t, u, v))$ is also invariant.

Theorem 2.1. A function $F(x, t, u, v)$ is an absolute invariant of the Lie group of transformations (2.1) with the generator $\Gamma$ if and only if it is a solution of the homogeneous PDE

$$
\Gamma F(x, t, u, v)=0,
$$

where,

$$
\Gamma=\xi \frac{\partial}{\partial x}+\tau \frac{\partial}{\partial t}+\eta \frac{\partial}{\partial u}+\mu \frac{\partial}{\partial v} .
$$

Example 2.7. If we consider the group of rotations, a function $F(x, t)$ is invariant if and only if

$$
\Gamma F(x, t) \equiv-t \frac{\partial F}{\partial x}+x \frac{\partial F}{\partial t}=0 .
$$

Using the method of characteristics, one can solve the aforementioned first-order linear PDE, that is,

$$
\frac{d x}{-t}=\frac{d t}{x}=\frac{d F}{0} .
$$

The solution has the form

$$
F=\Psi\left(x^{2}+t^{2}\right) .
$$

Hence any function of the form $\Psi\left(x^{2}+t^{2}\right)$ remains invariant under the group of rotations.

### 2.3 Invariance of a PDE

We would like to examine when a PDE remains invariant under the action of the infinitesimal transformation. It is necessary to know how the derivatives are transformed. For second order

PDEs, we define the following extension transformations:

$$
\begin{align*}
u_{x^{\prime}}^{\prime} & =u_{x}+\epsilon \eta^{x}\left(x, t, u, u_{x}, u_{t}\right)+O\left(\epsilon^{2}\right) \\
u_{t^{\prime}}^{\prime} & =u_{t}+\epsilon \eta^{t}\left(x, t, u, u_{x}, u_{t}\right)+O\left(\epsilon^{2}\right) \\
u_{x^{\prime} x^{\prime}}^{\prime} & =u_{x x}+\epsilon \eta^{x x}\left(x, t, u, u_{x}, u_{t}, u_{x x}, u_{x t}, u_{t t}\right)+O\left(\epsilon^{2}\right)  \tag{2.3}\\
u_{x^{\prime} t^{\prime}}^{\prime} & =u_{x t}+\epsilon \eta^{x t}\left(x, t, u, u_{x}, u_{t}, u_{x x}, u_{x t}, u_{t t}\right)+O\left(\epsilon^{2}\right) \\
u_{t^{\prime} t^{\prime}}^{\prime} & =u_{t t}+\epsilon \eta^{t t}\left(x, t, u, u_{x}, u_{t}, u_{x x}, u_{x t}, u_{t t}\right)+O\left(\epsilon^{2}\right),
\end{align*}
$$

where the extended infinitesimal functions have the form:

$$
\begin{align*}
\eta^{x} & =D_{x}(\eta)-u_{x} D_{x}(\xi)-u_{t} D_{x}(\tau) \\
\eta^{t} & =D_{t}(\eta)-u_{x} D_{t}(\xi)-u_{t} D_{t}(\tau) \\
\eta^{x x} & =D_{x}\left(\eta^{x}\right)-u_{x x} D_{x}(\xi)-u_{x t} D_{x}(\tau)  \tag{2.4}\\
\eta^{x t} & =D_{t}\left(\eta^{x}\right)-u_{x x} D_{t}(\xi)-u_{x t} D_{t}(\tau) \\
& =D_{x}\left(\eta^{t}\right)-u_{x t} D_{x}(\xi)-u_{t t} D_{x}(\tau) \\
\eta^{t t} & =D_{t}\left(\eta^{t}\right)-u_{x t} D_{t}(\xi)-u_{t t} D_{t}(\tau) .
\end{align*}
$$

Here, $D_{x}$ and $D_{t}$ denote the total derivative operators, with respect to $x$ and $t$, respectively. The first and second prolongations of the extended infinitesimal generator are defined as:

$$
\begin{align*}
& \Gamma^{(1)}=\Gamma+\eta^{x} \frac{\partial}{\partial u_{x}}+\eta^{t} \frac{\partial}{\partial u_{t}}  \tag{2.5}\\
& \Gamma^{(2)}=\Gamma^{(1)}+\eta^{x x} \frac{\partial}{\partial u_{x x}}+\eta^{x t} \frac{\partial}{\partial u_{x t}}+\eta^{t t} \frac{\partial}{\partial u_{t t}} \tag{2.6}
\end{align*}
$$

respectively.
A transformation is called a Lie symmetry of a second order PDE,

$$
E\left(x, t, u, u_{x}, u_{t}, u_{x x}, u_{x t}, u_{t t}\right)=0,
$$

if the PDE has the same form in the new variables $x^{\prime}, t^{\prime}, u^{\prime}$. That is,

$$
E\left(x^{\prime}, t^{\prime}, u^{\prime}, u_{x^{\prime}}^{\prime}, u_{t^{\prime}}^{\prime}, u_{x^{\prime} x^{\prime}}^{\prime}, u_{x^{\prime} t^{\prime}}^{\prime}, u_{t^{\prime} \prime^{\prime}}^{\prime} .\right.
$$

The PDE

$$
E\left(x, t, u, u_{x}, u_{t}, u_{x x}, u_{x t}, u_{t t}\right)=0,
$$

admits a Lie symmetry of the form

$$
\Gamma=\xi \frac{\partial}{\partial x}+\tau \frac{\partial}{\partial t}+\eta \frac{\partial}{\partial u},
$$

if and only if,

$$
\left.\Gamma^{(2)} E\right|_{E=0}=0 .
$$

This is a multi-variable polynomial in the variables $u_{x}, u_{t}, u_{x x}, u_{x t}, u_{t t}$. Equating the coefficients of $u_{x}, u_{t}, u_{x x}, u_{x t}, u_{t t}$, gives an over-determined system of PDEs for the infinitesimal functions $\xi(x, t, u), \tau(x, t, u)$ and $\eta(x, t, u)$. The solution of this system provides us with the required Lie symmetries of the PDE.

### 2.3.1 Similarity Reductions

Lie symmetries lead to the construction of transformations which reduce the number of independent variables of a system of PDEs by at least one. Especially, in the case of a PDE with two independent variables the reduction gives an ordinary differential equation. In the case of an ODE the order of the equation is reduced by one. Such transformations are called similarity transformations or similarity reductions. In the case of a system of PDEs with two independent and two dependent variables they can be constructed from the solution of the invariant surface conditions

$$
\begin{align*}
\tau(x, t, u, v) u_{t}+\xi(x, t, u, v) u_{x} & =\eta(x, t, u, v) \\
\tau(x, t, u, v) v_{t}+\xi(x, t, u, v) v_{x} & =\mu(x, t, u, v) \tag{2.7}
\end{align*}
$$

This solution is obtained by solving the characteristic system,

$$
\frac{d t}{\tau}=\frac{d x}{\xi}=\frac{d u}{\eta}=\frac{d v}{\mu} .
$$

Now, if $\frac{\xi(x, t, u, v)}{\tau(x, t, u, v)}$ is independent of $u$ and $v$, then the solution of (2.7) has the form

$$
\begin{align*}
\omega(x, t) & =\text { constant, } \\
u(x, t) & =F(x, t, \omega, \phi(\omega)),  \tag{2.8}\\
v(x, t) & =G(x, t, \omega, \psi(\omega)),
\end{align*}
$$

where $F$ and $G$ are known functions. Equation (2.8) is the invariant solution and the function $\omega(t, x)$ is called the similarity variable that constitutes the independent variable of the ODE that we obtain from the transformation. The functions $\phi(\omega)$ and $\psi(\omega)$ are the unknown dependent variables of the ODEs.

### 2.4 Nonclassical Reductions

The method of nonclassical reductions is a generalization of the classical method of Lie reductions for obtaining invariant solutions of PDEs. In this method we, furthermore, require the invariance
of the PDE

$$
\begin{equation*}
E\left(x, t, u, u_{t}, u_{x}, u_{t t}, u_{t x}, u_{x x}, \ldots\right)=0 \tag{2.9}
\end{equation*}
$$

under the invariant surface condition, produced by the infinitesimal generator

$$
\begin{equation*}
\Gamma=\xi(x, t, u) \frac{\partial}{\partial x}+\tau(x, t, u) \frac{\partial}{\partial t}+\eta(x, t, u) \frac{\partial}{\partial u} . \tag{2.10}
\end{equation*}
$$

As a result an over-determined nonlinear system of PDEs for the determination of the coefficients $\xi(x, t, u), \tau(x, t, u)$ and $\eta(x, t, u)$ is obtained.

Although the term "nonclassical symmetry" is used, it is not a symmetry of a given PDE (2.9) unless the infinitesimal coefficients yielding an infinitesimal generator (2.10) yield a point symmetry of (2.9). Otherwise a mapping resulting from such an infinitesimal generator maps no solution of (2.9) into a different solution of it. In other words the nonclassical method is not a "symmetry" method but an extension of Lie's symmetry method ("classical method") for the purpose of finding specific solutions of PDEs.

From the nature of the constraint invariant surface condition equation (2.7), without loss of generality, in using the nonclassical method, two simplifying cases need only be considered when solving the determining equations for finding the form of the infinitesimal coefficients, namely $\tau \neq 0$ and $\tau=0$. In the case $\tau(x, t, u) \neq 0$ we can assume, without loss of generality, that $\tau=1$. Also, when $\tau=0$, without loss of generality, we can take $\xi=1$. In this latter case the invariant conditions result in a single nonlinear PDE in $\eta(x, t, u)$. Here we only consider the case where $\tau=1$. For recent applications of this method see [52] and references therein.

### 2.5 Equivalence Transformations

Equivalence transformations are nondegenerate point transformations, that preserve the differential structure of the class under study and change only its arbitrary elements. The set of all equivalence transformations of a given family of differential equations forms a group which is called the equivalence group. There exist two methods for the calculation of equivalence transformations, the direct method which was first used by Lie [55] and the Lie infinitesimal method which was introduced by Ovsiannikov [72]. Although, the direct method involves considerable computational difficulties, it has the advantage of finding the most general equivalence group and also unfolds all form-preserving [46] (also known as admissible [75]) transformations admitted by this class of equations. For recent applications of the direct method one can refer, for example, to references [94-98].

There are different kinds of equivalence groups. The usual equivalence group, which has been used for solving group classification problems since late the 50 's, consists of the non-degenerate point transformations of the independent and dependent variables and of the arbitrary elements of the class, where transformations for independent and dependent variables do not involve arbitrary elements of the class under consideration [72]. The notion of the generalized equivalence group, where transformations of variables of given DEs explicitly depend on arbitrary elements, was introduced by Meleshko [60,61] in the mid nineties. The extended equivalence group is an equivalence group whose transformations include nonlocalities with respect to arbitrary elements (e.g., if new arbitrary elements are expressed via integrals of old ones) [38]. The generalized extended equivalence group possesses the properties of both generalized and extended equivalence groups [94, 95, 97, 98].

## Chapter 3

## Group analysis of generalized nonlinear equations

### 3.1 Introduction

The investigation of nonlinear heat (or diffusion if $u$ represents mass concentration) equations by means of symmetry methods began in 1959 with Ovsiannikov's work [71] in which the author performed the group classification of the class of equations of the form

$$
\begin{equation*}
u_{t}=\left(f(u) u_{x}\right)_{x} . \tag{3.1}
\end{equation*}
$$

Equation (3.1) describes the stationary motion of a boundary layer of fluid over a flat plate and a vortex of incompressible fluid in a porus medium with polytropic relation between gas density and pressure.

Another equation that is of considerable interest in mathematical physics is the nonlinear diffusion-convection equation

$$
u_{t}=\left(f(u) u_{x}\right)_{x}+k(u) u_{x} .
$$

Lie symmetries of the above equation have been considered in [23, 70, 76]. In the case where $f(u)=1$ it coincides with the generalized Burgers equation

$$
\begin{equation*}
u_{t}=u_{x x}+k(u) u_{x} . \tag{3.2}
\end{equation*}
$$

Lie symmetries of (3.2) have been derived in [45].
In this Chapter we present the known results for equations (3.1) and (3.2). We give the equivalence transformations and the group classification of Lie symmetries. We also present examples of invariant solutions.

### 3.2 Nonlinear heat equation

### 3.2.1 Equivalence transformations

We find that equation (3.1), admits the equivalence transformations

$$
t^{\prime}=c_{1} t+c_{2}, \quad x^{\prime}=c_{3} x+c_{4}, \quad u^{\prime}=c_{5} u+c_{6}, \quad f^{\prime}=\frac{c_{3}^{2}}{c_{1}} f
$$

where $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}$ are arbitrary constants and $c_{1} c_{3} c_{5} \neq 0$.

### 3.2.2 Lie Symmetries

A second-order PDE admits Lie point symmetries if and only if

$$
\left.\Gamma^{(2)} E\right|_{E=0}=0,
$$

where $\Gamma^{(2)}$ is the second prolongation of the generator

$$
\Gamma=\xi(x, t, u) \frac{\partial}{\partial x}+\tau(x, t, u) \frac{\partial}{\partial t}+\eta(x, t, u) \frac{\partial}{\partial u},
$$

which is given by the relation

$$
\begin{aligned}
\Gamma^{(2)} & =\Gamma+\left[D_{t}(\eta)-u_{x} D_{t}(\xi)-u_{t} D_{t}(\tau)\right] \frac{\partial}{\partial u_{t}}+\left[D_{x}(\eta)-u_{x} D_{x}(\xi)-u_{t} D_{x}(\tau)\right] \frac{\partial}{\partial u_{x}} \\
& +\left[D_{x}\left(\eta^{x}\right)-u_{x x} D_{x}(\xi)-u_{x t} D_{x}(\tau)\right] \frac{\partial}{\partial u_{x x}} .
\end{aligned}
$$

Here $D_{t}$ and $D_{x}$ represent the total derivative operators with respect to $t$ and $x$ respectively and $\eta^{x}$ is the coefficient function of $\frac{\partial}{\partial u_{x}}$.

In this case we have that

$$
E=u_{t}-f(u) u_{x x}-\frac{d f(u)}{d u} u_{x}^{2}=0
$$

and equation (3.1) admits Lie point symmetries if and only if

$$
\begin{equation*}
\Gamma^{(2)}\left[u_{t}-f(u) u_{x x}-\frac{d f(u)}{d u} u_{x}^{2}\right]=0 \tag{3.3}
\end{equation*}
$$

for $u_{t}=f(u) u_{x x}+\frac{d f(u)}{d u} u_{x}^{2}$.
Eliminating $u_{t}$ and also substituting

$$
u_{t x}=f(u) u_{x x x}+3 \frac{d f(u)}{d u} u_{x} u_{x x}+\frac{d^{2} f(u)}{d u^{2}} u_{x}^{3}
$$

equation (3.3) becomes a multi-variable polynomial in $u_{x}, u_{x x}$ and $u_{x x x}$. The coefficients of different powers of these variables must be zero. These give the determining equations for the coefficients $\xi, \tau$ and $\eta$.

The coefficients of $u_{x x x}$ and $u_{x} u_{x x x}$ give respectively

$$
\begin{equation*}
\tau_{x}=\tau_{u}=0 \tag{3.4}
\end{equation*}
$$

which implies that $\tau(x, t, u)=\tau(t)$. The coefficient of $u_{x} u_{x x}$ gives

$$
\begin{equation*}
\xi_{u}=0 \tag{3.5}
\end{equation*}
$$

which means that $\xi(x, t, u)=\xi(x, t)$. The coefficients of $u_{x x}, u_{x}^{2}, u_{x}$ and the term which is independent of the derivatives, give respectively, the following equations:

$$
\begin{align*}
& \eta f_{u}+\left(\tau_{t}-2 \xi_{x}\right) f=0  \tag{3.6}\\
& \eta_{u u} f+\left(\tau_{t}-2 \xi_{x}+\eta_{u}\right) f_{u}+\eta f_{u u}=0  \tag{3.7}\\
& \left(2 \eta_{x u}-\xi_{x x}\right) f+2 \eta_{x} f_{u}+\xi_{t}=0  \tag{3.8}\\
& \left(\tau_{t}-2 \xi_{x}+\eta_{x x}\right) f+\eta f_{u}-\eta_{t}=0 \tag{3.9}
\end{align*}
$$

When we solve these equations (3.6)-(3.9), we observe that for the case where $f$ is arbitrary, the symmetry Lie algebra is three-dimensional and is spanned by

$$
X_{1}=\partial_{t}, \quad X_{2}=\partial_{x}, \quad X_{3}=2 t \partial_{t}+x \partial_{x}
$$

Note 3.1. Throughout the thesis, we use both notations for partial derivatives, $\frac{\partial}{\partial x}$ or $\partial_{x}$, to present the form of Lie symmetries.

An additional fourth Lie symmetry exists in the cases where $f(u)=e^{u}$, which is

$$
X_{4}=x \partial_{x}+2 \partial_{u}
$$

and $f(u)=u^{n}$, which is

$$
X_{4}=\frac{n}{2} x \partial_{x}+u \partial_{u}
$$

Finally, for the specific value of the parameter $n=-\frac{4}{3}$, that is, $f(u)=u^{-\frac{4}{3}}$, equation (3.1) admits a fifth symmetry

$$
X_{5}=-x^{2} \partial_{x}+3 x u \partial_{u}
$$

### 3.2.3 Invariant Solutions

The primary use of Lie symmetries is to obtain a reduction of variables. Similarity variables appear as constants of integration in the solution of the characteristic equations

$$
\frac{\mathrm{d} t}{\tau}=\frac{\mathrm{d} x}{\xi}=\frac{\mathrm{d} u}{\eta}
$$

Reductions could be obtained from any symmetry which is an arbitrary linear combination, i.e.

$$
a_{1} X_{1}+a_{2} X_{2}+a_{3} X_{3}+a_{4} X_{4}+a_{5} X_{5} .
$$

In the case for which $f$ is arbitrary, the optimal system and the corresponding similarity reductions that transform (3.1) into an ODE are given by the operators

$$
\begin{array}{rll}
X_{1} & : \quad u=\phi(\omega), & \omega=x, \\
X_{2} & : \quad u=\phi(\omega), & \omega=t, \\
X_{3} & : \quad u=\phi(\omega), & \omega=\frac{x^{2}}{t}, \\
X_{1}+X_{2} & : \quad u=\phi(\omega), \quad \omega=x-t .
\end{array}
$$

In the case where $f(u)=e^{u}$, the optimal system includes the following additional operators

$$
\begin{aligned}
X_{1}+X_{4} & : \quad u=2 t+\phi(\omega), \quad \omega=x e^{-t}, \\
X_{4}: & u=\ln (t)+\phi(\omega), \quad \omega=x, \\
C X_{3}+X_{4} & : \quad u=\frac{1}{C} \ln (x)+\phi(\omega), \quad \omega=t x^{\frac{1}{C}-2}, \\
X_{2}-\frac{1}{2}\left(X_{3}-X_{4}\right) & : \quad u=x+\phi(\omega), \quad \omega=t e^{x} .
\end{aligned}
$$

When $f(u)=u^{n}, \quad n \neq 0,-\frac{4}{3}$, the optimal system also widens and includes the additional operators:

$$
\begin{aligned}
& X_{1}+X_{4}: \\
& C X_{3}+X_{4}: \quad u=e^{t} \phi(\omega), \quad \omega=x e^{-\frac{n t}{2},} \\
& x^{\frac{1}{C+\frac{n}{2}} \phi(\omega),} \quad \omega=t x^{-\frac{2 C}{C+\frac{n}{2}},} \begin{array}{ll}
t^{-\frac{1}{n}} \phi(\omega), & \text { if } C \neq-\frac{n}{2},
\end{array}, \\
& X_{2}-\frac{n}{2} X_{3}+X_{4}: \quad u=e^{x} \phi(\omega), \quad \omega=t e^{n x} .
\end{aligned}
$$

Lastly, when $f(u)=u^{-\frac{4}{3}}$, for which a fifth symmetry exists, we obtain the following additional reductions:

$$
\begin{array}{rll}
X_{1}+X_{4} & : & u=e^{t} \phi(\omega), \\
C X_{3}+X_{4} & : & u= \begin{cases}x^{\frac{1}{C-\frac{2}{3}}} \phi(\omega), & \omega=t e^{\frac{2 t}{3}}, \\
t^{\frac{3}{4}} \phi(\omega), & \omega=x,\end{cases} \\
X_{5} & : \quad u=x^{-3} \phi(\omega), & \omega=t, \\
X_{2}+X_{5} & : \quad u=x^{-3} \phi(\omega), \quad \omega=t-\frac{1}{x}, \\
X_{3}+X_{5} & : \quad u=x^{-3} \phi(\omega), \quad \omega=\frac{t x^{2}}{(x+1)^{2}}
\end{array}
$$

The results of Section 3.2 can be found in [71].

### 3.3 Generalized Burgers equation

### 3.3.1 Equivalence transformations

We find that equation (3.2), admits the equivalence transformations

$$
t^{\prime}=c_{4}^{2} t+c_{1}, \quad x^{\prime}=c_{4} x+c_{6} t+c_{2}, \quad u^{\prime}=c_{5} u+c_{3}, \quad k^{\prime}=\frac{1}{c_{4}} k-\frac{c_{6}}{c_{4}^{2}}
$$

where $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}$ are arbitrary constants and $c_{4} c_{5} \neq 0$.

### 3.3.2 Lie Symmetries

In this case we have that

$$
E=u_{t}-u_{x x}-k(u) u_{x}=0
$$

and equation (3.2) admits Lie point symmetries if and only if

$$
\begin{equation*}
\Gamma^{(2)}\left[u_{t}-u_{x x}-k(u) u_{x}\right]=0 \tag{3.10}
\end{equation*}
$$

for $u_{t}=u_{x x}+k(u) u_{x}$.
Eliminating $u_{t}$ and also substituting

$$
u_{t x}=u_{x x x}+\frac{d k(u)}{d u} u_{x}^{2}+k(u) u_{x x}
$$

equation (3.10) becomes a multi-variable polynomial in $u_{x}, u_{x x}$ and $u_{x x x}$. The coefficients of different powers of these variables must be zero. These give the determining equations for the coefficients $\xi, \tau$ and $\eta$.

The coefficients of $u_{x x x}$ and $u_{x} u_{x x x}$ give respectively

$$
\begin{equation*}
\tau_{x}=\tau_{u}=0 \tag{3.11}
\end{equation*}
$$

which implies that $\tau(x, t, u)=\tau(t)$. The coefficient of $u_{x} u_{x x}$ gives

$$
\begin{equation*}
\xi_{u}=0 \tag{3.12}
\end{equation*}
$$

which means that $\xi(x, t, u)=\xi(x, t)$. The coefficients of $u_{x x}, u_{x}^{2}, u_{x}$ and the term independent of the derivatives give, respectively, the following equations:

$$
\begin{align*}
& \tau_{t}-2 \xi_{x}=0  \tag{3.13}\\
& \eta_{u u}=0  \tag{3.14}\\
& 2 \eta_{x u}+\eta k_{u}+\left(\tau_{t}-\xi_{x}\right) k+\xi_{t}-\xi_{x x}=0  \tag{3.15}\\
& \eta_{x} k+\eta_{x x}-\eta_{t}=0 \tag{3.16}
\end{align*}
$$

The solution of the above system gives the Lie symmetries admitted by equation (3.2). For an arbitrary function $k$, equation (3.2), admits the Lie symmetries

$$
X_{1}=\partial_{t}, \quad X_{2}=\partial_{x}
$$

If $k(u)=e^{u}$, there exists a third Lie symmetry, given by

$$
X_{3}=2 t \partial_{t}+x \partial_{x}-\partial_{u}
$$

A third Lie symmetry, also exists in the cases where $k(u)=u^{n}$, which is

$$
X_{3}=2 n t \partial_{t}+n x \partial_{x}-u \partial_{u}
$$

and when $k(u)=\ln u$

$$
X_{3}=t \partial_{x}-u \partial_{u}
$$

Finally, five Lie symmetries are admitted for $k(u)=u$, which is the case when equation (3.2) coincides with Burgers equation. Here, we have

$$
X_{3}=t^{2} \partial_{t}+t x \partial_{x}-(t u+x) \partial_{u}, \quad X_{4}=2 t \partial_{t}+x \partial_{x}-u \partial_{u}, \quad X_{5}=t \partial_{x}-\partial_{u}
$$

## Chapter 4

## On the simplification of the form of Lie transformation groups

### 4.1 Introduction

There have been many attempts to compute Lie symmetries of differential equations using different systems of computer algebras, such as MATHEMATICA, MAPLE, MACSYMA, REDUCE, AXIOM, MuPAD etc, as well as different symbolic manipulation packages $[17,21,31,85,100]$ (see also detailed review in $[32,33]$ ). These programs, although powerful, are not guaranteed to complete their task. They have a number of essential disadvantages, for example, restrictions on nonlinearities. This is particularly true, when we have the problem of finding the Lie symmetries for a class of PDEs instead of a single PDE. In this case, we have unspecified functions, for example of independent or/and dependent variables, appearing in the PDE which are known as arbitrary elements. The problem of finding the Lie symmetries of such a class of PDEs is known as group classification and it is more complicated since in the determining system, in addition to the coefficient functions, we have the appearance of the arbitrary elements. In order to simplify the group classification, it is important to have a-priori knowledge of the form of the coefficient functions.

The results of the present chapter, appear in [49].

### 4.2 Known results for the general class of scalar evolution equations

The idea of the present chapter was previously adopted by various authors in the literature for scalar PDEs. For example, Tu [93] proved that the Lie symmetry generator

$$
\begin{equation*}
\Gamma=\tau(x, t, u) \frac{\partial}{\partial t}+\xi(x, t, u) \frac{\partial}{\partial x}+\eta(x, t, u) \frac{\partial}{\partial u} \tag{4.1}
\end{equation*}
$$

admitted by the general class of evolution equations

$$
u_{t}=H\left(x, t, u, u_{1}, u_{2}, \ldots, u_{n}\right), \quad H_{u_{n}} \neq 0, n \geq 2
$$

has the simplified form

$$
\Gamma=\tau(t) \frac{\partial}{\partial t}+\xi(x, t, u) \frac{\partial}{\partial x}+\eta(x, t, u) \frac{\partial}{\partial u}
$$

Bluman [12] presented some general results for the nature of the infinitesimal Lie generator (4.1) for linear PDEs. He derived certain criteria to determine whether or not the coefficient functions $\tau(x, t, u)$ and $\xi(x, t, u)$ depend only on the independent variables $t$ and $x$ and also criteria that examine whether the coefficient function $\eta(x, t, u)$ is linear in $u$. Certain restrictions on the form of (4.1) for wave-type equations are presented in [47]. Corresponding results for the nature of general point transformations for evolution equations can be found, for example, in references [40, 46, 57, 77].

### 4.3 System of evolution equations with two dependent and two independent variables

We consider the system of evolution equations

$$
\begin{align*}
& u_{t}=H\left(x, t, u, v, u_{1}, u_{2}, \ldots, u_{n}, v_{1}, v_{2}, \ldots, v_{m}\right), \quad n \geq 0 \\
& v_{t}=G\left(x, t, u, v, u_{1}, u_{2}, \ldots, u_{r}, v_{1}, v_{2}, \ldots, v_{p}\right), \quad p \geq 0 \tag{4.2}
\end{align*}
$$

where

$$
u_{i}=\frac{\partial^{i} u}{\partial x^{i}}, v_{i}=\frac{\partial^{i} v}{\partial x^{i}}, i=1,2, \ldots
$$

In the subsequent analysis, $u_{0}=u$ and $v_{0}=v$. We also assume that,

$$
\frac{\partial H}{\partial u_{n}} \neq 0, \quad \frac{\partial H}{\partial v_{m}} \neq 0, \quad \frac{\partial G}{\partial u_{r}} \neq 0, \quad \frac{\partial G}{\partial v_{p}} \neq 0
$$

The condition $n \geq 0$ implies that $H$ is always a function of $u$ and/or its derivatives with respect to $x$. A similar conclusion can be drawn for the condition $p \geq 0$. Systems of the form (4.2) have considerable interest in mathematical physics and in other disciplines of mathematical applications. Such examples are given in the analysis that follows.

Although in the present work we consider systems of PDEs, the results are also useful for searching for nonlocal (potential) symmetries for scalar PDEs. If a PDE can be written in a conserved form, then by introducing a potential variable (new dependent variable), we can write the PDE as a system of two PDEs. This system might lead to nonlocal symmetries for the original PDE. For more details see Ref. [10,11,13]. Also, complex scalar PDEs can be written as a system of two real equations by separating real and imaginary parts. Such complex equations are the Schrödinger type equations which are of considerable interest in mathematical physics. See, for example, in [53, 64, 75, 78, 86].

The results that are derived in the present chapter will also be useful for calculations of the equivalence transformations of systems of evolution equations using the Lie infinitesimal method which was introduced by Ovsiannikov [72]. Such transformations are used, for example, in determining the differential invariants of differential equations. Examples of constructing differential invariants for a system of PDEs of the form (4.2) can be found, for example, in [30,58].

### 4.4 Restrictions on the form of the coefficient function $\tau$

The Lie symmetry generator admitted by the system of evolution equations (4.2) has the form

$$
\begin{equation*}
\Gamma=\tau(x, t, u, v) \frac{\partial}{\partial t}+\xi(x, t, u, v) \frac{\partial}{\partial x}+\eta(x, t, u, v) \frac{\partial}{\partial u}+\mu(x, t, u, v) \frac{\partial}{\partial v} \tag{4.3}
\end{equation*}
$$

which corresponds to the one-parameter Lie group of transformations

$$
\begin{aligned}
t^{\prime} & =t+\epsilon \tau(x, t, u, v)+O\left(\epsilon^{2}\right) \\
x^{\prime} & =x+\epsilon \xi(x, t, u, v)+O\left(\epsilon^{2}\right) \\
u^{\prime} & =u+\epsilon \eta(x, t, u, v)+O\left(\epsilon^{2}\right) \\
v^{\prime} & =v+\epsilon \mu(x, t, u, v)+O\left(\epsilon^{2}\right) .
\end{aligned}
$$

These transformations leave the system of evolution equations (4.2) invariant. In this section we present those forms of the class (4.2) that admit Lie symmetries when the coefficient function $\tau$ depends only on $t$.

The corresponding extended generator has the form

$$
\begin{equation*}
\Gamma^{\mathrm{ext}}=\tau \frac{\partial}{\partial t}+\xi \frac{\partial}{\partial x}+\eta \frac{\partial}{\partial u}+\mu \frac{\partial}{\partial v}+\eta^{t} \frac{\partial}{\partial u_{t}}+\mu^{t} \frac{\partial}{\partial v_{t}}+\sum_{i=1}^{\max (n, r)} \eta^{x^{i}} \frac{\partial}{\partial u_{i}}+\sum_{i=1}^{\max (m, p)} \mu^{x^{i}} \frac{\partial}{\partial v_{i}} \tag{4.4}
\end{equation*}
$$

where the coefficients of the extended generator are defined as follows

$$
\begin{aligned}
\eta^{t} & =D_{t}(\eta)-u_{x} D_{t}(\xi)-u_{t} D_{t}(\tau), \\
\eta^{x} & =D_{x}(\eta)-u_{x} D_{x}(\xi)-u_{t} D_{x}(\tau), \\
\eta^{x x} & =D_{x}\left(\eta^{x}\right)-u_{x x} D_{x}(\xi)-u_{x t} D_{x}(\tau), \\
& \vdots \\
\eta^{x^{n+1}} & =D_{x}\left(\eta^{x^{n}}\right)-u_{x^{n+1}} D_{x}(\xi)-u_{x^{n} t} D_{x}(\tau), \\
\mu^{t} & =D_{t}(\mu)-v_{x} D_{t}(\xi)-v_{t} D_{t}(\tau), \\
\mu^{x} & =D_{x}(\mu)-v_{x} D_{x}(\xi)-v_{t} D_{x}(\tau), \\
\mu^{x x} & =D_{x}\left(\mu^{x}\right)-v_{x x} D_{x}(\xi)-v_{x t} D_{x}(\tau), \\
& \vdots \\
\mu^{x^{n+1}} & =D_{x}\left(\mu^{x^{n}}\right)-v_{x^{n+1}} D_{x}(\xi)-v_{x^{n} t} D_{x}(\tau),
\end{aligned}
$$

where $D_{t}$ and $D_{x}$ are the total derivatives with respect to $t$ and $x$, respectively, i.e

$$
\begin{align*}
D_{x} & =\frac{\partial}{\partial x}+u_{x} \frac{\partial}{\partial u}+v_{x} \frac{\partial}{\partial v}+u_{x x} \frac{\partial}{\partial u_{x}}+u_{x t} \frac{\partial}{\partial u_{t}}+v_{x x} \frac{\partial}{\partial v_{x}}+v_{x t} \frac{\partial}{\partial v_{t}} \\
& +u_{x x x} \frac{\partial}{\partial u_{x x}}+u_{x x t} \frac{\partial}{\partial u_{x t}}+u_{x t t} \frac{\partial}{\partial u_{t t}}+v_{x x x} \frac{\partial}{\partial v_{x x}}+v_{x x t} \frac{\partial}{\partial v_{x t}}+v_{x t t} \frac{\partial}{\partial v_{t t}}+\ldots \tag{4.5}
\end{align*}
$$

and

$$
\begin{align*}
D_{t} & =\frac{\partial}{\partial t}+u_{t} \frac{\partial}{\partial u}+v_{t} \frac{\partial}{\partial v}+u_{x t} \frac{\partial}{\partial u_{x}}+u_{t t} \frac{\partial}{\partial u_{t}}+v_{x t} \frac{\partial}{\partial v_{x}}+v_{t t} \frac{\partial}{\partial v_{t}} \\
& +u_{x x t} \frac{\partial}{\partial u_{x x}}+u_{x t t} \frac{\partial}{\partial u_{x t}}+u_{t t t} \frac{\partial}{\partial u_{t t}}+v_{x x t} \frac{\partial}{\partial v_{x x}}+v_{x t t} \frac{\partial}{\partial v_{x t}}+v_{t t t} \frac{\partial}{\partial v_{t t}}+\ldots \tag{4.6}
\end{align*}
$$

Now using mathematical induction, it can be shown that

$$
\begin{align*}
& \eta^{x^{k}}=D_{x}^{k} \eta-\sum_{j=1}^{k}\binom{k}{j-1}\left(D_{x}^{k+1-j} \xi\right) u_{j}-\sum_{i=0}^{k-1}\binom{k}{i}\left(D_{x}^{k-i} \tau\right) u_{x^{i} t}, \\
& \mu^{x^{k}}=D_{x}^{k} \mu-\sum_{j=1}^{k}\binom{k}{j-1}\left(D_{x}^{k+1-j} \xi\right) v_{j}-\sum_{i=0}^{k-1}\binom{k}{i}\left(D_{x}^{k-i} \tau\right) v_{x^{i} t} . \tag{4.7}
\end{align*}
$$

We note that in the form of $\eta^{x^{n}}, D_{x}^{n} \eta$ gives

$$
\eta_{u} u_{n}+\eta_{v} v_{n}+\text { (lower order terms), }
$$

the first sum gives

$$
-n\left(D_{x} \xi\right) u_{n}-u_{x}\left(\xi_{u} u_{n}+\xi_{v} v_{n}\right)+\ldots
$$

and the second sum gives

$$
-\left(\tau_{u} u_{n}+\tau_{v} v_{n}\right) H-n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}} u_{2 n-1}+\frac{\partial H}{\partial v_{m}} v_{n+m-1}\right)+\ldots
$$

Similar expressions are obtained from the form of $\mu^{x^{m}}$ in the first determining equation and from $\eta^{x^{r}}, \mu^{x^{p}}$ in the second determining equation.

Here we require that

$$
\Gamma^{\mathrm{ext}}\left(H-u_{t}\right)=0, \quad \Gamma^{\mathrm{ext}}\left(G-v_{t}\right)=0
$$

modulo the system (4.2), where $\Gamma^{\text {ext }}$ is defined by (4.4). Hence, we have

$$
\begin{align*}
\tau \frac{\partial H}{\partial t}+\xi \frac{\partial H}{\partial x}+\eta \frac{\partial H}{\partial u}+\mu \frac{\partial H}{\partial v}-\eta^{t}+\sum_{i=1}^{n} \eta^{x^{i}} \frac{\partial H}{\partial u_{i}}+\sum_{i=1}^{m} \mu^{x^{i}} \frac{\partial H}{\partial v_{i}}=0,  \tag{4.8}\\
\tau \frac{\partial G}{\partial t}+\xi \frac{\partial G}{\partial x}+\eta \frac{\partial G}{\partial u}+\mu \frac{\partial G}{\partial v}-\mu^{t}+\sum_{i=1}^{r} \eta^{x^{i}} \frac{\partial G}{\partial u_{i}}+\sum_{i=1}^{p} \mu^{x^{i}} \frac{\partial G}{\partial v_{i}}=0 \tag{4.9}
\end{align*}
$$

where

$$
\begin{equation*}
u_{t}=H, u_{x^{i} t}=D_{x}^{i} H, v_{t}=G, v_{x^{i} t}=D_{x}^{i} G . \tag{4.10}
\end{equation*}
$$

Using (4.10), equations (4.8) and (4.9) become two multi-variable polynomials in the variables $x, t, u, v$ and the derivatives of $u$ and $v$ with respect to $x$. The results in the present section are determined by collecting the coefficients of the appropriate variables in (4.8) and (4.9) and setting them equal to zero. The derived results are presented in the following theorems.

We consider the general case where all indices $n, m, r, p \geq 2$.
Theorem 4.1. If the indices $n, m, r, p \geq 2$ and they are not all equal, then system (4.2) admits Lie symmetries of the form (4.3), where

$$
\tau=\tau(t)
$$

If $n=m=r=p \geq 2$ and in addition

$$
\begin{equation*}
\left[\left(\frac{\partial H}{\partial u_{n}}\right)^{2}+\frac{\partial H}{\partial v_{n}} \frac{\partial G}{\partial u_{n}}\right]^{2}+\left[\frac{\partial H}{\partial u_{n}}+\frac{\partial G}{\partial v_{n}}\right]^{2} \neq 0 \tag{4.11}
\end{equation*}
$$

then

$$
\tau=\tau(t)
$$

Note 4.1. If restriction (4.11) holds then its symmetric

$$
\left[\left(\frac{\partial G}{\partial v_{n}}\right)^{2}+\frac{\partial H}{\partial v_{n}} \frac{\partial G}{\partial u_{n}}\right]^{2}+\left[\frac{\partial H}{\partial u_{n}}+\frac{\partial G}{\partial v_{n}}\right]^{2} \neq 0
$$

also holds. In the case restriction (4.11) is not satisfied, then we can write

$$
\frac{\partial H}{\partial u_{n}}=-\frac{\partial G}{\partial v_{n}}, \quad\left|\begin{array}{cc}
\frac{\partial H}{\partial u_{n}} & \frac{\partial G}{\partial u_{n}}  \tag{4.12}\\
\frac{\partial H}{\partial v_{n}} & \frac{\partial G}{\partial v_{n}}
\end{array}\right|=0 .
$$

In other words, if the system (4.2) admits Lie symmetries with the coefficient function $\tau$ not depending only on $t$, then $H$ and $G$ satisfy the conditions (4.12).

Proof: Writing only the highest order terms, the first determining equation has the form

$$
-\binom{n}{n-1}\left(D_{x} \tau\right) u_{x^{n-1} t} \frac{\partial H}{\partial u_{n}}+\ldots-\binom{m}{m-1}\left(D_{x} \tau\right) v_{x^{m-1} t} \frac{\partial H}{\partial v_{m}}+\ldots
$$

which can be simplified, using (4.10), to

$$
\begin{align*}
& -n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}} u_{2 n-1}+\frac{\partial H}{\partial v_{m}} v_{n+m-1}+\ldots\right) \frac{\partial H}{\partial u_{n}}+\ldots \\
& -m\left(D_{x} \tau\right)\left(\frac{\partial G}{\partial u_{r}} u_{r+m-1}+\frac{\partial G}{\partial v_{p}} v_{p+m-1}+\ldots\right) \frac{\partial H}{\partial v_{m}}+\ldots \tag{4.13}
\end{align*}
$$

Similarly, the second determining equation gives

$$
\begin{align*}
& -r\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}} u_{n+r-1}+\frac{\partial H}{\partial v_{m}} v_{m+r-1}+\ldots\right) \frac{\partial G}{\partial u_{r}}+\ldots \\
& -p\left(D_{x} \tau\right)\left(\frac{\partial G}{\partial u_{r}} u_{r+p-1}+\frac{\partial G}{\partial v_{p}} v_{2 p-1}+\ldots\right) \frac{\partial G}{\partial v_{p}}+\ldots \tag{4.14}
\end{align*}
$$

In order to complete the proof, we need to consider three cases:
(i) $n>p$,
(ii) $n<p$ and
(iii) $n=p$,
shown in the following table:
Table 4.1: Proof of theorem 4.1

| Relation between $n$ and $p$ | Relation between $n, m, r$ | Equation, term | Coefficient | Restriction | Result |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n>p$ |  | $(4.13), v_{n+m-1}$ <br> or $(4.14), u_{n+r-1}$ | $\begin{aligned} & n\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}} \frac{\partial H}{\partial u_{n}}=0 \\ & r\left(D_{x} \tau\right) \frac{\partial H}{\partial u_{n}} \frac{\partial G}{\partial u_{r}}=0 \end{aligned}$ | $\begin{aligned} & \frac{\partial H}{\partial v_{m}} \frac{\partial H}{\partial u_{n}} \neq 0 \\ & \frac{\partial H}{\partial u_{n}} \frac{\partial G}{\partial u_{r}} \neq 0 \end{aligned}$ | $D_{x} \tau=0 \Longrightarrow \tau=\tau(t)$ |
| $n<p$ |  | $\begin{gathered} (4.13), v_{m+p-1} \\ \text { or } \\ (4.14), u_{r+p-1} \end{gathered}$ | $m\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial v_{p}}=0$ $p\left(D_{x} \tau\right) \frac{\partial G}{\partial u_{r}} \frac{\partial G}{\partial v_{p}}=0$ | $\begin{aligned} & \frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial v_{p}} \neq 0 \\ & \frac{\partial G}{\partial u_{r}} \frac{\partial G}{\partial v_{p}} \neq 0 \end{aligned}$ | $D_{x} \tau=0 \Longrightarrow \tau=\tau(t)$ |
| $n=p$ |  | $(4.13), v_{n+m-1}$ <br> or $(4.14), u_{n+r-1}$ | $\begin{aligned} & \left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}}\left(n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}}\right)=0 \\ & \left(D_{x} \tau\right) \frac{\partial G}{\partial u_{r}}\left(r \frac{\partial H}{\partial u_{n}}+n \frac{\partial G}{\partial v_{n}}\right)=0 \end{aligned}$ | $n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}} \neq 0$ $r \frac{\partial H}{\partial u_{n}}+n \frac{\partial G}{\partial v_{n}} \neq 0$ | $D_{x} \tau=0 \Longrightarrow \tau=\tau(t)$ |
| $n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}}=0, r \frac{\partial H}{\partial u_{n}}+n \frac{\partial G}{\partial v_{n}}=0 \Longrightarrow n^{2}=m r$ |  |  |  |  |  |
| $n=p$ | $2 n<r+m$ | $(4.13), u_{r+m-1}$ <br> or $(4.14), v_{m+r-1}$ | $m\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial u_{r}}=0$ $r\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial u_{r}}=0$ | $\begin{aligned} & \frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial u_{r}} \neq 0 \\ & \frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial u_{r}} \neq 0 \end{aligned}$ | $D_{x} \tau=0 \Longrightarrow \tau=\tau(t)$ |
| $n=p$ | $2 n>r+m$ | $(4.13), u_{2 n-1}$ <br> or $(4.14), v_{2 n-1}$ | $n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}}\right)^{2}=0$ $n\left(D_{x} \tau\right)\left(\frac{\partial G}{\partial v_{n}}\right)^{2}=0$ | $\begin{aligned} & \frac{\partial H}{\partial u_{n}} \neq 0 \\ & \frac{\partial G}{\partial v_{n}} \neq 0 \end{aligned}$ | $D_{x} \tau=0 \Longrightarrow \tau=\tau(t)$ |
| $n=p$ | $\begin{gathered} 2 n=r+m \\ \Longrightarrow \\ n=m=r=p \end{gathered}$ | $(4.13), u_{2 n-1}$ <br> or $(4.14), v_{2 n-1}$ | $\begin{aligned} & n\left(D_{x} \tau\right)\left[\left(\frac{\partial H}{\partial u_{n}}\right)^{2}+\frac{\partial H}{\partial v_{n}} \frac{\partial G}{\partial u_{n}}\right]=0 \\ & n\left(D_{x} \tau\right)\left[\frac{\partial H}{\partial v_{n}} \frac{\partial G}{\partial u_{n}}+\left(\frac{\partial G}{\partial v_{n}}\right)^{2}\right]=0 \end{aligned}$ | $\left(\frac{\partial H}{\partial u_{n}}\right)^{2}+\frac{\partial H}{\partial v_{n}} \frac{\partial G}{\partial u_{n}} \neq 0$ <br> (note 4.1 ) $\Longrightarrow$ $\frac{\partial H}{\partial v_{n}} \frac{\partial G}{\partial u_{n}}+\left(\frac{\partial G}{\partial v_{n}}\right)^{2} \neq 0$ | $D_{x} \tau=0 \Longrightarrow \tau=\tau(t)$ |

We give a trivial counterexample to show that Theorem 4.1 is not generally true if restriction (4.11) is not valid.

Example 4.1. We show that system

$$
u_{t}=u_{n}-v_{n}, \quad v_{t}=u_{n}-v_{n}, \quad n \geq 2
$$

admits the Lie symmetry $x \frac{\partial}{\partial t}$. This shows that $\tau$ depends also on $x$. The form of the symmetry implies that

$$
\tau=x, \xi=0, \eta=0, \mu=0
$$

so

$$
\begin{aligned}
& D_{t}(\tau)=0, \eta^{t}=0, \mu^{t}=0 \\
& \frac{\partial H}{\partial x}=\frac{\partial H}{\partial t}=\frac{\partial H}{\partial u}=\frac{\partial H}{\partial v}=\frac{\partial G}{\partial x}=\frac{\partial G}{\partial t}=\frac{\partial G}{\partial u}=\frac{\partial G}{\partial v}=0
\end{aligned}
$$

and

$$
\frac{\partial H}{\partial u_{n}}=1 \neq 0, \frac{\partial H}{\partial v_{n}}=-1 \neq 0, \frac{\partial G}{\partial u_{n}}=1 \neq 0, \frac{\partial G}{\partial v_{n}}=-1 \neq 0
$$

Also,

$$
\eta^{x^{n}}=-n\left(u_{2 n-1}-v_{2 n-1}\right), \mu^{x^{n}}=-n\left(u_{2 n-1}-v_{2 n-1}\right)
$$

Therefore the determining equations (4.8) and (4.9) are satisfied.
Now we consider certain special cases where some of the indices, but not both, of $n$ and $p$, are less than two.

Theorem 4.2. If at least one of the four indices is less than two and at least one of $n$ and $p$ is greater than or equal to two, then system (4.2) admits Lie symmetries of the form (4.3), where

$$
\tau=\tau(t)
$$

Proof: We split the proof into the following cases:
(i) $n, p, m \geq 2, r \leq 1$ (or its symmetric case $n, p, r \geq 2, m \leq 1$ );
(ii) $n, p \geq 2, r, m \leq 1$;
(iii) $n \geq 2, p \leq 1$ (or its symmetric case $n \leq 1, p \geq 2$ );

In these cases the form of the leading terms in each determining equation is more complicated, since we cannot ignore the terms that contain the derivatives $u_{n}, v_{n}, u_{m}, v_{m}$, e.t.c..
(i) $n, p, m \geq 2, r \leq 1$ : We consider separately $r=0$ and $r=1$.

If $r=0$, the determining equations (4.8) and (4.9) have the form (writing only the leading terms)

$$
\begin{align*}
& {\left[-\left(\tau_{u} u_{n}+\tau_{v} v_{n}\right) H-n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}} u_{2 n-1}+\frac{\partial H}{\partial v_{m}} v_{n+m-1}+\ldots\right)\right.} \\
+ & \left.\eta_{u} u_{n}+\eta_{v} v_{n}-n\left(D_{x} \xi\right) u_{n}-u_{x}\left(\xi_{u} u_{n}+\xi_{v} v_{n}\right)+\ldots\right] \frac{\partial H}{\partial u_{n}}+\ldots \\
+ & {\left[-\left(\tau_{u} u_{m}+\tau_{v} v_{m}\right) G-m\left(D_{x} \tau\right) \frac{\partial G}{\partial v_{p}} v_{p+m-1}+\ldots\right.} \\
+ & \left.\mu_{u} u_{m}+\mu_{v} v_{m}-m\left(D_{x} \xi\right) v_{m}-v_{x}\left(\xi_{u} u_{m}+\xi_{v} v_{m}\right)+\ldots\right] \frac{\partial H}{\partial v_{m}}+\ldots \tag{4.15}
\end{align*}
$$

and

$$
\begin{align*}
& {\left[-\left(\tau_{u} u_{p}+\tau_{v} v_{p}\right) G-p\left(D_{x} \tau\right) \frac{\partial G}{\partial v_{p}} v_{2 p-1}+\ldots\right.} \\
+ & \left.\mu_{u} u_{p}+\mu_{v} v_{p}-p\left(D_{x} \xi\right) v_{p}-v_{x}\left(\xi_{u} u_{p}+\xi_{v} v_{p}\right)+\ldots\right] \frac{\partial G}{\partial v_{p}}+\ldots \tag{4.16}
\end{align*}
$$

respectively.

- $n>p$ which means that $n+m-1>n, m, p, r$. The coefficient of $v_{n+m-1}$ in (4.15) gives

$$
n\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}} \frac{\partial H}{\partial u_{n}}=0
$$

and since $\frac{\partial H}{\partial v_{m}} \frac{\partial H}{\partial u_{n}} \neq 0$, we have $D_{x} \tau=0$. That is, $\tau=\tau(t)$.

- $n<p$ which implies that $p+m-1>n, m, p, r$. The coefficient of $v_{p+m-1}$ in (4.15) gives

$$
m\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial v_{p}}=0
$$

and since $\frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial v_{p}} \neq 0$, we have $D_{x} \tau=0$. That is, $\tau=\tau(t)$.

- $n=p$ which indicates that $n+m-1>n, m, p, r$. The coefficient of $v_{n+m-1}$ in (4.15) gives

$$
\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}}\left(n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}}\right)=0
$$

If $n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}} \neq 0$ and since $\frac{\partial H}{\partial v_{m}} \neq 0$ the result follows. If $n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}}=0$ then

$$
H=-\frac{m}{n} u_{n} \frac{\partial G}{\partial v_{n}}+\ldots
$$

which means that $H$ is linear in $u_{n}$. We have the following two subcases:
(a) $m \geq 2 n$ : We have $m>n, p, r, 2 n-1$ and the coefficient of $u_{m}$ in (4.15) gives

$$
\mu_{u}-\xi_{u} v_{x}-G \tau_{u}=0
$$

The left hand side of this expression is the coefficient of $H$ in the second determining equation ( $H$ appears in the expression for $\mu^{t}$ ) and hence $H$ disappears from this equation. Noting also that $2 n-1>n, p, r$, we can take the coefficient of $v_{2 n-1}$ in (4.16) to give $n\left(D_{x} \tau\right)\left(\frac{\partial G}{\partial v_{n}}\right)^{2}=0$. Hence, $\tau=\tau(t)$.
(b) $m<2 n$ : The coefficient of $u_{n}$ in (4.16) gives

$$
\left(\mu_{u}-\xi_{u} v_{x}-G \tau_{u}\right) \frac{\partial G}{\partial v_{n}}\left(1+\frac{m}{n}\right)=0 .
$$

As before, $H$ disappears from this equation. Since $2 n-1>n, p, r$, coefficient of $v_{2 n-1}$ in (4.16) gives $n\left(D_{x} \tau\right)\left(\frac{\partial G}{\partial v_{n}}\right)^{2}=0$. Hence, $\tau=\tau(t)$.

Now, we consider $r=1$. The determining equations have the form (leading terms)

$$
\begin{align*}
& {\left[-\left(\tau_{u} u_{n}+\tau_{v} v_{n}\right) H-n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}} u_{2 n-1}+\frac{\partial H}{\partial v_{m}} v_{n+m-1}+\ldots\right)\right.} \\
+ & \left.\eta_{u} u_{n}+\eta_{v} v_{n}-n\left(D_{x} \xi\right) u_{n}-u_{x}\left(\xi_{u} u_{n}+\xi_{v} v_{n}\right)+\ldots\right] \frac{\partial H}{\partial u_{n}}+\ldots \\
+ & {\left[-\left(\tau_{u} u_{m}+\tau_{v} v_{m}\right) G-m\left(D_{x} \tau\right)\left(\frac{\partial G}{\partial u_{x}} u_{m}+\frac{\partial G}{\partial v_{p}} v_{p+m-1}+\ldots\right)\right.} \\
+ & \left.\mu_{u} u_{m}+\mu_{v} v_{m}-m\left(D_{x} \xi\right) v_{m}-v_{x}\left(\xi_{u} u_{m}+\xi_{v} v_{m}\right)+\ldots\right] \frac{\partial H}{\partial v_{m}}+\ldots \tag{4.17}
\end{align*}
$$

and

$$
\begin{align*}
& +\left[-\left(\tau_{u} u_{p}+\tau_{v} v_{p}\right) G-p\left(D_{x} \tau\right)\left(\frac{\partial G}{\partial u_{x}} u_{p}+\frac{\partial G}{\partial v_{p}} v_{2 p-1}+\ldots\right)\right. \\
& \left.+\mu_{u} u_{p}+\mu_{v} v_{p}-p\left(D_{x} \xi\right) v_{p}-v_{x}\left(\xi_{u} u_{p}+\xi_{v} v_{p}\right)+\ldots\right] \frac{\partial G}{\partial v_{p}}-\left(D_{x} \tau\right) H \frac{\partial G}{\partial u_{x}}+\ldots \tag{4.18}
\end{align*}
$$

respectively.

- $n>p$ which means that $n+m-1>n, m, p, r$. The coefficient of $v_{n+m-1}$ in (4.17) gives

$$
n\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}} \frac{\partial H}{\partial u_{n}}=0
$$

and since $\frac{\partial H}{\partial v_{m}} \frac{\partial H}{\partial u_{n}} \neq 0$, we have $D_{x} \tau=0$. That is, $\tau=\tau(t)$.

- $n<p$ which means that $p+m-1>n, m, p, r$. The coefficient of $v_{p+m-1}$ in (4.17) gives

$$
m\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial v_{p}}=0
$$

and since $\frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial v_{p}} \neq 0$, we have $D_{x} \tau=0$. That is, $\tau=\tau(t)$.

- $n=p$ which means that $n+m-1>n, m, p, r$. The coefficient of $v_{n+m-1}$ in (4.15) gives

$$
\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}}\left(n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}}\right)=0 .
$$

If $n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}} \neq 0$ and since $\frac{\partial H}{\partial v_{m}} \neq 0$ the result follows. If $n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}}=0$ then

$$
H=-\frac{m}{n} u_{n} \frac{\partial G}{\partial v_{n}}+\ldots
$$

which means that $H$ is linear in $u_{n}$. We have the following three subcases:
(a) $m<2 n-1$ : Since $2 n-1>n, m, p, r$, the coefficient of $u_{2 n-1}$ in (4.17) gives $n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}}\right)^{2}=0$. Hence, $\tau=\tau(t)$.
(b) $m>2 n-1$ : We have $m>n, p, r, 2 n-1$ and hence, coefficient of $u_{m}$ in (4.17) gives

$$
\frac{\partial H}{\partial v_{m}}\left(\mu_{u}-\xi_{u} v_{x}-G \tau_{u}-m\left(D_{x} \tau\right) \frac{\partial G}{\partial u_{x}}\right)=0
$$

Since $\frac{\partial H}{\partial v_{m}} \neq 0$, we find

$$
\mu_{u}-\xi_{u} v_{x}-G \tau_{u}=m\left(D_{x} \tau\right) \frac{\partial G}{\partial u_{x}}
$$

Using this expression and the coefficient of $u_{n}$ in (4.18), we deduce that

$$
\frac{\partial G}{\partial v_{n}} \frac{\partial G}{\partial u_{x}}\left(m-n+\frac{m}{n}+\frac{m^{2}}{n}\right)\left(D_{x} \tau\right)=0
$$

Since the bracket is nonzero, the result follows.
(c) $m=2 n-1$ : We note that $m>n, p, r$. The coefficients of $u_{n}$ in (4.18) and $u_{m}$ in (4.17) give, respectively,

$$
\begin{align*}
& \frac{\partial G}{\partial v_{n}}\left[\left(\mu_{u}-\xi_{u} v_{x}-G \tau_{u}\right)\left(1+\frac{m}{n}\right)+\left(\frac{m}{n}-n\right)\left(D_{x} \tau\right) \frac{\partial G}{\partial u_{x}}\right]=0  \tag{4.19}\\
& -n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}}\right)^{2}+\frac{\partial H}{\partial v_{m}}\left(\mu_{u}-\xi_{u} v_{x}-G \tau_{u}-m\left(D_{x} \tau\right) \frac{\partial G}{\partial u_{x}}\right)=0 \tag{4.20}
\end{align*}
$$

Combining these two equations we find that

$$
\begin{equation*}
\left(D_{x} \tau\right)\left(n\left(\frac{\partial H}{\partial u_{n}}\right)^{2}+\frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial u_{x}}\left(\frac{5 n^{2}-3 n}{3 n-1}\right)\right)=0 \tag{4.21}
\end{equation*}
$$

Now, differentiating determining equation (4.18) with respect to $v_{m}$ to find

$$
n\left(D_{x} \tau\right)\left(\frac{\partial G}{\partial v_{n}}\right)^{2}+\frac{\partial H}{\partial v_{m}}\left(D_{x} \tau\right) \frac{\partial G}{\partial u_{x}}+\frac{\partial H}{\partial v_{m}}\left(\mu_{u}-\xi_{u} v_{x}-G \tau_{u}\right)=0
$$

and using (4.19), this equation simplifies to

$$
\begin{equation*}
\left(D_{x} \tau\right)\left(n\left(\frac{\partial G}{\partial v_{n}}\right)^{2}+\frac{n^{2}+n}{3 n-1} \frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial u_{x}}\right)=0 \tag{4.22}
\end{equation*}
$$

Using that $\frac{\partial H}{\partial u_{n}}=-\frac{m}{n} \frac{\partial G}{\partial v_{n}}$, the bracket in (4.21) and the bracket in (4.22) cannot be simultaneously equal to zero since this would lead to a contradiction. This can be seen by considering the determinant of the coefficients which can be shown to be nonzero. Hence, $D_{x} \tau=0$ and the result follows.

A similar proof is derived for the symmetric case $n, p, r \geq 2, m \leq 1$.
(ii) $n, p \geq 2, r, m \leq 1$ : In both cases $m=0$ and $m=1$, the coefficient of $u_{2 n-1}$ (greatest order derivative of $u$ ) in (4.15) gives

$$
n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}}\right)^{2}=0 \Longrightarrow D_{x} \tau=0 \Longrightarrow \tau=\tau(t)
$$

Similar results apply for $r=0$ and $r=1$.
(iii) $n \geq 2, p \leq 1$ : We consider separately $m \geq 2, m=1$ and $m=0$.

- $m \geq 2$ : Since $n+m-1>n$, $m$, the coefficient of $v_{n+m-1}$ in (4.13) gives

$$
n\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}} \frac{\partial H}{\partial u_{n}}=0 \Longrightarrow D_{x} \tau=0 \Longrightarrow \tau=\tau(t) .
$$

- $m=1$ : If $r<2 n-1$, then the coefficient of $u_{2 n-1}$ in (4.13) gives $n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}}\right)^{2}=0$ and the result follows. If $r \geq 2 n-1$, then coefficient of $u_{n+r-1}$ in (4.14) gives $r\left(D_{x} \tau\right) \frac{\partial H}{\partial u_{n}} \frac{\partial G}{\partial u_{r}}=0$ which leads to the result.
- $m=0$ : Now the determining equations are symmetric with equations (4.15) and (4.16), where $r=0$. In the first determining equation the highest derivative of $v$ is $v_{n}$. Taking its coefficient, we find

$$
\eta_{v}-\xi_{v} u_{x}-H \tau_{v}=0
$$

Therefore the coefficient of $G$ in the first determining equation vanishes and the coefficient of $u_{2 n-1}$ in the same equation gives

$$
n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}}\right)^{2}=0 \Longrightarrow D_{x} \tau=0 \Longrightarrow \tau=\tau(t)
$$

A similar proof can be constructed for the symmetric case $n \leq 1, p \geq 2$. This completes the proof of Theorem 4.2.

The same result, as in Theorems 4.1 and 4.2, applies when system (4.2) is separable or semiseparable which is stated in the following theorem.

Theorem 4.3. If system (4.2) is of a separable or of a semiseparable form and at least one of $n$ and $p$ is greater than or equal to two, then it admits Lie symmetries of the form (4.3), where

$$
\tau=\tau(t) .
$$

Proof: System (4.2) is of the separable form

$$
\begin{align*}
& u_{t}=H\left(x, t, u, u_{1}, u_{2}, \ldots, u_{n}\right) \\
& v_{t}=G\left(x, t, v, v_{1}, v_{2}, \ldots, v_{p}\right) \tag{4.23}
\end{align*}
$$

The first equation does not involve $v$ and its derivatives and the second equation does not involve $u$ and its derivatives. We assume that at least one of n and p is greater than or equal to 2 . If $n \geq 2$ we take the coefficient of $u_{2 n-1}$ in the first determining equation, which implies that

$$
n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}}\right)^{2}=0 \Longrightarrow D_{x} \tau=0 \Longrightarrow \tau=\tau(t)
$$

If $p \geq 2$ we take the coefficient of $v_{2 p-1}$ in the second determining equation, which implies that

$$
p\left(D_{x} \tau\right)\left(\frac{\partial G}{\partial v_{p}}\right)^{2}=0 \Longrightarrow D_{x} \tau=0 \Longrightarrow \tau=\tau(t)
$$

Now we consider the case where the system (4.2) is of the semi-separable form

$$
\begin{align*}
u_{t} & =H\left(x, t, u, v, u_{1}, u_{2}, \ldots, u_{n}, v_{1}, v_{2}, \ldots, v_{m}\right), \\
v_{t} & =G\left(x, t, v, v_{1}, v_{2}, \ldots, v_{p}\right), \quad p \geq 1 . \tag{4.24}
\end{align*}
$$

If $p=1$, then we assume that $n \geq 2$. The result follows from the coefficient of $u_{2 n-1}$ in the first determining equation when $m=0,1$ and from the coefficient of $v_{n+m-1}$ in the first determining equation when $m \geq 2$. If $p \geq 2$ and $m=0,1$, then the coefficient of $v_{2 p-1}$ in the second determining equation gives the desired result.

We complete the proof by considering the case $p, m \geq 2$. Writing the highest order terms, the two determining equations have the form

$$
\begin{align*}
& {\left[-\left(\tau_{u} u_{n}+\tau_{v} v_{n}\right) H-n\left(D_{x} \tau\right)\left(\frac{\partial H}{\partial u_{n}} u_{2 n-1}+\frac{\partial H}{\partial v_{m}} v_{n+m-1}+\ldots\right)\right.} \\
+ & \left.\eta_{u} u_{n}+\eta_{v} v_{n}-n\left(D_{x} \xi\right) u_{n}-u_{x}\left(\xi_{u} u_{n}+\xi_{v} v_{n}\right)+\ldots\right] \frac{\partial H}{\partial u_{n}}+\ldots \\
+ & {\left[-\left(\tau_{u} u_{m}+\tau_{v} v_{m}\right) G-m\left(D_{x} \tau\right) \frac{\partial G}{\partial v_{p}} v_{p+m-1}+\ldots\right.} \\
+ & \left.\mu_{u} u_{m}+\mu_{v} v_{m}-m\left(D_{x} \xi\right) v_{m}-v_{x}\left(\xi_{u} u_{m}+\xi_{v} v_{m}\right)+\ldots\right] \frac{\partial H}{\partial v_{m}}+\ldots \tag{4.25}
\end{align*}
$$

and

$$
\begin{align*}
& {\left[-\left(\tau_{u} u_{p}+\tau_{v} v_{p}\right) G-p\left(D_{x} \tau\right) \frac{\partial G}{\partial v_{p}} v_{2 p-1}+\ldots\right.} \\
+ & \left.\mu_{u} u_{p}+\mu_{v} v_{p}-p\left(D_{x} \xi\right) v_{p}-v_{x}\left(\xi_{u} u_{p}+\xi_{v} v_{p}\right)+\ldots\right] \frac{\partial G}{\partial v_{p}}+\ldots \tag{4.26}
\end{align*}
$$

- $n>p$ which means that $n+m-1>n, m, p$. The coefficient of $v_{n+m-1}$ in (4.25) gives

$$
n\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}} \frac{\partial H}{\partial u_{n}}=0
$$

and since $\frac{\partial H}{\partial v_{m}} \frac{\partial H}{\partial u_{n}} \neq 0$, we have $D_{x} \tau=0$. That is, $\tau=\tau(t)$.

- $n<p$ which means that $p+m-1>n, m, p$. The coefficient of $v_{p+m-1}$ in (4.25) gives

$$
m\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial v_{p}}=0
$$

and since $\frac{\partial H}{\partial v_{m}} \frac{\partial G}{\partial v_{p}} \neq 0$, we have $D_{x} \tau=0$. That is, $\tau=\tau(t)$.

- $n=p$ which means that $n+m-1>n, m, p$. The coefficient of $v_{n+m-1}$ in (4.25) gives

$$
\left(D_{x} \tau\right) \frac{\partial H}{\partial v_{m}}\left(n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}}\right)=0
$$

If $n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}} \neq 0$ and since $\frac{\partial H}{\partial v_{m}} \neq 0$ the result follows. If $n \frac{\partial H}{\partial u_{n}}+m \frac{\partial G}{\partial v_{n}}=0$ then

$$
H=-\frac{m}{n} u_{n} \frac{\partial G}{\partial v_{n}}+\ldots
$$

which means that $H$ is linear in $u_{n}$. We have the following three subcases:
(a) $m<2 n-1$. Since $2 n-1>n, m, p$, the coefficient of $v_{2 n-1}$ in (4.26) gives $n\left(D_{x} \tau\right)\left(\frac{\partial G}{\partial v_{n}}\right)^{2}=$ 0. Hence, $\tau=\tau(t)$.
(b) $m>2 n-1$. We have $m>n, p, 2 n-1$ and hence, differentiating (4.26) with respect to $v_{m}$ to give

$$
\frac{\partial H}{\partial v_{m}}\left(\mu_{u}-\xi_{u} v_{x}-G \tau_{u}\right)=0
$$

Since $\frac{\partial H}{\partial v_{m}} \neq 0$, we find

$$
\mu_{u}-\xi_{u} v_{x}-G \tau_{u}=0
$$

Using this expression we deduce that the coefficient of $H$ in (4.26) is zero. The coefficient of $v_{2 n-1}$ in (4.26) implies that $D_{x} \tau=0$.
(c) $m=2 n-1$. The coefficient of $u_{n}$ in (4.26) gives

$$
\frac{\partial G}{\partial v_{n}}\left(\mu_{u}-\xi_{u} v_{x}-G \tau_{u}\right)\left(1+\frac{m}{n}\right)=0
$$

which implies that

$$
\mu_{u}-\xi_{u} v_{x}-G \tau_{u}=0
$$

This means that $H$ disappears from the determining equation (4.26). The coefficient of $v_{2 n-1}$ in (4.26) implies

$$
n\left(\frac{\partial G}{\partial v_{n}}\right)^{2} D_{x} \tau=0
$$

Hence, $D_{x} \tau=0$ and the result follows.
An example of uncoupled equations is the system of nonlinear diffusion equations $u_{t}=$ $\left(f(u) u_{x}\right)_{x}$ and $v_{t}=\left(g(v) v_{x}\right)_{x}$. Lie symmetries for these have been derived in 1986 by Knyazeva and Popov and the results can be found at page 171 in the book [36].

### 4.5 Further restrictions on the form of the symmetry generator

We consider systems of the class (4.2) that admit Lie symmetries, where $\tau=\tau(t)$. Systems where $n=m=r=p \geq 2$ and the condition (4.11) does not hold must be investigated separately. In this section we present further restrictions on the coefficient functions $\xi(x, t, u, v), \eta(x, t, u, v)$ and $\mu(x, t, u, v)$ for certain forms of the general system (4.2).

In the case where $\tau=\tau(t)$, the coefficient functions of the extended generator have the simplified forms

$$
\begin{aligned}
\eta^{t} & =\eta_{t}+\eta_{u} u_{t}+\eta_{v} v_{t}-u_{x}\left(\xi_{t}+\xi_{u} u_{t}+\xi_{v} v_{t}\right)-u_{t} \tau_{t} \\
\eta^{x} & =\eta_{x}+\eta_{u} u_{x}+\eta_{v} v_{x}-u_{x}\left(\xi_{x}+\xi_{u} u_{x}+\xi_{v} v_{x}\right) \\
\eta^{x x} & =D_{x}\left(\eta^{x}\right)-u_{x x} D_{x}(\xi) \\
& \vdots \\
\eta^{x^{n+1}} & =D_{x}\left(\eta^{x^{n}}\right)-u_{x^{n+1}} D_{x}(\xi) \\
& \\
\mu^{t} & =\mu_{t}+\mu_{u} u_{t}+\mu_{v} v_{t}-v_{x}\left(\xi_{t}+\xi_{u} u_{t}+\xi_{v} v_{t}\right)-v_{t} \tau_{t} \\
\mu^{x} & =\mu_{x}+\mu_{u} u_{x}+\mu_{v} v_{x}-v_{x}\left(\xi_{x}+\xi_{u} u_{x}+\xi_{v} v_{x}\right) \\
\mu^{x x} & =D_{x}\left(\mu^{x}\right)-v_{x x} D_{x}(\xi) \\
& \vdots \\
\mu^{x^{n+1}} & =D_{x}\left(\mu^{x^{n}}\right)-v_{x^{n+1}} D_{x}(\xi) .
\end{aligned}
$$

Now, using induction we find

$$
\begin{aligned}
\eta^{x^{k}} & =D_{x}^{k} \eta-\sum_{j=1}^{k}\binom{k}{j-1}\left(D_{x}^{k+1-j} \xi\right) u_{j} \\
\mu^{x^{k}} & =D_{x}^{k} \mu-\sum_{j=1}^{k}\binom{k}{j-1}\left(D_{x}^{k+1-j} \xi\right) v_{j} .
\end{aligned}
$$

In the subsequent analysis we require the coefficients of $v_{n}$ and $v_{n-1}$ in $\eta^{x^{n}}$ and the coefficients of $u_{m}$ and $u_{m-1}$ in $\mu^{x^{m}}$. We use the following lemma.

Lemma 4.1. If $\tau=\tau(t)$ and $n, m \geq 2$, then $\eta^{x^{n}}$ and $\mu^{x^{m}}$ have the following form

$$
\begin{align*}
\eta^{x^{n}} & =\left(\eta_{v}-u_{x} \xi_{v}\right) v_{n}+n v_{n-1}\left(\eta_{v x}+\eta_{u v} u_{x}+\eta_{v v} v_{x}-\xi_{v x} u_{x}-\xi_{u v} u_{x}^{2}-\xi_{v v} u_{x} v_{x}-\xi_{v} u_{x x}\right) \\
& +\Phi\left(x, t, u, v, u_{1}, \ldots, u_{n}, v_{1}, \ldots, v_{n-2}\right),  \tag{4.27}\\
\mu^{x^{m}} & =\left(\mu_{u}-v_{x} \xi_{u}\right) u_{m}+m u_{m-1}\left(\mu_{u x}+\mu_{u v} v_{x}+\mu_{u u} u_{x}-\xi_{u x} v_{x}-\xi_{u v} v_{x}^{2}-\xi_{u u} u_{x} v_{x}-\xi_{u} v_{x x}\right) \\
& +\Psi\left(x, t, u, v, u_{1}, \ldots, u_{m-2}, v_{1}, \ldots, v_{m}\right), \tag{4.28}
\end{align*}
$$

respectively, where $\Phi$ and $\Psi$ are smooth functions in their arguments.
The proof of the lemma is constructed by induction on the indices $n$ and $m$, respectively.
Theorem 4.4. We consider system (4.2) with $n \geq 2$ or/and $p \geq 2$. In the following cases
(i) $n>p, m, r$ (and its symmetric case $p>n, m, r$ )
(ii) $n=p<r<m$ (and its symmetric case $n=p<m<r$ )
(iii) $n=p<r=m$ with the restriction $\left(H_{v_{m} v_{m}}\right)^{2}+\left(G_{u_{m} u_{m}}\right)^{2} \neq 0$
(iv) $n=p>m, r$ with the restriction $H_{u_{n}} \neq G_{v_{n}}$
(v) $n=p$ and $m, r \leq n-2$ with the restrictions $H_{u_{n}}=G_{v_{n}},\left(H_{u_{n-1} u_{n-1}}\right)^{2}+\left(G_{v_{n-1} v_{n-1}}\right)^{2} \neq 0$ the system (4.2) admits Lie symmetries with generator of the form (4.3), where the coefficient functions have the restricted forms

$$
\tau=\tau(t), \quad \xi=\xi(x, t), \quad \eta=\eta(x, t, u), \quad \mu=\mu(x, t, v)
$$

Proof: Using the result for $\tau=\tau(t)$, the determining equations have the form (4.8) and (4.9) with

$$
\begin{align*}
\eta^{t} & =\eta_{t}+\eta_{u} H+\eta_{v} G-u_{x} \xi_{t}-u_{x} \xi_{u} H-u_{x} \xi_{v} G-\tau_{t} H \\
\mu^{t} & =\mu_{t}+\mu_{u} H+\mu_{v} G-v_{x} \xi_{t}-v_{x} \xi_{u} H-v_{x} \xi_{v} G-\tau_{t} G \tag{4.29}
\end{align*}
$$

and the forms of $\eta^{x^{n}}, \mu^{x^{m}}$ are given in Lemma 4.1. We consider each case separately.
(i) $n>p, m, r$ : We differentiate (4.8) and (4.9) with respect to $v_{n}$ and $u_{n}$, respectively, to give

$$
\left(\eta_{v}-u_{x} \xi_{v}\right) \frac{\partial H}{\partial u_{n}}=0, \quad\left(\mu_{u}-v_{x} \xi_{u}\right) \frac{\partial H}{\partial u_{n}}=0 .
$$

Hence, $\xi=\xi(x, t), \eta=\eta(x, t, u), \mu=\mu(x, t, v)$. A similar proof can be constructed for its symmetric case $p>n, m, r$.
(ii) $n=p<r<m$ : We differentiate (4.9) with respect to $v_{m}$ to give

$$
\left(\mu_{u}-v_{x} \xi_{u}\right) \frac{\partial H}{\partial v_{m}}=0
$$

Hence, $\mu_{u}-v_{x} \xi_{u}=0$ which means that $H$ disappears from the determining equation (4.9). Therefore the highest order derivative of $v$ that appears in (4.9) is $v_{r}$. We differentiate (4.9) with respect to $v_{r}$ to give

$$
\left(\eta_{v}-u_{x} \xi_{v}\right) \frac{\partial G}{\partial u_{r}}=0
$$

Hence,

$$
\xi=\xi(x, t), \eta=\eta(x, t, u), \mu=\mu(x, t, v)
$$

A similar proof may be constructed for its symmetric case $n=p<m<r$.
(iii) $n=p<r=m$ with the restriction $\left(H_{v_{m} v_{m}}\right)^{2}+\left(G_{u_{m} u_{m}}\right)^{2} \neq 0$ : We differentiate (4.9) with respect to $v_{m}$ to give

$$
\left(\mu_{u}-v_{x} \xi_{u}\right) \frac{\partial H}{\partial v_{m}}=\left(\eta_{v}-u_{x} \xi_{v}\right) \frac{\partial G}{\partial u_{m}}
$$

After further differentiation with respect to $v_{m}$ or $u_{m}$ and using the restriction

$$
\left(H_{v_{m} v_{m}}\right)^{2}+\left(G_{u_{m} u_{m}}\right)^{2} \neq 0
$$

we conclude that

$$
\mu_{u}-v_{x} \xi_{u}=\eta_{v}-u_{x} \xi_{v}=0
$$

Hence, $\xi=\xi(x, t), \eta=\eta(x, t, u), \mu=\mu(x, t, v)$.
(iv) $n=p>m, r$ with the restriction $H_{u_{n}} \neq G_{v_{n}}$ : We differentiate (4.8) and (4.9) with respect to $v_{n}$ and $u_{n}$, respectively, to give

$$
\left(\eta_{v}-u_{x} \xi_{v}\right) \frac{\partial G}{\partial v_{n}}=\left(\eta_{v}-u_{x} \xi_{v}\right) \frac{\partial H}{\partial u_{n}}, \quad\left(\mu_{u}-v_{x} \xi_{u}\right) \frac{\partial H}{\partial u_{n}}=\left(\mu_{u}-v_{x} \xi_{u}\right) \frac{\partial G}{\partial v_{n}}
$$

Since $H_{u_{n}} \neq G_{v_{n}}$ the result follows.
(v) $n=p$ and $m, r \leq n-2$ with the restrictions

$$
H_{u_{n}}=G_{v_{n}},\left(H_{u_{n-1} u_{n-1}}\right)^{2}+\left(G_{v_{n-1} v_{n-1}}\right)^{2} \neq 0:
$$

From the condition

$$
H_{u_{n}}=G_{v_{n}}=K\left(x, t, u, v, u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{m}\right)
$$

we conclude that, if $r, m \leq n-2$,

$$
\begin{aligned}
H & =K\left(x, t, u, v, u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{m}\right) u_{n}+F\left(x, t, u, v, u_{1}, \ldots, u_{n-1}, v_{1}, \ldots, v_{m}\right), \\
G & =K\left(x, t, u, v, u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{m}\right) v_{n}+L\left(x, t, u, v, u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{n-1}\right) .
\end{aligned}
$$

With these forms of $H$ and $G, v_{n}$ disappears from determining equation (4.8) and $u_{n}$ from (4.9). We differentiate (4.8) and (4.9) with respect to $v_{n-1}$ and $u_{n-1}$, respectively, to give

$$
\begin{aligned}
\left(\eta_{v}-u_{x} \xi_{v}\right) \frac{\partial L}{\partial v_{n-1}} & =\left(\eta_{v}-u_{x} \xi_{v}\right) \frac{\partial F}{\partial u_{n-1}} \\
& +n\left(\eta_{v x}+\eta_{u v} u_{x}+\eta_{v v} v_{x}-\xi_{v x} u_{x}-\xi_{u v} u_{x}^{2}-\xi_{v v} u_{x} v_{x}-\xi_{v} u_{x x}\right) K \\
\left(\mu_{u}-v_{x} \xi_{u}\right) \frac{\partial F}{\partial u_{n-1}} & =\left(\mu_{u}-v_{x} \xi_{u}\right) \frac{\partial L}{\partial v_{n-1}} \\
& +n\left(\mu_{u x}+\mu_{u v} v_{x}+\mu_{u u} u_{x}-\xi_{u x} v_{x}-\xi_{u v} v_{x}^{2}-\xi_{u u} u_{x} v_{x}-\xi_{u} v_{x x}\right) K .
\end{aligned}
$$

Using the restriction

$$
\left(H_{u_{n-1} u_{n-1}}\right)^{2}+\left(G_{v_{n-1} v_{n-1}}\right)^{2} \neq 0
$$

or equivalently

$$
\left(F_{u_{n-1} u_{n-1}}\right)^{2}+\left(L_{v_{n-1} v_{n-1}}\right)^{2} \neq 0
$$

differentiating both of the above equations with respect to $u_{n-1}$ (or $v_{n-1}$ ) yields

$$
\mu_{u}-v_{x} \xi_{u}=\eta_{v}-u_{x} \xi_{v}=0
$$

Hence,

$$
\xi=\xi(x, t), \eta=\eta(x, t, u), \mu=\mu(x, t, v) .
$$

Example 4.2. The form of the following system [42]

$$
u_{t}=u_{x x x}+6 u u_{x}+2 v v_{x}, \quad v_{t}=2(u v)_{x},
$$

is such that ( $n=3, m=r=p=1$ ) Theorems 4.2 and 4.4(i) can be applied. Hence, all Lie symmetries admitted by this system are of the restricted form

$$
\tau(t) \partial_{t}+\xi(x, t) \partial_{x}+\eta(x, t, u) \partial_{u}+\mu(x, t, v) \partial_{v} .
$$

Theorem 4.5. System (4.2) with $n=p \geq 2, m=n-1$ and $r \leq n-2$ with the restrictions

$$
H_{u_{n}}=G_{v_{n}}, H_{u_{n-1} u_{n-1}} \neq 0,
$$

admits Lie symmetries with a generator of the form (4.3), where

$$
\tau=\tau(t), \quad \xi=\xi(x, t, v), \quad \mu=\mu(x, t, v) .
$$

System (4.2) with $n=p \geq 2, r=n-1$ and $m \leq n-2$ with the restrictions

$$
H_{u_{n}}=G_{v_{n}}, G_{v_{n-1} v_{n-1}} \neq 0,
$$

admits Lie symmetries with a generator of the form (4.3), where

$$
\tau=\tau(t), \quad \xi=\xi(x, t, u), \quad \eta=\eta(x, t, u) .
$$

Note 4.2. We point out that the two parts of the above theorem are related by the discrete symmetry $u \mapsto v$ and $v \mapsto u$ applied to both the system of equations and the symmetry generator.

Proof: From the restriction $H_{u_{n}}=G_{v_{n}}=K\left(x, t, u, v, u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{m}\right)$, we have

$$
\begin{aligned}
H & =K\left(x, t, u, v, u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{n-1}\right) u_{n}+F\left(x, t, u, v, u_{1}, \ldots, u_{n-1}, v_{1}, \ldots, v_{n-1}\right) \\
G & =K\left(x, t, u, v, u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{n-1}\right) v_{n}+L\left(x, t, u, v, u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{n-1}\right)
\end{aligned}
$$

where $r \leq n-2$. With these forms of $H$ and $G, u_{n}$ disappears from determining equation (4.9). We differentiate (4.9) with respect to $u_{n-1}$ to give

$$
\begin{aligned}
\left(\mu_{u}-v_{x} \xi_{u}\right) \frac{\partial F}{\partial u_{n-1}} & =\left(\mu_{u}-v_{x} \xi_{u}\right) \frac{\partial G}{\partial v_{n-1}} \\
& +n\left(\mu_{u x}+\mu_{u v} v_{x}+\mu_{u u} u_{x}-\xi_{u x} v_{x}-\xi_{u v} v_{x}^{2}-\xi_{u u} u_{x} v_{x}-\xi_{u} v_{x x}\right) K
\end{aligned}
$$

Using the restriction $H_{u_{n-1} u_{n-1}} \neq 0$ or equivalently $F_{u_{n-1} u_{n-1}} \neq 0$ and differentiating the above equation with respect to $u_{n-1}$ implies that $\mu_{u}-v_{x} \xi_{u}=0$. Hence,

$$
\xi=\xi(x, t, v), \mu=\mu(x, t, v)
$$

A similar proof may be constructed for the other part of Theorem 4.5.

Example 4.3. It can be shown that the system

$$
u_{t}=\frac{v_{x}}{u_{x}^{3}} u_{x x}, \quad v_{t}=\frac{v_{x}}{u_{x}^{3}} v_{x x}
$$

admits, among others, the two Lie symmetries $u \frac{\partial}{\partial x}$ and $v \frac{\partial}{\partial x}$. Here we have

$$
n=p=2, m=r=1=n-1
$$

Also the system

$$
u_{t}=\frac{u_{x x x}}{u_{x}^{3}}-\frac{3 u_{x x}^{2}}{u_{x}^{4}}-\frac{v_{x x}}{u_{x}}+\frac{v_{x} u_{x x}}{u_{x}^{2}}, \quad v_{t}=\frac{v_{x x x}}{u_{x}^{3}}-\frac{3 u_{x x} v_{x x}}{u_{x}^{4}}-\frac{v_{x} v_{x x}}{u_{x}^{2}}+\frac{v_{x}^{2} u_{x x}}{u_{x}^{3}}
$$

admits at least the two Lie symmetries, $u \frac{\partial}{\partial x}$ and $v \frac{\partial}{\partial x}$. Here we have

$$
n=p=3, m=r=2=n-1
$$

These two results show that in Theorem 4.5 we need to take either $m$ or $r$ less than $n-1$, otherwise restrictions on the form of $\xi$ do not exist in general. In the above systems we note that $H_{u_{n}}=G_{v_{n}}$. This shows that the restriction $H_{u_{n}} \neq G_{v_{n}}$ is needed in order to prove Theorem 4.4, case (iv).

Theorem 4.6. We consider the quasi-linear system

$$
\begin{aligned}
u_{t} & =H_{1} u_{n}+H_{2}\left(x, t, u, v, u_{1}, \ldots, u_{n-1}, v_{1}, \ldots, v_{m}\right) \\
v_{t} & =G_{1}\left(x, t, u, v, u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{n-1}\right) v_{n}+G_{2}\left(x, t, u, v, u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{n-1}\right),
\end{aligned}
$$

where $n \geq 2, m, r \leq n-1$ and $H_{1}$ is a nonzero constant. If $G_{1} \neq H_{1}$, then

$$
\tau=\tau(t), \quad \xi=\frac{1}{n} x \tau_{t}(t)+\phi(t), \quad \eta=\eta(x, t, u), \quad \mu=\mu(x, t, v)
$$

We point out that Theorem 4.6 is also valid for $G_{1}=0$.

Proof: From Theorems 4.1, 4.2 or 4.3 , we have $\tau=\tau(t)$. Also from Theorem 4.4, we have $\eta=\eta(x, t, u)$ and $\mu=\mu(x, t, v)$. The coefficient of $u_{n}$ in the first determining equation gives

$$
H_{1}\left[n \xi_{x}(x, t)-\tau(t)\right]=0
$$

Hence, $\xi(t, x)=\frac{1}{n} x \tau_{t}(t)+\phi(t)$.

Example 4.4. We consider the coupled Burgers system of the form [16]

$$
u_{t}=\lambda_{1} u_{x x}+u u_{x}+f(u, v) v_{x}, \quad v_{t}=\lambda_{2} v_{x x}+v v_{x}+f(u, v) u_{x}
$$

where $\lambda_{1} \neq \lambda_{2}$. Using Theorem 4.6, this system admits Lie symmetries which are all of the form $\tau(t) \partial_{t}+\left(\frac{1}{2} x \tau_{t}+\phi(t)\right) \partial_{x}+\eta(x, t, u) \partial_{u}+\mu(x, t, v) \partial_{v}$. Lie symmetries of such a form are also admitted by the coupled Drinfeld-Sokolov-Satsuma-Hirota system [2, 22, 84]

$$
u_{t}=-u_{x x x}+6 u u_{x}+6 v_{x}, \quad v_{t}=2 v_{x x x}-6 u v_{x} .
$$

We note that in the above example for the Burgers system with $\lambda_{1}=\lambda_{2}$ and for the following system [90]

$$
u_{t}+u_{x x x}+2 u u_{x}+2 v u_{x}=0, v_{t}+v_{x x x}+2 v v_{x}+2 u v_{x}=0
$$

Theorem 4.6 does not apply.

### 4.6 Conclusion

Motivated by the results of Tu [93] and Bluman [12], we have presented a number of results, concerning the form of the infinitesimal generator. A next step could be the generalization of these results in the cases where we have systems with two independent and $n$ dependent variables and also for equations with one dependent and $n$ independent variables.

## Chapter 5

## Group classification of systems of diffusion equations

### 5.1 Introduction

Systems of diffusion equations of the form

$$
\begin{equation*}
u_{t}=\left[f(u, v) u_{x}+h(u, v) v_{x}\right]_{x}, \quad v_{t}=\left[k(u, v) u_{x}+g(u, v) v_{x}\right]_{x} \tag{5.1}
\end{equation*}
$$

are of considerable interest in mathematical biology and in soil science. For instance, such systems describe the movement of water in a homogeneous unsaturated soil, to cases describing the combined transport of water vapour and heat under a combination of gradients of soil temperature and volumetric water content $[43,73]$. In such problems $u(x, t)$ and $v(x, t)$ are, respectively, the soil temperature and volumetric water content at depth $x$ and time $t$.

In the present chapter, we consider the special case of the class (5.1)

$$
\begin{equation*}
u_{t}=\left[f(u, v) u_{x}\right]_{x}, \quad v_{t}=\left[g(u, v) v_{x}\right]_{x} \tag{5.2}
\end{equation*}
$$

where we assume that $f$ and $g$, being the diffusivity coefficients, are non-zero smooth functions in their arguments. Such systems have also been used to model successfully physical situations, such as transport in porous media with variable transmissivity [24] and river pollution [59]. Further applications can be found in plasma physics $[80,81]$. We study this system from the Lie point of view. We carry out the Lie group classification. That is, we find the all forms of $f(u, v)$ and $g(u, v)$ such that system (5.2) admits Lie symmetries. The problem was initiated in [41] and completed here.

The results of the present chapter, appear in [48].

### 5.2 Equivalence Transformations

To derive the equivalence group of the class under consideration we use the direct method [46]. The details of the calculations are omitted for brevity and we only present the results.

Theorem 5.1. The usual equivalence group $G^{\sim}$ of class (5.2) consists of the transformations

$$
\begin{align*}
& t^{\prime}=\alpha_{1} t+\alpha_{2}, \quad x^{\prime}=\beta_{1} x+\beta_{2}, \quad u^{\prime}=\gamma_{1} u+\gamma_{2}, \quad v^{\prime}=\delta_{1} v+\delta_{2}, \\
& f^{\prime}=\alpha_{1}^{-1} \beta_{1}^{2} f, \quad g^{\prime}=\alpha_{1}^{-1} \beta_{1}^{2} g, \tag{5.3}
\end{align*}
$$

where $\alpha_{1} \beta_{1} \gamma_{1} \delta_{1} \neq 0$.
It turns out that in the case where the arbitrary elements are equal, the usual equivalence group is wider and the results are presented in the following theorem.

Theorem 5.2. The usual equivalence group $G_{f=g}^{\sim}$ of class (5.2), where $f=g$, consists of the transformations

$$
\begin{align*}
& t^{\prime}=\alpha_{1} t+\alpha_{2}, \quad x^{\prime}=\beta_{1} x+\beta_{2}, \quad u^{\prime}=\gamma_{1} u+\gamma_{2} v+\gamma_{3}, \quad v^{\prime}=\delta_{1} u+\delta_{2} v+\delta_{3}, \\
& f^{\prime}=\alpha_{1}^{-1} \beta_{1}^{2} f, \tag{5.4}
\end{align*}
$$

where $\alpha_{1} \beta_{1}\left(\gamma_{1} \delta_{2}-\gamma_{2} \delta_{1}\right) \neq 0$.
Equivalence transformations are used to simplify the analysis, with the understanding that these equivalence transformations are included in the conclusions. For example, if

$$
f(u, v)=\left(\mu_{1} u+\mu_{2}\right)^{n}\left(\mu_{3} v+\mu_{4}\right)^{m}, \text { with } \mu_{1} \mu_{3} \neq 0,
$$

we can use scalings and translations of $u$ and $v$ to take, without loss of generality, $f(u, v)=u^{n} v^{m}$.

### 5.3 Lie Symmetries

The classical method for finding Lie point symmetries is well known, see for example in [13-15, $30,37,68,72]$. Here we search for generators

$$
\Gamma=\tau(x, t, u, v) \frac{\partial}{\partial t}+\xi(x, t, u, v) \frac{\partial}{\partial x}+\eta(x, t, u, v) \frac{\partial}{\partial u}+\mu(x, t, u, v) \frac{\partial}{\partial v}
$$

corresponding to the infinitesimal transformations

$$
t^{\prime}=t+\epsilon \tau(x, t, u, v), \quad x^{\prime}=x+\epsilon \xi(x, t, u, v), \quad u^{\prime}=u+\epsilon \eta(x, t, u, v), \quad v^{\prime}=v+\epsilon \mu(x, t, u, v)
$$

to the first order of $\epsilon$. These transformations are such that when the $n$th extension $\Gamma^{(n)}$ of $\Gamma$, where $n$ is the order of the corresponding equation in the system, is applied to the equations of
the system the resulting equations are identically zero, modulo the system under consideration. Theorem 4.2 implies that

$$
\tau=\tau(t)
$$

Here we require that

$$
\begin{equation*}
\Gamma^{(2)}\left\{u_{t}-f u_{x x}-f_{u} u_{x}^{2}-f_{v} u_{x} v_{x}\right\}=0, \quad \Gamma^{(2)}\left\{v_{t}-g v_{x x}-g_{u} u_{x} v_{x}-g_{v} v_{x}^{2}\right\}=0 \tag{5.5}
\end{equation*}
$$

identically, modulo the system (5.2). The resulting equations, before using system (5.2), are two identities in the variables

$$
x, t, u, v, u_{x}, u_{t}, v_{x}, v_{t}, u_{x x}, v_{x x}
$$

Eliminating $u_{t}$ and $v_{t}$, using the system (5.2), then we have two identities in the variables

$$
x, t, u, v, u_{x}, v_{x}, u_{x x}, v_{x x}
$$

In order to use Theorem 4.4(iv), we spilt the analysis into two cases:
1: $f \neq g$,
2: $f=g$.

Case 1: $f \neq g$. Using Theorem 4.4(iv), we conclude that

$$
\xi=\xi(x, t), \eta=\eta(x, t, u), \mu=\mu(x, t, v)
$$

These forms simplify the system (5.5). We derive the system of the determining equations that correspond to the first invariant condition in (5.5). The coefficients of $u_{x}^{2}, u_{x} v_{x}, u_{x x}, u_{x}, v_{x}$ and the term independent of derivatives give, respectively,

$$
\begin{align*}
& \eta_{u u} f+\left(\tau_{t}+\eta_{u}-2 \xi_{x}\right) f_{u}+\mu f_{u v}+\eta f_{u u}=0 \\
& \left(\tau_{t}+\mu_{v}-2 \xi_{x}\right) f_{v}+\eta f_{u v}+\mu f_{v v}=0 \\
& \eta f_{u}+\mu f_{v}+\left(\tau_{t}-2 \xi_{x}\right) f=0  \tag{5.6}\\
& 2 \eta_{x} f_{u}+\mu_{x} f_{v}+\left(2 \eta_{u x}-\xi_{x x}\right) f+\xi_{t}=0 \\
& \eta_{x} f_{v}=0, \quad \eta_{t}-\eta_{x x} f=0
\end{align*}
$$

Similarly, the coefficients of $v_{x}^{2}, u_{x} v_{x}, v_{x x}, v_{x}, u_{x}$ and the term independent of derivatives in the
second equation in (5.5) give, respectively,

$$
\begin{align*}
& \mu_{v v} g+\left(\tau_{t}+\mu_{v}-2 \xi_{x}\right) g_{v}+\eta g_{u v}+\mu g_{v v}=0, \\
& \left(\tau_{t}+\eta_{u}-2 \xi_{x}\right) g_{u}+\mu g_{u v}+\eta g_{u u}=0, \\
& \eta g_{u}+\mu g_{v}+\left(\tau_{t}-2 \xi_{x}\right) g=0,  \tag{5.7}\\
& \eta_{x} g_{u}+2 \mu_{x} g_{v}+\left(2 \mu_{v x}-\xi_{x x}\right) g+\xi_{t}=0, \\
& \mu_{x} g_{u}=0, \quad \mu_{t}-\mu_{x x} g=0 .
\end{align*}
$$

The solution of the above determining system with twelve equations provides us with the desired results. However, since the arbitrary elements $f$ and $g$ are functions of two variables, it makes our task more difficult than the group classifications where the arbitrary elements depend only on one dependent variable.

We differentiate the third equation in (5.6) and subtract the resulting equation from the first equation to give $\eta_{u u} f=0$. In a similar manner, from the first and third equations in (5.7) we obtain $g \mu_{v v}=0$. Hence,

$$
\eta(x, t, u)=A_{1}(x, t) u+A_{2}(x, t), \quad \mu(x, t, v)=A_{3}(x, t) v+A_{4}(x, t) .
$$

Now, from the third equations in (5.6) and in (5.7), respectively, we deduce that the functions $f(u, v)$ and $g(u, v)$ satisfy a first order quasi-linear partial differential equation of the form

$$
\begin{equation*}
\left(\lambda_{1} u+\lambda_{2}\right) \frac{\partial \phi}{\partial u}+\left(\lambda_{3} v+\lambda_{4}\right) \frac{\partial \phi}{\partial v}+\lambda_{5} \phi=0 . \tag{5.8}
\end{equation*}
$$

If the coefficients in the above partial differential equation vanish, then we deduce that $f(u, v)$ and $g(u, v)$ are arbitrary functions and $\tau=2 c_{1} t+c_{2}, \xi=c_{1} x+c_{3}, \eta=\mu=0$. Hence, for arbitrary $f$ and $g$, the system (5.2) admits the Lie symmetries

$$
\begin{equation*}
X_{1}=\partial_{t}, \quad X_{2}=\partial_{x}, \quad X_{3}=2 t \partial_{t}+x \partial_{x}, \tag{5.9}
\end{equation*}
$$

where this basis is denoted by $A^{\text {ker }}$. The next step is to find those forms of $f(u, v)$ and $g(u, v)$ which are such that the system (5.2) admits additional Lie symmetries. These forms of $f(u, v)$ and $g(u, v)$ are solutions of the PDE (5.8). Finding all possible forms of $f(u, v)$ and $g(u, v)$ and then substitution into the systems (5.6) and (5.7) enables us to determine the forms of $\tau, \xi, \eta$ and $\mu$. Hence, the desired Lie symmetries can be obtained. Equivalence transformations (5.3) are used to simplify the PDE (5.8). That is, fixing certain constants in (5.8). Persistence leads to the results listed in Table 5.1. We point out that the solution of PDE (5.8) contains an arbitrary function, such as in cases $1,2,3,4$ and 8 in Table 5.1. However, for certain forms of

Table 5.1: Group classification of the system (5.2), where $f \neq g$.

| n | $f(u, v)$ | $g(u, v)$ | Additional Lie symmetries |
| :--- | :---: | :---: | :--- |
| 1. | $u^{n} F\left(e^{m v} u\right)$ | $u^{n} G\left(e^{m v} u\right)$ | $X_{4}=m n t \partial_{t}-m u \partial_{u}+\partial_{v}$ |
| 2. | $u^{n} F\left(v^{m} / u\right)$ | $u^{n} G\left(v^{m} / u\right)$ | $X_{4}=m n t \partial_{t}-m u \partial_{u}-v \partial_{v}$ |
| 3. | $e^{u} F\left(e^{n u} v\right)$ | $e^{u} G\left(e^{n u} v\right)$ | $X_{4}=t \partial_{t}-\partial_{u}+n v \partial_{v}$ |
| 4. | $e^{u} F(v+\varepsilon u)$ | $e^{u} G(v+\varepsilon u)$ | $X_{4}=t \partial_{t}-\partial_{u}+\varepsilon \partial_{v}$ |
| 5. | $u^{n} v^{m}$ | $a u^{n} v^{m}$ | $X_{4}=m x \partial_{x}+2 v \partial_{v}, X_{5}=n x \partial_{x}+2 u \partial_{u}$ |
| 6. | $u^{n} e^{v}$ | $a u^{n} e^{v}$ | $X_{4}=x \partial_{x}+2 \partial_{v}, X_{5}=n x \partial_{x}+2 u \partial_{u}$ |
| 7. | $e^{u+v}$ | $a e^{u+v}$ | $X_{4}=t \partial_{t}-\partial_{u}, X_{5}=t \partial_{t}-\partial_{v}$ |
| 8. | $F(v)$ | $G(v)$ | $X_{4}=\partial_{u}, X_{5}=u \partial_{u}$ |
| 9. | $v^{m}$ | $a v^{m}$ | $X_{4}=\partial_{u}, X_{5}=u \partial_{u}, X_{6}=m t \partial_{t}-v \partial_{v}$ |
| 10. | $e^{v}$ | $a e^{v}$ | $X_{4}=\partial_{u}, X_{5}=u \partial_{u}, X_{6}=t \partial_{t}-\partial_{v}$ |

Here $\varepsilon=0, \pm 1, a \neq 0,1, a$ is a constant; $F, G$ are arbitrary functions in their arguments, where $F \neq G$.
this function, system (5.2) admits additional Lie symmetries. Such cases are cases 5, 6, 7, 9 and 10 in Table 5.1.

For completeness, we present the results in the case that the system (5.2) consists of two uncoupled equations. That is, $f=f(u)$ and $g=g(v)$. It is known that the nonlinear diffusion equation $u_{t}=\left(f(u) u_{x}\right)_{x}$ admits 3 Lie symmetries if $f(u)$ is an arbitrary function, 4 symmetries if $f(u)=u^{n}$ or $f(u)=e^{u}, 5$ symmetries if $f(u)=u^{-\frac{4}{3}}$ and 6 symmetries and an infinitedimensional symmetry if $f(u)=1$ [71]. All cases for the uncoupled system can be extracted from the above table, with the exception of three cases, which we list below. For example, in Table 5.1, entry $4, F(v+\epsilon u)=1, G(v+\epsilon u)=e^{\lambda(v+\epsilon u)}$ and choosing $\epsilon=-\frac{1}{\lambda}$ provides the four Lie symmetries for the uncoupled system $u_{t}=\left(e^{u} u_{x}\right)_{x}$ and $v_{t}=\left(e^{v} v_{x}\right)_{x}$. The remaining cases are
(i) $f(u)$ arbitrary and $g(v)=1$ :
$X_{4}=v \partial_{v}, X_{\alpha}=\alpha(t, x) \partial_{v}$, where $\alpha_{t}=\alpha_{x x} ;$
(ii) $f(u)=u^{-\frac{4}{3}}$ and $g(v)=v^{-\frac{4}{3}}$ :
$X_{4}=4 t \partial_{t}+3 u \partial_{u}+3 v \partial_{v}, X_{5}=x^{2} \partial_{x}-3 x u \partial_{u}-3 x v \partial_{v} ;$
(iii) $f(u)=1$ and $g(v)=a$ :
$X_{4}=2 t \partial_{x}-x u \partial_{u}-\frac{x v}{a} \partial_{v}, X_{5}=u \partial_{u}, X_{6}=v \partial_{v}$,
$X_{7}=4 t^{2} \partial_{t}+4 x t \partial_{x}-\left(x^{2}+2 t\right) u \partial_{u}-\left(x^{2}+2 a t\right) \frac{v}{a} \partial_{v}$,
$X_{\alpha}=\alpha(t, x) \partial_{u}, X_{\beta}=\beta(t, x) \partial_{v}$,
where $\alpha_{t}=\alpha_{x x}$ and $\beta_{t}=a \beta_{x x}$.

The above results for the uncoupled equations were derived in 1986 by Knyazeva and Popov which can be found on page 171 of the book [36].

Case 2: $f=g$. Here, we cannot make use of Theorem $4.4(\mathrm{iv})$, since $f=g$. Instead, we use the coefficients of $u_{x} u_{x x}$ and $v_{x} u_{x x}$ in the first identity of (5.5) to give $\xi_{u}=\xi_{v}=0$. Hence,

$$
\xi=\xi(x, t)
$$

as in the previous case. These restricted forms of $\tau$ and $\xi$ simplify the identities (5.5). In fact, identities (5.5) become two multivariate polynomials in the four variables $u_{x}, v_{x}, u_{x x}$ and $v_{x x}$. The coefficients of these variables will provide us the determining system which is solved to give the forms of the arbitrary elements $f(u, v)$ and $g(u, v)$ and also the coefficient functions $\tau(t), \xi(x, t), \eta(x, t, u, v)$ and $\mu(x, t, u, v)$.

As in the previous case, we list the two systems of determining equations. The coefficients of $u_{x}^{2}, u_{x} v_{x}, u_{x x}, u_{x}, v_{x}^{2}, v_{x}$ and the term independent of derivatives in the first equation in (5.5) give, respectively,

$$
\begin{align*}
& \eta_{u u} g+\left(\tau_{t}+\eta_{u}-2 \xi_{x}\right) g_{u}+\mu_{u} g_{v}+\mu g_{u v}+\eta g_{u u}=0 \\
& 2 \eta_{u v} g+\eta_{v} g_{u}+\left(\tau_{t}+\mu_{v}-2 \xi_{x}\right) g_{v}+\eta g_{u v}+\mu g_{v v}=0 \\
& \left(\tau_{t}-2 \xi_{x}\right) g+\eta g_{u}+\mu g_{v}=0  \tag{5.10}\\
& 2 \eta_{x} g_{u}+\mu_{x} g_{v}+\left(2 \eta_{u x}-\xi_{x x}\right) g+\xi_{t}=0 \\
& \eta_{v v} g=0, \quad 2 \eta_{v x} g+\eta_{x} g_{v}=0, \quad \eta_{t}-\eta_{x x} g=0
\end{align*}
$$

Finally, the coefficients of $v_{x}^{2}, u_{x} v_{x}, v_{x x}, v_{x}, u_{x}^{2}, u_{x}$ and the term independent of derivatives in the second equation in (5.5) give, respectively,

$$
\begin{align*}
& \mu_{v v} g+\eta_{v} g_{u}+\left(\tau_{t}+\mu_{v}-2 \xi_{x}\right) g_{v}+\eta g_{u v}+\mu g_{v v}=0, \\
& 2 \mu_{u v} g+\mu_{u} g_{v}+\left(\tau_{t}+\eta_{u}-2 \xi_{x}\right) g_{u}+\mu g_{u v}+\eta g_{u u}=0, \\
& \left(\tau_{t}-2 \xi_{x}\right) g+\eta g_{u}+\mu g_{v}=0  \tag{5.11}\\
& \eta_{x} g_{u}+2 \mu_{x} g_{v}+\left(2 \mu_{v x}-\xi_{x x}\right) g+\xi_{t}=0, \\
& \mu_{u u} g=0, \quad 2 \mu_{u x} g+\mu_{x} g_{u}=0, \quad \mu_{t}-\mu_{x x} g=0 .
\end{align*}
$$

We note that the third equations in the determining system (5.10) and in (5.11) are identical. The solution of the above systems that consist of thirteen equations provide us with the desired results. We differentiate the third equation in (5.10) and the resulting equation is subtracted form the first and the second equation to give, respectively, $\eta_{u u}=\eta_{u v}=0$. Using these
conclusions and the fifth equation, we obtain

$$
\eta(x, t, u, v)=A_{1}(x, t) u+A_{2}(x, t) v+A_{3}(x, t)
$$

Similarly, from the first, second, third and fifth equations in the system (5.11) we obtain

$$
\mu(x, t, u, v)=A_{4}(x, t) u+A_{5}(x, t) v+A_{6}(x, t)
$$

With the forms of $\eta$ and $\mu$ the third equation in (5.10) implies that $g(u, v)$ satisfies a first order quasi-linear partial differential equation of the form

$$
\begin{equation*}
\left(p_{1} u+p_{2} v+p_{3}\right) \frac{\partial g}{\partial u}+\left(q_{1} u+q_{2} v+q_{3}\right) \frac{\partial g}{\partial v}+r g=0 \tag{5.12}
\end{equation*}
$$

unless $\tau_{t}-2 \xi_{x}=\eta=\mu=0$, which implies that $g(u, v)$ is an arbitrary function and hence, the system (5.2) admits $A^{\text {ker }}$ which consists with the three Lie symmetries given by (5.9). If $g(u, v)$ is any solution of PDE (5.12), then the system (5.2) admits the fourth Lie symmetry

$$
\begin{equation*}
X_{4}=r t \partial_{t}+\left(p_{1} u+p_{2} v+p_{3}\right) \partial_{u}+\left(q_{1} u+q_{2} v+q_{3}\right) \partial_{v} \tag{5.13}
\end{equation*}
$$

Now we search for functions $g(u, v)$ which are such that the system (5.2) admits additional Lie symmetries. In order to achieve this, we need to find all possible solutions of PDE (5.12). However solving this quasi linear PDE is not an easy task. Here we make use of the equivalence transformations of the system (5.2) in the case $f=g$, which are given by equation (5.4). In particular, if we consider equation (5.12) with the variables $u, v, g$ being primed, then the application of equivalence transformation (5.4), with $t^{\prime}=t, x^{\prime}=x$, transforms equation (5.12) into

$$
\begin{aligned}
& {\left[\left(\gamma_{1} \delta_{2} p_{1}+\delta_{1} \delta_{2} p_{2}-\gamma_{1} \gamma_{2} q_{1}-\gamma_{2} \delta_{1} q_{2}\right) u+\right.} \\
& \left(\gamma_{2} \delta_{2} p_{1}+\delta_{2}^{2} p_{2}-\gamma_{2}^{2} q_{1}-\gamma_{2} \delta_{2} q_{2}\right) v+ \\
& \left.\left(\gamma_{3} \delta_{2} p_{1}+\delta_{2} \delta_{3} p_{2}+\delta_{2} p_{3}-\gamma_{2} \gamma_{3} q_{1}-\gamma_{2} \delta_{3} q_{2}-\gamma_{2} q_{3}\right)\right] \frac{\partial g}{\partial u}+ \\
& {\left[\left(\gamma_{1}^{2} q_{1}+\gamma_{1} \delta_{1} q_{2}-\gamma_{1} \delta_{1} p_{1}-\delta_{1}^{2} p_{2}\right) u+\right.} \\
& \left(\gamma_{1} \gamma_{2} q_{1}+\gamma_{1} \delta_{2} q_{2}-\gamma_{2} \delta_{1} p_{1}-\delta_{1} \delta_{2} p_{2}\right) v+ \\
& \left.\left(\gamma_{1} \gamma_{3} q_{1}+\gamma_{1} \delta_{3} q_{2}+\gamma_{1} q_{3}-\gamma_{3} \delta_{1} p_{1}-\delta_{1} \delta_{3} p_{2}-\delta_{1} p_{3}\right)\right] \frac{\partial g}{\partial v}+ \\
& r\left(\gamma_{1} \delta_{2}-\gamma_{2} \delta_{1}\right) g=0,
\end{aligned}
$$

where $\gamma_{1} \delta_{2}-\gamma_{2} \delta_{1} \neq 0$. Our goal is to simplify, as much as possible, the above equation. We try to fix the constants that appear in the equivalence transformations. This leads to various cases
depending on whether certain constants are zero or nonzero. In fact, we find that, instead of solving (5.12), we can equivalently solve, separately, the following PDEs

$$
\begin{align*}
& \frac{\partial g}{\partial u}+q_{3} \frac{\partial g}{\partial v}+r g=0,  \tag{5.14}\\
& \frac{\partial g}{\partial u}+\left(q_{1} u+q_{2} v\right) \frac{\partial g}{\partial v}+r g=0,  \tag{5.15}\\
& u \frac{\partial g}{\partial u}+\left(q_{1} u+q_{3}\right) \frac{\partial g}{\partial v}+r g=0,  \tag{5.16}\\
& u \frac{\partial g}{\partial u}+\left(q_{1} u+q_{2} v\right) \frac{\partial g}{\partial v}+r g=0,  \tag{5.17}\\
& v \frac{\partial g}{\partial u}+\left(q_{1} u+q_{2} v\right) \frac{\partial g}{\partial v}+r g=0 . \tag{5.18}
\end{align*}
$$

The solutions of the above PDEs provide us all the possible forms of $g(u, v)$ which are substituted into the systems (5.10) and (5.11). Then, the forms of $\tau, \xi, \eta$ and $\mu$ are determined and, consequently, the desired Lie symmetries are classified. The results are tabulated in Table 5.2. The constants that appear in the form of $g(u, v)$ depend on the nonzero constants that appear in PDE (5.12) and, consequently, the constants in the symmetry $X_{4}$ will be changed. For this reason we also list $X_{4}$ in Table 5.2.

The solution of PDE (5.14) is $g(u, v)=e^{m u} \phi(v+\varepsilon u)$. We substitute this form of $g$ into the systems (5.10) and (5.11). The solution of these two systems gives the forms of $\tau, \xi, \eta$ and $\mu$ and, consequently, the corresponding Lie symmetries are derived. Without presenting any detailed analysis, we state that the results are tabulated in the entries 8-12 in Table 5.2.

Equation (5.15), depending on the relation between the constants, has a solution of the form $g(u, v)=e^{m u} \phi\left(v+\varepsilon u^{2}\right)$ or of the form $g(u, v)=e^{m u} \phi(v+\varepsilon u+\varepsilon / \delta)$. The first type of solution produces the result that is tabulated in the entry 6 in Table 5.2, while the second solution of $g$ does not give any new cases. Solving PDE (5.16), we find $g(u, v)=u^{m} \phi(v+\varepsilon u+\delta \ln u)$ and substituting this form of $g(u, v)$ into the systems (5.10) and (5.11) we obtain results which are special cases of entries 7 and 8. Equation (5.17) has either a solution of the form $g(u, v)=$ $u^{m} \phi\left[u^{n}(v+\varepsilon u)\right]$ or of the form $g(u, v)=u^{m} \phi\left(\frac{v}{u}+\delta \ln u\right)$. The first form of $g$ leads to the results tabulated in the entries 1-5 of Table 5.2, while the second form provides the result that is tabulated in the entry 7 . Finally, the solution of (5.18) does not lead to any new cases.

For completeness, we state that in the case where $g(u, v)=1$, that is, system (5.2) becomes two uncoupled linear heat equations, the additional admitted Lie symmetries are

$$
\begin{aligned}
& X_{4}=2 t \partial_{x}-x\left(u \partial_{u}+v \partial_{v}\right), X_{5}=2 t^{2} \partial_{t}+2 t x \partial_{x}-\frac{1}{2}\left(2 t+x^{2}\right)\left(u \partial_{u}+v \partial_{v}\right), X_{6}=u \partial_{u}, \\
& X_{7}=v \partial_{v}, \quad X_{8}=v \partial_{u}, \quad X_{9}=u \partial_{v}, \quad X_{\alpha}=\alpha \partial_{u}, X_{\beta}=\beta \partial_{v},
\end{aligned}
$$

Table 5.2: Group classification of the system (5.2), where $f=g$.

| n | $g(u, v)$ | Additional Lie symmetries |
| :---: | :---: | :---: |
| 1. | $(v+\varepsilon u)^{n} e^{\frac{r u}{v+\varepsilon u}}$ | $X_{4}=n t \partial_{t}-u \partial_{u}-v \partial_{v}, X_{5}=r t \partial_{t}-(v+\varepsilon u) \partial_{u}+\varepsilon(v+\varepsilon u) \partial_{v}$ |
| 2. | $\left[(v+\varepsilon u)^{2}+\delta^{2} u^{2}\right]^{n} e^{p \tan ^{-1} \frac{v+\varepsilon u}{\delta u}}$ | $\begin{aligned} & X_{4}=2 n t \partial_{t}-u \partial_{u}-v \partial_{v}, \\ & X_{5}=(p \delta+2 \varepsilon n) t \partial_{t}+v \partial_{u}-\left[\left(\delta^{2}+\varepsilon^{2}\right) u+2 \varepsilon v\right) \partial_{v} \end{aligned}$ |
| 3. | $(v+\varepsilon u-\delta u)^{m}(v+\varepsilon u+\delta u)^{n}$ | $\begin{aligned} & X_{4}=(m+n) t \partial_{t}-u \partial_{u}-v \partial_{v}, \\ & X_{5}=[(m+n) \varepsilon+(m-n) \delta] t \partial_{t}+v \partial_{u}+\left(\left[\left(\delta^{2}-\varepsilon^{2}\right) u-2 \varepsilon v\right) \partial_{v}\right. \end{aligned}$ |
| 4. | $\left[(v+\varepsilon u)^{2}+\delta u\right]^{n}$ | $\begin{aligned} & X_{4}=2 n t \partial_{t}-2 u \partial_{u}-(v-\varepsilon u) \partial_{v}, \\ & X_{5}=2 \varepsilon n t \partial_{t}+2 v \partial_{u}-\left(\varepsilon^{2} u+3 \varepsilon v+\delta\right) \partial_{v} \end{aligned}$ |
| 5. | $\left(v+\varepsilon u+\delta u^{2}\right)^{n}$ | $\begin{aligned} & X_{4}=2 n t \partial_{t}-u \partial_{u}-(\varepsilon u+2 v) \partial_{v}, \\ & X_{5}=2 n t \partial_{t}+(1-u) \partial_{u}-[(\varepsilon+2 \delta) u+2 v+\varepsilon] \partial_{v} \end{aligned}$ |
| 6. | $e^{v+\varepsilon u+\delta u^{2}}$ | $X_{4}=\varepsilon t \partial_{t}-\partial_{u}+2 \delta u \partial_{v}, X_{5}=t \partial_{t}-\partial_{v}$ |
| 7. | $(\gamma u+\delta v)^{m}(v+\varepsilon u)^{n}$ | $\begin{aligned} & X_{4}=(m+n) t \partial_{t}-u \partial_{u}-v \partial_{v} \\ & X_{5}=(\gamma n+\delta \varepsilon m) t \partial_{t}+\delta v \partial_{u}-(\gamma \varepsilon u+\gamma v+\delta \varepsilon v) \partial_{v} \end{aligned}$ |
| 8. | $e^{\gamma u+\delta v}(v+\varepsilon u)^{n}$ | $\begin{aligned} & X_{4}=(\delta \varepsilon-\gamma) t \partial_{t}+\partial_{u}-\varepsilon \partial_{v}, \\ & X_{5}=n(\gamma-\delta \varepsilon) t \partial_{t}+\delta(v+\varepsilon u) \partial_{u}-\gamma(v+\varepsilon u) \partial_{v} \end{aligned}$ |
| 9. | $\phi(v+\varepsilon u)$ | $X_{4}=\partial_{u}-\varepsilon \partial_{v}, X_{5}=u \partial_{u}-\varepsilon u \partial_{v}, X_{6}=v \partial_{u}-\varepsilon v \partial_{v}$ |
| 10. | $e^{v+\varepsilon u}$ | $X_{4}=\partial_{u}-\varepsilon \partial_{v}, X_{5}=u \partial_{u}-\varepsilon u \partial_{v}, X_{6}=v \partial_{u}-\varepsilon v \partial_{v}, X_{7}=t \partial_{t}-\partial_{v}$ |
| 11. | $(v+\varepsilon u)^{n}$ | $\begin{aligned} & X_{4}=\partial_{u}-\varepsilon \partial_{v}, X_{5}=u \partial_{u}-\varepsilon u \partial_{v}, X_{6}=v \partial_{u}-\varepsilon v \partial_{v}, \\ & X_{7}=n t \partial_{t}-(v+\varepsilon u) \partial_{v} \end{aligned}$ |
| 12. | $(v+\varepsilon u)^{-2}$ | $\begin{aligned} & X_{4}=\partial_{u}-\varepsilon \partial_{v}, X_{5}=u \partial_{u}-\varepsilon u \partial_{v}, X_{6}=v \partial_{u}-\varepsilon v \partial_{v}, \\ & X_{7}=2 t \partial_{t}+(v+\varepsilon u) \partial_{v}, X_{8}=x(v+\varepsilon u)\left(\partial_{u}-\varepsilon \partial_{v}\right) \end{aligned}$ |

Here $\varepsilon=0, \pm 1$ and $r \neq 0, \delta \neq 0, p, \gamma$ are arbitrary constants; $\phi$ is an arbitrary function.
where $\alpha(x, t)$ and $\beta(x, t)$ are solutions of the linear heat equation, $u_{t}=u_{x x}$.
We point out that the member of the equivalence transformation (5.4),

$$
t^{\prime}=t, \quad x^{\prime}=x, \quad u^{\prime}=u, \quad v^{\prime}=u \pm v
$$

maps $v+\varepsilon u$ with $\varepsilon= \pm 1$ in Table 5.2 , to the corresponding cases with $\varepsilon=0$.
Case 12, of Table 5.2 is a member of the system (5.2) which can be linearized by a nonlocal mapping. For this mapping and also for potential symmetries for this case see [39].

### 5.4 Similarity reductions

Lie symmetries can be employed to derive similarity reductions $[13,68,72]$. These are transformations that reduce the number of independent variables of a system of PDEs by one. In the case of an ordinary differential equation, the order of the equation can be reduced by one. Here we have a system of PDEs in two independent variables and hence, the reduced system
consists of two ordinary differential equations. In order to construct a similarity reduction that corresponds to a Lie symmetry generator $\Gamma=\tau \frac{\partial}{\partial t}+\xi \frac{\partial}{\partial x}+\eta \frac{\partial}{\partial u}+\mu \frac{\partial}{\partial v}$, we need to find a solution of the characteristic system

$$
\frac{d t}{\tau}=\frac{d x}{\xi}=\frac{d u}{\eta}=\frac{d v}{\mu} .
$$

The complete list of similarity reductions that correspond to Lie symmetries can be achieved by using subalgebras from the so-called optimal system [68]. Alternatively, all possible solutions of the above characteristic system can be found for the linear combination of the basis of Lie symmetries.

In the case $f(u, v)=u^{n} v^{m}$ and $g(u, v)=a u^{n} v^{m}$, we have the system

$$
\begin{equation*}
u_{t}=\left[u^{n} v^{m} u_{x}\right]_{x}, v_{t}=a\left[u^{n} v^{m} v_{x}\right]_{x} \tag{5.19}
\end{equation*}
$$

which admits the Lie symmetries

$$
X_{1}=\partial_{t}, \quad X_{2}=\partial_{x}, \quad X_{3}=2 t \partial_{t}+x \partial_{x}, \quad X_{4}=m x \partial_{x}+2 v \partial_{v}, \quad X_{5}=n x \partial_{x}+2 u \partial_{u} .
$$

All similarity reductions for this case are tabulated in Table 5.3.
The second example is the member of the system (5.2), where $f(u, v)=g(u, v)=\left(v+\delta u^{2}\right)^{n}$,

$$
\begin{equation*}
u_{t}=\left[\left(v+\delta u^{2}\right)^{n} u_{x}\right]_{x}, v_{t}=\left[\left(v+\delta u^{2}\right)^{n} v_{x}\right]_{x} . \tag{5.20}
\end{equation*}
$$

This system admits the five Lie symmetries

$$
\begin{aligned}
& X_{1}=\partial_{t}, \quad X_{2}=\partial_{x}, \quad X_{3}=2 t \partial_{t}+x \partial_{x}, \quad X_{4}=2 n t \partial_{t}-u \partial_{u}-2 v \partial_{v}, \\
& X_{5}=2 n t \partial_{t}+(1-u) \partial_{u}-2(\delta u+v) \partial_{v} .
\end{aligned}
$$

The corresponding results are provided in Table 5.4. The constants that appear in the reductions are arbitrary with the exception of those that appear in the denominator and which are nonzero.

| Table 5.3: Similarity reductions for the system $u_{t}=\left[u^{n} v^{m} u_{x}\right]_{x}, v_{t}=a\left[u^{n} v^{m} v_{x}\right]_{x}$. |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $\xi$ | Similarity solution | Reduced equations |
| 1 | $x$ | $\begin{aligned} & u=t^{k} \phi(\xi) \\ & v=t^{-\frac{1+n k}{m}} \psi(\xi) \end{aligned}$ | $\begin{aligned} & \phi^{\prime \prime}+n \phi^{-1}\left(\phi^{\prime}\right)^{2}+m \psi^{-1} \phi^{\prime} \psi^{\prime}-k \phi^{1-n} \psi^{-m}=0 \\ & m a \psi^{\prime \prime}+m^{2} a \psi^{-1}\left(\psi^{\prime}\right)^{2}+m n a \phi^{-1} \phi^{\prime} \psi^{\prime}+(1+n k) \phi^{-n} \psi^{1-m}=0 \end{aligned}$ |
| 2 | $t$ | $\begin{aligned} & u=e^{-\frac{m k}{n} x} \phi(\xi) \\ & v=e^{k x} \psi(\xi) \end{aligned}$ | $\begin{aligned} & n^{2} \phi^{\prime}-m^{2} k^{2} \phi^{n+1} \psi^{m}=0 \\ & \psi^{\prime}-a k^{2} \phi^{n} \psi^{m+1}=0 \end{aligned}$ |
| 3 | $t$ | $\begin{aligned} & u=x^{k} \phi(\xi) \\ & v=x^{\frac{2-n k}{m}} \psi(\xi) \end{aligned}$ | $\begin{aligned} & \phi^{\prime}-\left(k+k^{2}\right) \phi^{n+1} \psi^{m}=0 \\ & m^{2} \psi^{\prime}-a(k n-2)(k n-m-2) \phi^{n} \psi^{m+1}=0 \end{aligned}$ |
| 4 | $x-c t$ | $\begin{aligned} & u=e^{-\frac{m k}{n} t} \phi(\xi) \\ & v=e^{k t} \psi(\xi) \end{aligned}$ | $\begin{aligned} & n \phi^{\prime \prime}+n^{2} \phi^{-1}\left(\phi^{\prime}\right)^{2}+m n \psi^{-1} \phi^{\prime} \psi^{\prime}+n c \phi^{-n} \psi^{-m} \phi^{\prime}+m k \phi^{1-n} \psi^{-m}=0 \\ & a \psi^{\prime \prime}+a m \psi^{-1}\left(\psi^{\prime}\right)^{2}+a n \phi^{-1} \phi^{\prime} \psi^{\prime}+c \phi^{-n} \psi^{-m} \psi^{\prime}-k \phi^{-n} \psi^{1-m}=0 \end{aligned}$ |
| 5 | $\frac{x}{\sqrt{t}}$ | $\begin{aligned} u & =t^{-\frac{m k}{n}} \phi(\xi) \\ v & =t^{k} \psi(\xi) \end{aligned}$ | $\begin{aligned} & 2 n \phi^{\prime \prime}+2 n^{2} \phi^{-1}\left(\phi^{\prime}\right)^{2}+2 n m \psi^{-1} \phi^{\prime} \psi^{\prime}+n \xi \phi^{-n} \psi^{-m} \phi^{\prime}+2 m k \phi^{1-n} \psi^{-m}=0 \\ & 2 a \psi^{\prime \prime}+2 a m \psi^{-1}\left(\psi^{\prime}\right)^{2}+2 a n \phi^{-1} \phi^{\prime} \psi^{\prime}+\xi \phi^{-n} \psi^{-m} \psi^{\prime}-2 k \phi^{-n} \psi^{1-m}=0 \end{aligned}$ |
| 6 | $\frac{x}{t^{k}}$ | $\begin{aligned} & u=t^{k_{1}} \phi(\xi) \\ & v=t^{\frac{2 k-1-n k_{1}}{m}} \psi(\xi) \end{aligned}$ | $\begin{aligned} & \phi^{\prime \prime}+n \phi^{-1}\left(\phi^{\prime}\right)^{2}+m \psi^{-1} \phi^{\prime} \psi^{\prime}+k \xi \phi^{-n} \psi^{-m} \phi^{\prime}-k_{1} \phi^{1-n} \psi^{-m}=0 \\ & a m \psi^{\prime \prime}+a m^{2} \psi^{-1}\left(\psi^{\prime}\right)^{2}+a n m \phi^{-1} \phi^{\prime} \psi^{\prime}+k m \xi \phi^{-n} \psi^{-m} \psi^{\prime}+\left(1+n k_{1}-2 k\right) \phi^{-n} \psi^{1-m}=0 \end{aligned}$ |
| 7 | $x e^{-k t}$ | $\begin{aligned} & u=e^{2 k_{1} t} \phi(\xi) \\ & v=e^{2 \frac{k-n k_{1}}{m} t} \psi(\xi) \end{aligned}$ | $\begin{aligned} & \phi^{\prime \prime}+n \phi^{-1}\left(\phi^{\prime}\right)^{2}+m \psi^{-1} \phi^{\prime} \psi^{\prime}+k \xi \phi^{-n} \psi^{-m} \phi^{\prime}-2 k_{1} \phi^{1-n} \psi^{-m}=0 \\ & a m \psi^{\prime \prime}+a m^{2} \psi^{-1}\left(\psi^{\prime}\right)^{2}+a m n \phi^{-1} \phi^{\prime} \psi^{\prime}+2\left(k_{1} n-k\right) \phi^{-n} \psi^{1-m}=0 \end{aligned}$ |
| 8 | $e^{-t} x^{k}$ | $\begin{aligned} & u=e^{\frac{2 t}{n k}} \phi(\xi) \\ & v=\psi(\xi) \end{aligned}$ | $\begin{aligned} & n k^{3} \phi^{\prime \prime}+n^{2} k^{3} \phi^{-1}\left(\phi^{\prime}\right)^{2}+n m k^{3} \psi^{-1} \phi^{\prime} \psi^{\prime}+n k^{2}(k-1) \xi^{-1} \phi^{\prime}+n k \xi^{\frac{2}{k}-1} \phi^{-n} \psi^{-m} \phi^{\prime}-2 \xi^{\frac{2}{k}-2} \phi^{1-n} \psi^{-m}=0 \\ & a k^{2} \psi^{\prime \prime}+a m k^{2} \psi^{-1}\left(\psi^{\prime}\right)^{2}+a n k^{2} \phi^{-1} \phi^{\prime} \psi^{\prime}+a k(k-1) \xi^{-1} \psi^{\prime}+\xi^{\frac{2}{k}-1} \phi^{-n} \psi^{-m} \psi^{\prime}=0 \end{aligned}$ |
| 9 | $e^{x} t^{k}$ | $\begin{aligned} & u=e^{k_{1} x} \phi(\xi) \\ & v=e^{\frac{1-n k k_{1}}{m k} x} \psi(\xi) \end{aligned}$ | $\begin{aligned} & \phi^{\prime \prime}+n \phi^{-1}\left(\phi^{\prime}\right)^{2}+m \psi^{-1} \phi^{\prime} \psi^{\prime}+\left(n k_{1}+2 k_{1}+1+\frac{1}{k}\right) \xi^{-1} \phi^{\prime}-k \xi^{-\frac{1}{k}-1} \phi^{-n} \psi^{-m} \phi^{\prime}+k_{1} m \xi^{-1} \phi \psi^{-1} \psi^{\prime}+\left(k_{1}^{2}+\frac{k_{1}}{k}\right) \xi^{-2} \phi=0 \\ & \psi^{\prime \prime}+m \psi^{-1}\left(\psi^{\prime}\right)^{2}+n \phi^{-1} \phi^{\prime} \psi^{\prime}+\frac{1}{k m}\left(2+2 m+k m-2 k k_{1} n-k k_{1} m n\right) \xi^{-1} \psi^{\prime}-\frac{k}{a} \xi^{-\frac{1}{k}-1} \phi^{-n} \psi^{-m} \psi^{\prime}+\frac{n}{k m}\left(1-k k_{1} n\right) \xi^{-1} \psi \phi^{-1} \phi^{\prime} \\ & +\frac{1}{k^{2} m^{2}}\left(1-k k_{1} n\right)\left(1-k k_{1} n+m\right) \xi^{-2} \psi=0 \end{aligned}$ |

Table 5.4: Similarity reductions for the system $u_{t}=\left[\left(v+\delta u^{2}\right)^{n} u_{x}\right]_{x}, v_{t}=\left[\left(v+\delta u^{2}\right)^{n} v_{x}\right]_{x}$.

|  | $\xi$ | Similarity solution | Reduced equations |
| :---: | :---: | :---: | :---: |
| 1 | $x$ | $\begin{aligned} & u=k t+\phi(\xi) \\ & v=-\delta(k t+\phi(\xi))^{2}+\psi(\xi) \end{aligned}$ | $\begin{aligned} & \phi^{\prime \prime}+n \psi^{-1} \psi^{\prime} \phi^{\prime}-k \psi^{-n}=0 \\ & \psi^{\prime \prime}+n \psi^{-1}\left(\psi^{\prime}\right)^{2}-2 \delta\left(\phi^{\prime}\right)^{2}=0 \end{aligned}$ |
| 2 | $x$ | $\begin{aligned} & u=\lambda+t^{-\frac{1}{2 n}} \phi(\xi) \\ & v=-2 \delta \lambda\left(\lambda+t^{-\frac{1}{2 n}} \phi(\xi)\right)+\delta \lambda^{2}+t^{-\frac{1}{n}} \psi(\xi) \end{aligned}$ | $\begin{aligned} & 2 n \phi^{\prime \prime}+2 n^{2}\left(\psi+\delta \phi^{2}\right)^{-1}\left(\psi+\delta \phi^{2}\right)^{\prime} \phi^{\prime}+\phi\left(\psi+\delta \phi^{2}\right)^{-n}=0 \\ & n \psi^{\prime \prime}+n^{2}\left(\psi+\delta \phi^{2}\right)^{-1}\left(\psi+\delta \phi^{2}\right)^{\prime} \psi^{\prime}+\psi\left(\psi+\delta \phi^{2}\right)^{-n}=0 \end{aligned}$ |
| 3 | $t$ | $\begin{aligned} u & =k x+\phi(\xi) \\ v & =-\delta(k x+\phi(\xi))^{2}+\psi(\xi) \end{aligned}$ | $\begin{aligned} & \phi^{\prime}=0 \\ & \psi^{\prime}+2 \delta k^{2} \psi^{n}=0 \end{aligned}$ |
| 4 | $t$ | $\begin{aligned} & u=k+x^{\frac{1}{n}} \phi(\xi) \\ & v=-2 \delta k\left(k+x^{\frac{1}{n}} \phi(\xi)\right)+\delta k^{2}+x^{\frac{2}{n}} \psi(\xi) \end{aligned}$ | $\begin{aligned} & n^{2} \phi^{\prime}-(n+1)\left(\psi+\delta \phi^{2}\right)^{n} \phi=0 \\ & n^{2} \psi^{\prime}-2(n+2)\left(\psi+\delta \phi^{2}\right)^{n} \psi=0 \end{aligned}$ |
| 5 | $x-c t$ | $\begin{aligned} u & =k x+\phi(\xi) \\ v & =-\delta(k x+\phi(\xi))^{2}+\psi(\xi) \end{aligned}$ | $\begin{aligned} & \phi^{\prime \prime}+n \psi^{-1} \psi^{\prime}\left(k+\phi^{\prime}\right)+c \psi^{-n} \phi^{\prime}=0 \\ & \psi^{\prime \prime}+n \psi^{-1}\left(\psi^{\prime}\right)^{2}+c \psi^{-n} \psi^{\prime}-2 \delta\left(k+\phi^{\prime}\right)^{2}=0 \end{aligned}$ |
| 6 | $\frac{x}{\sqrt{t}}$ | $\begin{aligned} & u=\ln \|x\|+\phi(\xi) \\ & v=-\delta(\ln \|x\|+\phi(\xi))^{2}+\psi(\xi) \end{aligned}$ | $\begin{aligned} & \phi^{\prime \prime}+n \psi^{-1} \psi^{\prime} \phi^{\prime}+n \xi^{-1} \psi^{-1} \psi^{\prime}+\frac{1}{2} \xi \psi^{-n} \phi^{\prime}-\xi^{-2}=0 \\ & \psi^{\prime \prime}+n \psi^{-1}\left(\psi^{\prime}\right)^{2}-2 \delta\left(\phi^{\prime}\right)^{2}+\frac{1}{2} \xi \psi^{-n} \psi^{\prime}-4 \delta \xi^{-1} \phi^{\prime}-2 \delta \xi^{-2}=0 \end{aligned}$ |
| 7 | $t e^{k x}$ | $\begin{aligned} & u=\lambda+t^{-\frac{1}{2 n}} \phi(\xi) \\ & v=-2 \delta \lambda\left(\lambda+t^{-\frac{1}{2 n}} \phi(\xi)\right)+\delta \lambda^{2}+t^{-\frac{1}{n}} \psi(\xi) \end{aligned}$ | $\begin{aligned} & n k^{2} \phi^{\prime \prime}+n^{2} k^{2}\left(\psi+\delta \phi^{2}\right)^{-1}\left(\psi+\delta \phi^{2}\right)^{\prime} \phi^{\prime}+n k^{2} \xi^{-1} \phi^{\prime}-n \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-n} \phi^{\prime}+\frac{1}{2} \xi^{-2}\left(\psi+\delta \phi^{2}\right)^{-n} \phi=0 \\ & n k^{2} \psi^{\prime \prime}+n^{2} k^{2}\left(\psi+\delta \phi^{2}\right)^{-1}\left(\psi+\delta \phi^{2}\right)^{\prime} \psi^{\prime}+n k^{2} \xi^{-1} \psi^{\prime}-n \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-n} \psi^{\prime}+\xi^{-2}\left(\psi+\delta \phi^{2}\right)^{-n} \psi=0 \end{aligned}$ |
| 8 | $x e^{k t}$ | $u=\lambda+x^{\frac{1}{n}} \phi(\xi)$ $v=-2 \delta \lambda\left(\lambda+x^{\frac{1}{n}} \phi(\xi)\right)+\delta \lambda^{2}+x^{\frac{2}{n}} \psi(\xi)$ | $\begin{aligned} & n^{2} \phi^{\prime \prime}+n^{3}\left(\psi+\delta \phi^{2}\right)^{-1}\left(\psi+\delta \phi^{2}\right)^{\prime} \phi^{\prime}+2 \delta n(2 n+1) \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-1} \phi^{2} \phi^{\prime}+2 n(n+1) \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-1} \psi \phi^{\prime} \\ & -n^{2} k \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-n} \phi^{\prime}+n^{2} \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-1} \phi \psi^{\prime}+(n+1) \xi^{-2} \phi=0 \\ & n^{2} \psi^{\prime \prime}+n^{3}\left(\psi+\delta \phi^{2}\right)^{-1}\left(\psi+\delta \phi^{2}\right)^{\prime} \psi^{\prime}+2 \delta n(n+2) \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-1} \phi^{2} \psi^{\prime}+4 n(n+1) \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-1} \psi \psi^{\prime} \\ & -n^{2} k \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-n} \psi^{\prime}+4 \delta n^{2} \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-1} \psi \phi \phi^{\prime}+2(n+2) \xi^{-2} \psi=0 \end{aligned}$ |
| 9 | $x t^{\frac{1}{2(k n-1)}}$ | $u=\lambda+x^{k} \phi(\xi)$ $v=-2 \delta \lambda\left(\lambda+x^{k} \phi(\xi)\right)+\delta \lambda^{2}+x^{2 k} \psi(\xi)$ | $\begin{aligned} & \phi^{\prime \prime}+n\left(\psi+\delta \phi^{2}\right)^{-1}\left(\psi+\delta \phi^{2}\right)^{\prime} \phi^{\prime}+2 k \xi^{-1}\left[n+1+n \delta\left(\psi+\delta \phi^{2}\right)^{-1} \phi^{2}\right] \phi^{\prime}-\frac{1}{2(k n-1)} \xi^{1-2 k n}\left(\psi+\delta \phi^{2}\right)^{-n} \phi^{\prime} \\ & +k n \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-1} \phi \psi^{\prime}+k(2 k n+k-1) \xi^{-2} \phi=0 \\ & \psi^{\prime \prime}+n\left(\psi+\delta \phi^{2}\right)^{-1}\left(\psi+\delta \phi^{2}\right)^{\prime} \psi^{\prime}+2 k \xi^{-1}\left[2(n+1)-n \delta\left(\psi+\delta \phi^{2}\right)^{-1} \phi^{2}\right] \psi^{\prime}-\frac{1}{2(k n-1)} \xi^{1-2 k n}\left(\psi+\delta \phi^{2}\right)^{-n} \psi^{\prime} \\ & +4 k n \delta \xi^{-1}\left(\psi+\delta \phi^{2}\right)^{-1} \phi \psi \phi^{\prime}+2 k(2 k n+2 k-1) \xi^{-2} \psi=0 \end{aligned}$ |

The solutions of the reduced ODEs listed in the Tables 5.3 and 5.4 provide us with special solutions of the original PDEs. Only in some special cases the systems of ODEs listed in Tables 5.3 and 5.4 can be solved analytically. Generally, such reduced systems along with appropriate initial/boundary comditions can be solved numerically. Below we give examples, where we obtain exact solutions for the reduced ODEs.

Example 5.1. We use case 4 of Table 5.3 with $k=0$. In other words, we look for traveling wave solutions for the system (5.19). The reduced system of the ODEs has the form

$$
\left[\phi^{n} \psi^{m} \phi^{\prime}\right]^{\prime}+c \phi^{\prime}=0, \quad a\left[\phi^{n} \psi^{m} \psi^{\prime}\right]^{\prime}+c \psi^{\prime}=0 .
$$

The solution of this system is given explicitly by

$$
\phi(\xi)=\nu_{3}\left(\psi(\xi)-\nu_{2}\right)^{a}+\nu_{1}, \quad \int \frac{\psi^{m}\left[\nu_{3}\left(\psi-\nu_{2}\right)^{a}+\nu_{1}\right]^{n}}{\nu_{2}-c \psi} \mathrm{~d} \psi=\xi+\nu_{4}
$$

where the $\nu_{i}$ are constants of integration. For the special case where $\nu_{1}=\nu_{2}=0$, we have

$$
\psi(\xi)=\left(\nu_{3}^{\prime} \xi+\nu_{4}^{\prime}\right)^{\frac{1}{m+a n}}
$$

if $a \neq-\frac{m}{n}$ and

$$
\psi(\xi)=\nu_{3}^{\prime} e^{\nu_{4}^{\prime} \xi}
$$

if $a=-\frac{m}{n}$.

Example 5.2. We consider case 5 of Table 5.3 which is a special case of case 6 . Choosing $m=-n$ and $k=-\frac{1}{2}$ the reduced system of ODEs, after one integration can be written in the form

$$
2 \phi^{n} \psi^{m} \phi^{\prime}+\xi \phi=\nu_{1}, \quad 2 a \phi^{n} \psi^{m} \psi^{\prime}+\xi \psi=\nu_{2} .
$$

For vanishing constants of integration $\nu_{1}$ and $\nu_{2}$, we find

$$
\phi(\xi)=\nu_{3} \psi^{a},
$$

where $\psi(\xi)=\left(\nu_{4}-\frac{n(a-1)}{4 a \nu_{3}^{n}} \xi^{2}\right)^{\frac{1}{n(a-1)}}$, if $a \neq 1$ and $\psi(\xi)=\nu_{4} e^{-\frac{1}{4 \nu_{3}^{n}} \xi^{2}}$, if $a=1$.

Example 5.3. We look for traveling wave solutions for the system (5.20). We consider the case 5 of Table 5.4 with $k=0$. Integrating the first reduced ODE and taking the constant of integration equal to zero, we find $\phi^{\prime} \psi^{n}=-c \phi$. Substituting into the second reduced ODE and integrating twice, we find

$$
\psi(\xi)=\delta c \phi^{2}+\nu_{1} \phi+\nu_{2}
$$

Now, the first integrating equation gives

$$
\int \frac{\left(\delta c \phi^{2}+\nu_{1} \phi+\nu_{2}\right)^{n}}{\phi} \mathrm{~d} \phi=-c \xi+\nu_{3}
$$

Example 5.4. Case 4 of Table 5.4, gives the exact solution

$$
\psi(\xi)=\nu_{1} \phi(\xi)^{\frac{2(n+2)}{n+1}}, \quad \int \frac{\mathrm{~d} \phi}{\phi\left(\nu_{1} \phi^{\frac{2(n+2)}{n+1}}+\delta \phi^{2}\right)^{n}}=\frac{n+1}{n^{2}} \xi+\nu_{2}
$$

### 5.5 Conclusion

The complete Lie group classification of class (5.2) has been achieved. The difficulty of the problem lies in the fact that the two arbitrary elements depend on two variables. The solutions of such problems are rare in the literature. The work in the present chapter aims to be an inspiration for the complete group classification of the general class (5.1). Furthermore, the problem of classification of potential symmetries for the class (5.1) needs consideration. Finally, we need to point out the importance of the derivation of the equivalence transformations admitted by the class under consideration. Such transformations simplify the problem of group classification. In the last few years, an algebraic method was introduced to solve group classification problems $[7,8]$. It is based on the subgroup analysis of the corresponding equivalence group. This method can be used to solve the group classification problems that are considered in this thesis. For recent applications of the algebraic method see [69, 74, 99].

## Chapter 6

## Lie symmetry analysis of Burgers-type systems

### 6.1 Introduction

The nonlinear diffusion-convection equations of the form

$$
\begin{equation*}
u_{t}=\left[d(u) u_{x}\right]_{x}+k(u) u_{x} \tag{6.1}
\end{equation*}
$$

where $d(u)$ and $k(u)$ are arbitrary smooth functions, have considerable applications in mathematical physics, chemistry and biology [19, 20, $62,63,92$ ]. A number of authors derived Lie symmetries for the class (6.1). However, its complete and strong Lie group classification was presented in [76]. In the case $d(u)=$ constant $=\lambda$, we have the generalized Burgers equation

$$
\begin{equation*}
u_{t}=\lambda u_{x x}+k(u) u_{x} \tag{6.2}
\end{equation*}
$$

whose most famous member is the Burgers equation $u_{t}=u_{x x}+u u_{x}$ which has, among others, applications in nonlinear acoustics [20]. Group classification of (6.2) was carried out in [45] (see also in [76]).

A generalization of the class (6.2) is the following system, written in the vector form

$$
\mathbf{U}_{t}=\boldsymbol{\Lambda} \mathbf{U}_{x x}+\mathbf{K}(\mathbf{U}) \mathbf{U}_{x}
$$

where $\mathbf{U}$ is the vector $\left[u_{1}(x, t), u_{2}(x, t), \ldots, u_{n}(x, t)\right]^{T}, \boldsymbol{\Lambda}$ is an $n \times n$ matrix with constant elements and $\mathbf{K}(\mathbf{U})$ is an $n \times n$ matrix with its elements being functions of the dependent variables $u_{1}, u_{2}, \ldots, u_{n}$. In the case where $n=2$ and $\boldsymbol{\Lambda}$ being a diagonal matrix the above vector equation is equivalent to the Burgers-type system

$$
\begin{equation*}
u_{t}=\lambda_{1} u_{x x}+f(u, v) u_{x}+g(u, v) v_{x}, \quad v_{t}=\lambda_{2} v_{x x}+h(u, v) u_{x}+k(u, v) v_{x} \tag{6.3}
\end{equation*}
$$

where $f(u, v), g(u, v), h(u, v), k(u, v)$ are arbitrary smooth functions in their arguments and $\lambda_{1}, \lambda_{2}$ are arbitrary constants.

The Group classification for the special case of (6.3), where $f(u, v)=u$ and $k(u, v)=v$ was considered in [16]. In the present chapter we consider the following two members of the general system (6.3).

$$
\begin{equation*}
u_{t}=\lambda_{1} u_{x x}+f(u, v) u_{x}+\epsilon_{1} v v_{x}, \quad v_{t}=\lambda_{2} v_{x x}+k(u, v) v_{x}+\epsilon_{2} u u_{x}, \quad \epsilon_{1} \epsilon_{2} \neq 0 \tag{6.4}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t}=\lambda_{1} u_{x x}+f(u, v) u_{x}, \quad v_{t}=\lambda_{2} v_{x x}+k(u, v) v_{x} \tag{6.5}
\end{equation*}
$$

We present the group classification for these two Burgers-type systems.
The idea of group classification was introduced by Ovsiannikov when he considered the nonlinear diffusion equation $(k(u)=0$ in (6.1)) [71]. Solving group classification problems is important from both the mathematical and physical point of view. Following the physical laws, for example from the Galilean or special relativity principles, models are often constrained with a-priori requirements to symmetry properties.

The Lie algorithm in the group classification of a class of differential equation leads to a complicated over-determined system of PDEs with respect to the coefficient functions of the infinitesimal operator and the arbitrary functions (elements) that appear in the class. The appearance of the arbitrary elements in the over-determined system makes the solution of the problem much more complicated than finding the Lie symmetries of a single system of differential equations. In the present problem, the arbitrary elements $f$ and $k$ depend on two variables which make the classification even more difficult than the usual ones. A similar problem where there exist two arbitrary elements depending in two variables was considered recently in [48]. Another good example, is considered in [89], where certain results of group classification of complex threedimensional diffusion-type equations are presented. Also, in [65-67], the group classification of reaction-diffusion systems can be found. Examples of group classification of single equations that contain arbitrary elements depend on two variables can be found in $[8,56]$ that appeared recently in the literature.

In the next section we present the equivalence transformations for the two systems (6.4) and (6.5) which are used to simplify the calculations of Lie symmetries. In section 3 , we present the classification of Lie symmetries for the two systems. The results are summarized in three tables. In section 4, we give examples of nonclassical reductions. Finally, we give an example
of a Hopf-Cole type transformation that linearizes a specific Burger-type system. The results of the last two sections could be the starting point for further investigations.

The results of the present chapter, appear in [50].

### 6.2 Equivalence transformations

In this section we derive the equivalence transformations of the classes (6.4) and (6.5) which play an important role in the theory of Lie group classification. These are nondegenerate point transformations, that preserve the differential structure of the class of differential equations under study and change only its arbitrary elements (functions $f(u, v)$ and $k(u, v)$ ). We can also say that equivalence transformations connect two members of the same class of PDEs. The set of all equivalence transformations of a given family of differential equations forms a group which is called the equivalence group. There exist two methods for the calculation of equivalence transformations, the direct method which was first used by Lie [55] and the Lie infinitesimal method which was introduced by Ovsiannikov [72]. Although, the direct method involves considerable computational difficulties, it has the advantage of finding the most general equivalence group and also unfolds all form-preserving [46] (also known as admissible [75]) transformations admitted by this class of equations. For recent applications of the direct method one can refer, for example, to the recent references [94, 95, 97, 98].

The derived equivalence transformations are employed to simplify the forms of the arbitrary elements with the understanding that these equivalence transformations are included in the conclusions.

We calculate the equivalence group of the class under consideration by employing the direct method. The details of the calculations are omitted for brevity and we only present the results.

Theorem 6.1. The usual equivalence group $G^{\sim}$ of class (6.4) consists of the transformations

$$
\begin{align*}
& t^{\prime}=\alpha_{1}^{2} t+\alpha_{2}, \quad x^{\prime}=\alpha_{1} x+\beta_{1} t+\beta_{2}, \quad u^{\prime}=\frac{u}{\alpha_{1}}, \quad v^{\prime}=\frac{v}{\alpha_{1}}, \\
& f^{\prime}=\alpha_{1}^{-1} f-\beta_{1} \alpha_{1}^{-2}, \quad k^{\prime}=\alpha_{1}^{-1} k-\beta_{1} \alpha_{1}^{-2}, \tag{6.6}
\end{align*}
$$

where $\alpha_{1} \neq 0$.

In the above theorem, we assume that $\lambda_{1}^{\prime}=\lambda_{1}, \lambda_{2}^{\prime}=\lambda_{2}, \epsilon_{1}^{\prime}=\epsilon_{1}, \epsilon_{2}^{\prime}=\epsilon_{2}$. Clearly, system (6.4) admits the discrete symmetry

$$
t^{\prime}=t, x^{\prime}=x, u^{\prime}=v, v^{\prime}=u, \lambda_{1}^{\prime}=\lambda_{2}, \lambda_{2}^{\prime}=\lambda_{1}, \epsilon_{1}^{\prime}=\epsilon_{2}, \epsilon_{2}^{\prime}=\epsilon_{1}, f^{\prime}=k, k^{\prime}=f .
$$

Theorem 6.2. The usual equivalence group $G^{\sim}$ of class (6.5) consists of the transformations

$$
\begin{align*}
& t^{\prime}=\alpha_{1}^{2} t+\alpha_{2}, \quad x^{\prime}=\alpha_{1} x+\beta_{1} t+\beta_{2}, \quad u^{\prime}=\gamma_{1} u+\gamma_{2}, \quad v^{\prime}=\delta_{1} v+\delta_{2} \\
& f^{\prime}=\alpha_{1}^{-1} f-\beta_{1} \alpha_{1}^{-2}, \quad k^{\prime}=\alpha_{1}^{-1} k-\beta_{1} \alpha_{1}^{-2} \tag{6.7}
\end{align*}
$$

where $\alpha_{1} \gamma_{1} \delta_{1} \neq 0$.

It turns out that in the case where the arbitrary elements are equal, the usual equivalence group is wider.

Theorem 6.3. The usual equivalence group $G_{f=k}^{\sim}$ of class (6.5), where $f(u, v)=k(u, v)$ and $\lambda_{1}=\lambda_{2}=1$, consists of the transformations

$$
\begin{align*}
& t^{\prime}=\alpha_{1}^{2} t+\alpha_{2}, \quad x^{\prime}=\alpha_{1} x+\beta_{1} t+\beta_{2}, \quad u^{\prime}=\gamma_{1} u+\gamma_{2} v+\gamma_{3}, \quad v^{\prime}=\delta_{1} u+\delta_{2} v+\delta_{3} \\
& f^{\prime}=\alpha_{1}^{-1} f-\beta_{1} \alpha_{1}^{-2}, \quad k^{\prime}=\alpha_{1}^{-1} k-\beta_{1} \alpha_{1}^{-2} \tag{6.8}
\end{align*}
$$

where $\alpha_{1}\left(\gamma_{1} \delta_{2}-\gamma_{2} \delta_{1}\right) \neq 0$.

In the above theorems we have used the term usual equivalence group. For the notion of generalized equivalence transformations one can refer to the references $[94,95,97,98]$.

### 6.3 Lie symmetries

### 6.3.1 Group classification for the class (6.4)

The Lie method for finding point symmetries is well established in the last decades. Several textbooks exist that describe the method. See for example, in $[13-15,30,37,68,72]$. Here we search for generators

$$
\Gamma=\tau(x, t, u, v) \frac{\partial}{\partial t}+\xi(x, t, u, v) \frac{\partial}{\partial x}+\eta(x, t, u, v) \frac{\partial}{\partial u}+\mu(x, t, u, v) \frac{\partial}{\partial v}
$$

corresponding to the infinitesimal transformations

$$
t^{\prime}=t+\epsilon \tau(x, t, u, v), \quad x^{\prime}=x+\epsilon \xi(x, t, u, v), \quad u^{\prime}=u+\epsilon \eta(x, t, u, v), \quad v^{\prime}=v+\epsilon \mu(x, t, u, v)
$$

to the first order of $\epsilon$.
We require that

$$
\begin{equation*}
\Gamma^{(2)}\left\{u_{t}-\lambda_{1} u_{x x}-f(u, v) u_{x}-\epsilon_{1} v v_{x}\right\}=0, \quad \Gamma^{(2)}\left\{v_{t}-\lambda_{2} v_{x x}-k(u, v) v_{x}-\epsilon_{2} u u_{x}\right\}=0 \tag{6.9}
\end{equation*}
$$

identically, modulo the system (6.4). Eliminating $u_{x x}$ and $v_{x x}$ from system (6.4), equations (6.9) become two multi-variable polynomials in $u_{t}, u_{x}, v_{t}$ and $v_{x}$. The coefficients of the different
combinations of powers of these four variables must be zero, giving the determining system. This system needs to be solved for $\tau, \xi, \eta$ and $\mu$ in terms of $t, x, u$ and $v$ and also for $f$ and $k$ in terms $u$ and $v$.

We need to consider two cases:

1. $\lambda_{1} \neq \lambda_{2}$ and
2. $\lambda_{1}=\lambda_{2}$.

Case 1: Based on Theorem 4.6, if $\lambda_{1} \neq \lambda_{2}$ then

$$
\tau=\tau(t), \quad \xi=\frac{1}{2} x \tau_{t}(t)+\phi(t), \quad \eta=\eta(x, t, u), \quad \mu=\mu(x, t, v) .
$$

Using these simplified forms of the coefficient functions, the coefficients of $u_{x}^{2}, u_{x}, v_{x}$ and the terms independent of derivatives in the first identity in (6.9) lead to the four equations of the following overdetermined system. The other four equations are the coefficients of $v_{x}^{2}, v_{x}, u_{x}$ and the terms independent of derivatives in the second identity in (6.9).

$$
\begin{aligned}
& \eta_{u u}=0, \\
& 2 \eta \frac{\partial f}{\partial u}+2 \mu \frac{\partial f}{\partial v}+\tau_{t} f+4 \lambda_{1} \eta_{x u}+x \tau_{t t}+2 \phi_{t}=0, \\
& v \eta_{u}-v \mu_{v}-\mu-\frac{1}{2} v \tau_{t}=0, \\
& \eta_{t}-\lambda_{1} \eta_{x x}-f \eta_{x}-\epsilon_{1} v \mu_{x}=0, \\
& \mu_{v v}=0, \\
& 2 \eta \frac{\partial k}{\partial u}+2 \mu \frac{\partial k}{\partial v}+\tau_{t} k+4 \lambda_{2} \mu_{x v}+x \tau_{t t}+2 \phi_{t}=0, \\
& u \mu_{v}-u \eta_{u}-\eta-\frac{1}{2} u \tau_{t}=0, \\
& \mu_{t}-\lambda_{2} \mu_{x x}-k \mu_{x}-\epsilon_{2} u \eta_{x}=0 .
\end{aligned}
$$

Without presenting any more detailed analysis, we deduce that

$$
\tau=2 c_{1} t+c_{2}, \quad \xi=c_{1} x+c_{3} t+c_{4}, \quad \eta=-c_{1} u, \quad \mu=-c_{1} v
$$

and $f(u, v)$ and $k(u, v)$ satisfy a first order PDE of the form

$$
c_{1} u h_{u}+c_{1} v h_{v}-c_{1} h-c_{3}=0 .
$$

Investigating all possible solutions of the above PDE, we obtain the following results:

1. $f$ and $k$ arbitrary: $X_{1}=\partial_{t}, X_{2}=\partial_{x}$.
2. $f=v \phi\left(\frac{u}{v}\right)+1$ and $k=1: X_{1}, X_{2}, X_{3}=2 t \partial_{t}+(x-t) \partial_{x}-u \partial_{u}-v \partial_{v}$.
3. $f=v \phi\left(\frac{u}{v}\right), k=v \psi\left(\frac{u}{v}\right): X_{1}, X_{2}, Y_{3}=2 t \partial_{t}+x \partial_{x}-u \partial_{u}-v \partial_{v}$.

Case 2: If $\lambda_{1}=\lambda_{2}$, using the mapping

$$
t^{\prime}=\lambda_{1} t, x^{\prime}=x, u^{\prime}=u, v^{\prime}=v, f^{\prime}=\frac{f}{\lambda_{1}}, k^{\prime}=\frac{k}{\lambda_{1}}, \epsilon_{1}^{\prime}=\frac{\epsilon_{1}}{\lambda_{1}}, \epsilon_{2}^{\prime}=\frac{\epsilon_{2}}{\lambda_{1}},
$$

we can take $\lambda_{1}=\lambda_{2}=1$. The coefficients of $u_{x}^{2}, u_{x} v_{x}$ and $v_{x}^{2}$ in the identities (6.9) imply that both $\eta$ and $\mu$ are linear in $u$ and $v$. Hence, we deduce that

$$
\begin{aligned}
& \tau=\tau(t), \xi=\frac{1}{2} x \tau_{t}+\phi(t) \\
& \eta=A_{1}(x, t) u+A_{2}(x, t) v+A_{3}(x, t) \\
& \mu=B_{1}(x, t) u+B_{2}(x, t) v+B_{3}(x, t) .
\end{aligned}
$$

Here we require that $\eta_{v}=A_{2} \neq 0$ and $\mu_{u}=B_{1} \neq 0$ because otherwise we obtain the three results of Case 1. The coefficients of $u_{x}, v_{x}$ and the term independent of these derivatives in the identities (6.9) lead to the following overdetermined system

$$
\begin{align*}
& \left(A_{1 x} u+A_{2 x} v+A_{3 x}\right) f+\left(A_{1 x x}-A_{1 t}\right) u+\left(A_{2 x x}-A_{2 t}\right) v+A_{3 x x}-A_{3 t}+ \\
& \epsilon_{1} v\left(B_{1 x} u+B_{2 x} v+B_{3 x}\right)=0,  \tag{6.10}\\
& A_{2}(f-k)+2 A_{2 x}+\epsilon_{1}\left(\frac{1}{2} \tau_{t} v-A_{1} v+B_{1} u+2 B_{2} v+B_{3}\right)=0,  \tag{6.11}\\
& \left(A_{1} u+A_{2} v+A_{3}\right) f_{u}+\left(B_{1} u+B_{2} v+B_{3}\right) f_{v}+\frac{1}{2} \tau_{t} f+2 A_{1 x}+\frac{1}{2} \tau_{t t} x+\phi_{t}+ \\
& \epsilon_{1} B_{1} v-\epsilon_{2} A_{2} u=0,  \tag{6.12}\\
& \left(B_{1 x} u+B_{2 x} v+B_{3 x}\right) k+\left(B_{1 x x}-B_{1 t}\right) u+\left(B_{2 x x}-B_{2 t}\right) v+B_{3 x x}-B_{3 t}+ \\
& \epsilon_{2} u\left(A_{1 x} u+A_{2 x} v+A_{3 x}\right)=0,  \tag{6.13}\\
& B_{1}(k-f)+2 B_{1 x}+\epsilon_{2}\left(\frac{1}{2} \tau_{t} u+2 A_{1} u+A_{2} v+A_{3}-B_{2} u\right)=0,  \tag{6.14}\\
& \left(A_{1} u+A_{2} v+A_{3}\right) k_{u}+\left(B_{1} u+B_{2} v+B_{3}\right) k_{v}+\frac{1}{2} \tau_{t} k+2 B_{2 x}+\frac{1}{2} \tau_{t t} x+\phi_{t}+ \\
& \epsilon_{2} A_{2} u-\epsilon_{1} B_{1} v=0, \tag{6.15}
\end{align*}
$$

We note from (6.11) that if $A_{2}=0$, then $B_{1}=0$ (or from (6.14), if $B_{1}=0$, then $A_{2}=0$ ). Hence both conditions $\eta_{v} \neq 0$ and $\mu_{u} \neq 0$ must hold.

From determining equations (6.11) and (6.14), we deduce that $f$ and $k$ are connected by the relation

$$
\begin{equation*}
f=k+\mu_{1} u+\mu_{2} v+\mu_{3} . \tag{6.16}
\end{equation*}
$$

We substitute the above form of $f$ into equations (6.10) - (6.15). The coefficient of $u$ in (6.11) and the coefficient of $v$ in (6.14) give the homogeneous linear system in $A_{2}$ and $B_{1}$,

$$
\mu_{1} A_{2}+\epsilon_{1} B_{1}=0, \quad \epsilon_{2} A_{2}-\mu_{2} B_{1}=0 .
$$

Since $A_{2} \neq 0$ and $B_{1} \neq 0$, the determinant of the coefficients must vanish. We find that

$$
\epsilon_{1} \epsilon_{2}+\mu_{1} \mu_{2}=0 .
$$

Hence, $\mu_{1} \neq 0$ and $\mu_{2} \neq 0$. Using the above relation, the system gives

$$
B_{1}=-\frac{\mu_{1}}{\epsilon_{1}} A_{2}
$$

Now equation (6.11) is linear in $v$ and (6.14) is linear in $u$ which lead to the results

$$
\begin{aligned}
& A_{1}=\frac{-3 \epsilon_{1} \mu_{2} \tau_{t}+\left(4 \epsilon_{1} \mu_{1}-4 \mu_{2}^{2}\right) A_{2}}{6 \epsilon_{1} \mu_{2}}, B_{2}=\frac{-3 \epsilon_{1} \mu_{2} \tau_{t}+\left(2 \epsilon_{1} \mu_{1}-4 \mu_{2}^{2}\right) A_{2}}{6 \epsilon_{1} \mu_{2}} \\
& A_{3}=\frac{\mu_{3} A_{2}-2 A_{2 x}}{\mu_{2}}, B_{3}=-\frac{\mu_{3} A_{2}+2 A_{2 x}}{\epsilon_{1}} .
\end{aligned}
$$

We subtract equations (6.10) and (6.13) to find that

$$
\epsilon_{1}=-\frac{\mu_{2}^{2}}{\mu_{1}}
$$

and

$$
\mu_{3}\left(\mu_{2} \tau_{t}+4 \mu_{1} A_{2}\right)=0 .
$$

Hence, we need to split the analysis into two cases: $\mu_{3} \neq 0$ and $\mu_{3}=0$.
4. If $\mu_{3} \neq 0$, then

$$
A_{2}=-\frac{\mu_{2} \tau_{t}}{4 \mu_{1}}
$$

Equation (6.12) or (6.15) gives $\tau=c_{1} t+c_{2}$ and differentiation of equation (6.10) with respect to $t$ gives $\phi=c_{3} t+c_{4}$. Collecting all the above results and using equation (6.10), we find that if $k(u, v)$ is a solution of the PDE

$$
\mu_{2}\left(3 \mu_{1} u+\mu_{2} v+\mu_{3}\right) k_{u}+\mu_{1}\left(\mu_{1} u+3 \mu_{2} v+\mu_{3}\right) k_{v}-2 \mu_{1} \mu_{2} k+\mu_{1} \mu_{2}\left(\mu_{1} u+\mu_{2} v-2 \mu_{4}\right)=0,(6.17)
$$

$f(u, v)$ is given by the relation (6.16) and

$$
\epsilon_{1}=-\frac{\mu_{2}^{2}}{\mu_{1}}, \quad \epsilon_{2}=\frac{\mu_{1}^{2}}{\mu_{2}},
$$

then the system (6.4) with $\lambda_{1}=\lambda_{2}=1$ admits 3 Lie symmetries, where the third has the form

$$
Z_{3}=2 t \partial_{t}+\left(x+\mu_{4} t\right) \partial_{x}-\frac{1}{2 \mu_{1}}\left(3 \mu_{1} u+\mu_{2} v+\mu_{3}\right) \partial_{u}-\frac{1}{2 \mu_{2}}\left(\mu_{1} u+3 \mu_{2} v+\mu_{3}\right) \partial_{v} .
$$

If $\mu_{3}=0$, solving equations (6.10), (6.12) and (6.15), we find three more cases that produce additional symmetries.
5. If $k(u, v)$ is a solution of the PDE

$$
\begin{equation*}
\left[\mu_{2}\left(\mu_{1}-\nu \mu_{2}\right) u+\mu_{2}^{2} v\right] k_{u}+\left[\mu_{1}^{2} u+\mu_{2}\left(\mu_{1}-\nu \mu_{2}\right) v\right] k_{v}+\nu \mu_{2}^{2} k+\mu_{1} \mu_{2}\left(\mu_{1} u+\mu_{2} v\right)=0, \tag{6.18}
\end{equation*}
$$

$f(u, v)$ is given by the relation (6.16) and

$$
\epsilon_{1}=-\frac{\mu_{2}^{2}}{\mu_{1}}, \quad \epsilon_{2}=\frac{\mu_{1}^{2}}{\mu_{2}},
$$

then the system (6.4) with $\lambda_{1}=\lambda_{2}=1$ admits a third Lie symmetry

$$
W_{3}=2 \nu \mu_{2}^{2} t \partial_{t}+\nu \mu_{2}^{2} x \partial_{x}+\left[\mu_{2}\left(\mu_{1}-\nu \mu_{2}\right) u+\mu_{2}^{2} v\right] \partial_{u}+\left[\mu_{1}^{2} u+\mu_{2}\left(\mu_{1}-\nu \mu_{2}\right) v\right] \partial_{v} .
$$

In the special case where $\nu=0, \mathrm{PDE}$ (6.18) gives the solution

$$
k(u, v)=-\mu_{1} u+\phi\left(\mu_{1} u-\mu_{2} v\right)
$$

and from (6.16),

$$
f(u, v)=\mu_{2} v+\phi\left(\mu_{1} u-\mu_{2} v\right) .
$$

The third Lie symmetry takes the form

$$
W_{3}=\mu_{2}\left(\mu_{1} u+\mu_{2} v\right) \partial_{u}+\mu_{1}\left(\mu_{1} u+\mu_{2} v\right) \partial_{v} .
$$

6. If $k=\nu_{1} u+\frac{\nu_{2} \nu_{3}}{\nu_{1}} v$ and $f=\nu_{3} u+\nu_{2} v$, then system (6.4) with $\lambda_{1}=\lambda_{2}=1$ and $\epsilon_{1}=\frac{\nu_{2}^{2}\left(\nu_{1}-\nu_{3}\right)}{\nu_{1}^{2}}, \epsilon_{2}=\frac{\nu_{1}\left(\nu_{1}-\nu_{3}\right)}{\nu_{2}}$ admits 4 Lie symmetries,

$$
Y_{3}=2 t \partial_{t}+x \partial_{x}-u \partial_{u}-v \partial_{v}, \quad X_{4}=\nu_{2}\left(\nu_{1} u-\nu_{2} v\right) \partial_{u}-\nu_{1}\left(\nu_{1} u-\nu_{2} v\right) \partial_{v} .
$$

Finally, we find that $k(u, v)=\nu_{1} u+\nu_{3}$ and $f(u, v)=\nu_{2} v+\nu_{3}$ and the system (6.4) with $\lambda_{1}=\lambda_{2}=1$ admits 6 Lie symmetries. Using the equivalence transformations, we can take $\nu_{3}=0$. Hence, we have the following result:
7. If $k=\nu_{1} u$ and $f=\nu_{2} v$, the system (6.4) with $\lambda_{1}=\lambda_{2}=1$ and $\epsilon_{1}=\frac{\nu_{2}^{2}}{\nu_{1}}, \epsilon_{2}=\frac{\nu_{1}^{2}}{\nu_{2}}$ admits the Lie symmetries

$$
\begin{aligned}
& X_{3}=2 t \partial_{t}+x \partial_{x}-u \partial_{u}-v \partial_{v}, \\
& X_{4}=\nu_{2}\left(\nu_{1} u-\nu_{2} v\right) \partial_{u}-\nu_{1}\left(\nu_{1} u-\nu_{2} v\right) \partial_{v}, \\
& X_{5}=4 \nu_{1} \nu_{2} t \partial_{x}-\nu_{2}\left[x\left(\nu_{1} u-\nu_{2} v\right)+2\right] \partial_{u}+\nu_{1}\left[x\left(\nu_{1} u-\nu_{2} v\right)-2\right] \partial_{v}, \\
& X_{6}=8 \nu_{1} \nu_{2} t^{2} \partial_{t}+8 \nu_{1} \nu_{2} x t \partial_{x}-\nu_{2}\left[\left(\nu_{1}\left(x^{2}+2 t\right) u-\nu_{2}\left(x^{2}-6 t\right) v+4 x\right] \partial_{u}\right. \\
& -\nu_{1}\left[\left(\nu_{2}\left(x^{2}+2 t\right) v-\nu_{1}\left(x^{2}-6 t\right) u+4 x\right] \partial_{v}\right.
\end{aligned}
$$

The results of the group classification for the class (6.4) are summarized in Table 6.1.

Table 6.1: Group classification of the system (6.4).

| n | $f(u, v)$ | $k(u, v)$ | $\epsilon_{1}$ | $\epsilon_{2}$ | $\lambda_{1}, \lambda_{2}$ | Lie symmetries |
| :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| 1. | $\forall$ | $\forall$ | $\forall$ | $\forall$ | $\forall$ | $X_{1}, X_{2}$ |
| 2. | $v \phi\left(\frac{u}{v}\right)+1$ | 1 | $\forall$ | $\forall$ | $\forall$ | $X_{1}, X_{2}, X_{3}$ |
| 3. | $v \phi\left(\frac{u}{v}\right)$ | $v \psi\left(\frac{u}{v}\right)$ | $\forall$ | $\forall$ | $\forall$ | $X_{1}, X_{2}, Y_{3}$ |
| 4. | $k+\mu_{1} u+\mu_{2} v+\mu_{3}$ | solution of $(6.17)$ | $-\frac{\mu_{2}^{2}}{\mu_{1}}$ | $\frac{\mu_{1}^{2}}{\mu_{2}}$ | $\lambda_{1}=\lambda_{2}=1$ | $X_{1}, X_{2}, Z_{3}$ |
| 5. | $k+\mu_{1} u+\mu_{2} v$ | solution of $(6.18)$ | $-\frac{\mu_{2}^{2}}{\mu_{1}}$ | $\frac{\mu_{1}^{2}}{\mu_{2}}$ | $\lambda_{1}=\lambda_{2}=1$ | $X_{1}, X_{2}, W_{3}$ |
| 6. | $\nu_{3} u+\nu_{2} v$ | $\nu_{1} u+\frac{\nu_{2} \nu_{3}}{\nu_{1}} v$ | $\frac{\nu_{2}^{2}\left(\nu_{1}-\nu_{3}\right)}{\nu_{1}^{2}}$ | $\frac{\nu_{1}\left(\nu_{1}-\nu_{3}\right)}{\nu_{2}}$ | $\lambda_{1}=\lambda_{2}=1$ | $X_{1}, X_{2}, Y_{3}, X_{4}$ |
| 7. | $\nu_{2} v$ | $\nu_{1} u$ | $\frac{\nu_{2}^{2}}{\nu_{1}}$ | $\frac{\nu_{1}^{2}}{\nu_{2}}$ | $\lambda_{1}=\lambda_{2}=1$ | $X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}$ |

Here $\mu_{1}, \mu_{2}, \mu_{3}, \nu_{1}, \nu_{2}$ and $\nu_{3}$ are nonzero arbitrary constants.

### 6.3.2 Group classification for the class (6.5)

Here we require that

$$
\begin{equation*}
\Gamma^{(2)}\left\{u_{t}-\lambda_{1} u_{x x}-f(u, v) u_{x}\right\}=0, \quad \Gamma^{(2)}\left\{v_{t}-\lambda_{2} v_{x x}-k(u, v) v_{x}\right\}=0 \tag{6.19}
\end{equation*}
$$

identically, modulo the system (6.5).
We consider the cases:

1. $\lambda_{1} \neq \lambda_{2}$ and
2. $\lambda_{1}=\lambda_{2}$.

Case 1: Based on Theorem 4.6, if $\lambda_{1} \neq \lambda_{2}$, then

$$
\tau=\tau(t), \quad \xi=\frac{1}{2} x \tau_{t}(t)+\phi(t), \quad \eta=\eta(x, t, u), \quad \mu=\mu(x, t, v)
$$

The coefficient of $u_{x}^{2}$ in the first identity in (6.19) gives that $\eta_{u u}=0$ and the coefficient of $v_{x}^{2}$ in the second identity in (6.19) gives $\mu_{v v}=0$. Summarizing, the coefficient functions have the simplified forms

$$
\tau=\tau(t), \quad \xi=\frac{1}{2} x \tau_{t}+\phi(t), \quad \eta=A_{1}(x, t) u+A_{2}(x, t), \quad \mu=B_{1}(x, t) v+B_{2}(x, t)
$$

and the identities (6.19) lead to the following determining system

$$
\begin{align*}
& \left(A_{1 x} u+A_{2 x}\right) f+\left(\lambda_{1} A_{1 x x}-A_{1 t}\right) u+\lambda_{1} A_{2 x x}-A_{2 t}=0  \tag{6.20}\\
& \left(A_{1} u+A_{2}\right) f_{u}+\left(B_{1} v+B_{2}\right) f_{v}+\frac{1}{2} \tau_{t} f+2 \lambda_{1} A_{1 x}+\frac{1}{2} \tau_{t t} x+\phi_{t}=0,  \tag{6.21}\\
& \left(B_{1 x} v+B_{2 x}\right) k+\left(\lambda_{2} B_{1 x x}-B_{1 t}\right) v+\lambda_{2} B_{2 x x}-B_{2 t}=0  \tag{6.22}\\
& \left(A_{1} u+A_{2}\right) k_{u}+\left(B_{1} v+B_{2}\right) k_{v}+\frac{1}{2} \tau_{t} k+2 \lambda_{2} B_{1 x}+\frac{1}{2} \tau_{t t} x+\phi_{t}=0 . \tag{6.23}
\end{align*}
$$

The solution of the system (6.20) - (6.23) provides the forms of the functions $f(u, v), k(u, v)$ and the coefficient functions and therefore the desired Lie symmetries can be obtained. For
arbitrary functions $f(u, v)$ and $k(u, v)$, system (6.5) admits the Lie symmetries

$$
X_{1}=\partial_{t}, X_{2}=\partial_{x} .
$$

From equation (6.20) we can determine the form of $f(u, v)$ unless its coefficient is equal to zero. Similarly if the coefficient of $k(u, v)$ in (6.22) is not equal to zero, we can write down its form. These possibilities give the following subcases:
(i) $A_{1 x}^{2}+A_{2 x}^{2} \neq 0$ and $B_{1 x}^{2}+B_{2 x}^{2} \neq 0$
(ii) $A_{1 x}^{2}+A_{2 x}^{2} \neq 0$ and $B_{1 x}^{2}+B_{2 x}^{2}=0$
(iii) $A_{1 x}^{2}+A_{2 x}^{2}=0$ and $B_{1 x}^{2}+B_{2 x}^{2}=0$

We point out that the symmetric case of (ii) is omitted.
(i) $A_{1 x}^{2}+A_{2 x}^{2} \neq 0$ and $B_{1 x}^{2}+B_{2 x}^{2} \neq 0$ : From equation (6.20) we deduce that $f$ has the specific form $\frac{p_{1} u+p_{2}}{p_{3} u+p_{4}}$ and, similarly, from (6.22) $k$ has the form $\frac{q_{1} v+q_{2}}{q_{3} v+q_{4}}$. Substitution of these forms into the system (6.20) - (6.23), leads to the conclusion that $f$ is linear in $u$ and $k$ is linear in $v$. Using the equivalence transformations, we can take $f=u$ or $f=a$ and $k=b v$ or $k=b$, where $a$ and $b$ are arbitrary constants. Clearly, these forms of $f$ and $k$ impose that the system (6.5) consists of two separable differential equations. We state the following results:
(a) $f(u, v)=a$ and $k(u, v)=b$, where $a$ and $b$ are arbitrary constants. System (6.5) which consists of two separable linear equations admits the Lie symmetries

$$
\begin{aligned}
& X_{1}, X_{2}, X_{3}=2 t \partial_{t}+x \partial_{x}-\frac{a}{2 \lambda_{1}}(x+a t) u \partial_{u}-\frac{b}{2 \lambda_{2}}(x+b t) v \partial_{v}, \\
& X_{4}=t \partial_{x}-\frac{1}{2 \lambda_{1}}(x+a t) u \partial_{u}-\frac{1}{2 \lambda_{2}}(x+b t) v \partial_{v}, \\
& X_{5}=t^{2} \partial_{t}+t x \partial_{x}-\frac{1}{4 \lambda_{1}}\left[(x+a t)^{2}+2 \lambda_{1} t\right] u \partial_{u}-\frac{1}{4 \lambda_{2}}\left[(x+b t)^{2}+2 \lambda_{2} t\right] v \partial_{v}, \\
& X_{6}=u \partial_{u}, X_{7}=v \partial_{v}, X_{\psi_{1}}=\psi_{1}(t, x) \partial_{u}, X_{\psi_{2}}=\psi_{2}(t, x) \partial_{v},
\end{aligned}
$$

where $\psi_{1}(t, x)$ and $\psi_{2}(t, x)$ are solutions of the linear PDE

$$
\begin{equation*}
\psi_{t}=\lambda \psi_{x x}+c \psi_{x}, \tag{6.24}
\end{equation*}
$$

where $(\lambda, c)=\left(\lambda_{1}, a\right)$ and $(\lambda, c)=\left(\lambda_{2}, b\right)$, respectively.
(b) $f(u, v)=a$ and $k(u, v)=b v$. System (6.5) which consists of two separable equations, one being a linear PDE and the other one is the Burgers equation. The admitted Lie symmetries
are the following:

$$
\begin{aligned}
& X_{1}, X_{2}, X_{3}=2 t \partial_{t}+x \partial_{x}-\frac{a}{2 \lambda_{1}}(x+a t) u \partial_{u}-v \partial_{v}, \\
& X_{4}=t \partial_{x}-\frac{1}{2 \lambda_{1}}(x+a t) u \partial_{u}-\frac{1}{b} \partial_{v}, \\
& X_{5}=t^{2} \partial_{t}+t x \partial_{x}-\frac{1}{4 \lambda_{1}}\left[(x+a t)^{2}+2 \lambda_{1} t\right] u \partial_{u}-\frac{1}{b}(b t v+x) \partial_{v}, \\
& X_{6}=u \partial_{u}, X_{\psi_{1}}=\psi_{1}(t, x) \partial_{u},
\end{aligned}
$$

where $\psi_{1}(t, x)$ is a solution of the linear $\operatorname{PDE}$ (6.24) with $(\lambda, c)=\left(\lambda_{1}, a\right)$.
(c) $f(u, v)=u$ and $k(u, v)=b v$. Here we have a system of two separable Burgers equations that admits the Lie symmetries

$$
\begin{aligned}
& X_{1}, X_{2}, X_{3}=2 t \partial_{t}+x \partial_{x}-u \partial_{u}-v \partial_{v}, \\
& X_{4}=t \partial_{x}-\partial_{u}-\frac{1}{b} \partial_{v}, X_{5}=t^{2} \partial_{t}+t x \partial_{x}-(t u+x) \partial_{u}-\frac{1}{b}(b t v+x) \partial_{v} .
\end{aligned}
$$

(ii) $A_{1 x}^{2}+A_{2 x}^{2} \neq 0$ and $B_{1 x}^{2}+B_{2 x}^{2}=0$ : Equation (6.22) implies that the functions $B_{1}$ and $B_{2}$ are both constants. From equations (6.20) and (6.21) we find, as in the previous subcase, $f=a$ or $f=u$. In the case $f=a$, in order to satisfy the condition $A_{1 x}^{2}+A_{2 x}^{2} \neq 0$, we need to take $k_{u}=0$. From equation (6.23) we deduce that $\tau=2 c_{1} t+c_{2}, \phi=c_{3} t+c_{4}$ and $k(v)$ satisfies an ordinary differential equation of the form $\left(\nu_{1} v+\nu_{2}\right) k_{v}+\nu_{3} k=\nu_{4}$. All possible solutions of this latter equation provide the following results which correspond to separable systems with the first equation being linear.
(a) $f(u, v)=a$ and $k(u, v)=k(v)$, where $k(v)$ is an arbitrary function.

$$
X_{1}, X_{2}, X_{3}=u \partial_{u}, X_{\psi}=\psi(t, x) \partial_{u}
$$

where $\psi(t, x)$ is a solution of the linear equation $\psi_{t}=\lambda_{1} \psi_{x x}+a \psi_{x}$.
(b) $f(u, v)=a$ and $k(u, v)=v^{n}$.

$$
X_{1}, X_{2}, X_{3}=u \partial_{u}, X_{4}=4 \lambda_{1} n t \partial_{t}+2 \lambda_{1} n x \partial_{x}-a n(x+a t) u \partial_{u}-2 \lambda_{1} v \partial_{v}, X_{\psi}=\psi(t, x) \partial_{u} .
$$

(c) $f(u, v)=a$ and $k(u, v)=\mathrm{e}^{n v}$.

$$
X_{1}, X_{2}, X_{3}=u \partial_{u}, X_{4}=4 \lambda_{1} n t \partial_{t}+2 \lambda_{1} n x \partial_{x}-a n(x+a t) u \partial_{u}-2 \lambda_{1} \partial_{v}, X_{\psi}=\psi(t, x) \partial_{u} .
$$

(d) $f(u, v)=a$ and $k(u, v)=\ln v$.

$$
X_{1}, X_{2}, X_{3}=u \partial_{u}, X_{4}=2 \lambda_{1} t \partial_{x}-(x+a t) u \partial_{u}-2 \lambda_{1} v \partial_{v}, X_{\psi}=\psi(t, x) \partial_{u} .
$$

In the case $f(u, v)=u$, in order to satisfy the condition $A_{1 x}^{2}+A_{2 x}^{2} \neq 0$, the determining equations (6.20) - (6.23) are satisfied only if $k(u, v)=u$. We find that system (6.5) admits 7 Lie symmetries and the results are tabulated in entry 22 of Table 6.2.
(iii) $A_{1 x}^{2}+A_{2 x}^{2}=0$ and $B_{1 x}^{2}+B_{2 x}^{2}=0$ : From equations (6.20) and (6.22) we find that $A_{1}, A_{2}, B_{1}$ and $B_{2}$ are constant functions. Differentiation of equation (6.21) (or (6.23)) with respect to $x$ and $t$, respectively, gives that $\tau(t)$ and $\phi(t)$ are linear functions. Summarizing, we state that the coefficient functions have the form

$$
\tau=2 c_{1} t+c_{2}, \quad \xi=c_{1} x+c_{3} t+c_{4}, \quad \eta=c_{5} u+c_{6}, \quad \mu=c_{7} v+c_{8} .
$$

Finally, equations (6.21) and (6.23) which become

$$
\begin{align*}
& \left(c_{5} u+c_{6}\right) \frac{\partial f}{\partial u}+\left(c_{7} v+c_{8}\right) \frac{\partial f}{\partial v}+c_{1} f+c_{3}=0, \\
& \left(c_{5} u+c_{6}\right) \frac{\partial k}{\partial u}+\left(c_{7} v+c_{8}\right) \frac{\partial k}{\partial v}+c_{1} k+c_{3}=0, \tag{6.25}
\end{align*}
$$

need to be satisfied. From equations (6.25) we deduce that the functions $f(u, v)$ and $k(u, v)$ satisfy a first order quasi-linear partial differential equation of the form

$$
\begin{equation*}
\left(\mu_{1} u+\mu_{2}\right) \frac{\partial \phi}{\partial u}+\left(\mu_{3} v+\mu_{4}\right) \frac{\partial \phi}{\partial v}+\mu_{5} \phi+\mu_{6}=0 . \tag{6.26}
\end{equation*}
$$

If $f(u, v)$ and $k(u, v)$ are any arbitrary solutions of the $\operatorname{PDE}(6.26)$, then in addition to the two Lie symmetries $X_{1}$ and $X_{2}$, system (6.5) admits at least one third Lie symmetry of the form

$$
2 \mu_{5} t \partial_{t}+\left(\mu_{5} x+\mu_{6} t\right) \partial_{x}+\left(\mu_{1} u+\mu_{2}\right) \partial_{u}+\left(\mu_{3} v+\mu_{4}\right) \partial_{v} .
$$

Now the question is: Which forms of $f(u, v)$ and $k(u, v)$ lead to more than one Lie symmetry of the above form?

The possible forms of $f(u, v)$ and $k(u, v)$ (solutions of (6.26)) are:
(i) $f(u, v)=a u+\phi(u+\epsilon v), k(u, v)=a u+\psi(u+\epsilon v)$,
(ii) $f(u, v)=\mathrm{e}^{n u} \phi(u+\epsilon v), k(u, v)=\mathrm{e}^{n u} \psi(u+\epsilon v)$,
(iii) $f(u, v)=a u+\phi\left(v \mathrm{e}^{m u}\right), k(u, v)=a u+\psi\left(v \mathrm{e}^{m u}\right)$,
(iv) $f(u, v)=\mathrm{e}^{n u} \phi\left(v \mathrm{e}^{m u}\right), k(u, v)=\mathrm{e}^{n u} \psi\left(v \mathrm{e}^{m u}\right)$,
(v) $f(u, v)=a \ln u+\phi\left(u \mathrm{e}^{m v}\right), k(u, v)=a \ln u+\psi\left(u \mathrm{e}^{m v}\right)$,
(vi) $f(u, v)=u^{n} \phi\left(u \mathrm{e}^{m v}\right), k(u, v)=u^{n} \psi\left(u \mathrm{e}^{m v}\right)$,
(vii) $f(u, v)=a \ln u+\phi\left(v u^{m}\right), k(u, v)=a \ln u+\psi\left(v u^{m}\right)$,
(viii) $f(u, v)=u^{n} \phi\left(v u^{m}\right), k(u, v)=u^{n} \psi\left(v u^{m}\right)$,
where $\phi$ and $\psi$ are arbitrary functions in their arguments. Writing in (iv) $\phi\left(v \mathrm{e}^{m u}\right)=$ $\left(v \mathrm{e}^{m u}\right)^{s} \tilde{\phi}\left(v \mathrm{e}^{m u}\right)$ and similarly for $\psi$, we note that these forms of $f(u, v)$ and $k(u, v)$ are symmetric (interchange $u$ and $v$ ) with those of (vi). However since this observation is not so obvious, we keep both forms in (iv) and (vi).

Consecutive substitutions of the above eight forms of $f(u, v)$ and $k(u, v)$ into equations (6.25) lead to the conclusion that for arbitrary $\phi$ and $\psi$ system (6.5) admits a third Lie symmetry. The results are tabulated in the entries 1-8 of Table 6.2. Additional Lie symmetries exist for specific forms of $\phi$ and $\psi$. Without presenting the detailed analysis, we state that we obtain the results in the entries 9-21 of table 6.2.

Note 6.1. The above solutions for $f(u, v)$ and $k(u, v)$ that satisfy the PDE (6.26) do not include the cases where one of the functions is constant. If $k(u, v)=\nu$, then $f(u, v)$ takes one of the forms (ii), (iv), (vi) and (viii) plus the constant $\nu$. Using the equivalence transformations (6.7) we can take, without loss of generality, $\nu=0$. The required Lie symmetries can be obtained by setting $\psi=0$ in the corresponding cases.

Case 2: If $\lambda_{1}=\lambda_{2}$ and using the mapping $t^{\prime}=\lambda_{1} t, x^{\prime}=x, u^{\prime}=u, v^{\prime}=v, f^{\prime}=\frac{f}{\lambda_{1}}, k^{\prime}=\frac{k}{\lambda_{1}}$, we can take $\lambda_{1}=\lambda_{2}=1$. System (6.5) takes the form

$$
\begin{equation*}
u_{t}=u_{x x}+f(u, v) u_{x}, \quad v_{t}=v_{x x}+k(u, v) v_{x} \tag{6.27}
\end{equation*}
$$

The coefficients of $u_{x}^{2}, u_{x} v_{x}$ and $v_{x}^{2}$ in the first identity in (6.19) give $\eta_{u u}=\eta_{u v}=\eta_{v v}=0$ and from the corresponding coefficients in the second identity we get $\mu_{u u}=\mu_{u v}=\mu_{v v}=0$. Therefore the coefficient functions $\eta$ and $\mu$ have the form

$$
\begin{aligned}
\eta(x, t, u, v) & =A_{1}(x, t) u+A_{2}(x, t) v+A_{3}(x, t), \\
\mu(x, t, u, v) & =B_{1}(x, t) u+B_{2}(x, t) v+B_{3}(x, t) .
\end{aligned}
$$

The coefficients of $u_{x}, v_{x}$ and the term independent of derivatives $u_{x}$ and $v_{x}$ in equations (6.19) give the following six identities:

$$
\begin{align*}
& \left(A_{1 x} u+A_{2 x} v+A_{3 x}\right) f+\left(A_{1 x x}-A_{1 t}\right) u+\left(A_{2 x x}-A_{2 t}\right) v+A_{3 x x}-A_{3 t}=0,  \tag{6.28}\\
& A_{2}(f-k)+2 A_{2 x}=0,  \tag{6.29}\\
& \left(A_{1} u+A_{2} v+A_{3}\right) f_{u}+\left(B_{1} u+B_{2} v+B_{3}\right) f_{v}+\frac{1}{2} \tau_{t} f+2 A_{1 x}+\frac{1}{2} \tau_{t t} x+\phi_{t}=0,  \tag{6.30}\\
& \left(B_{1 x} u+B_{2 x} v+B_{3 x}\right) k+\left(B_{1 x x}-B_{1 t}\right) u+\left(B_{2 x x}-B_{2 t}\right) v+B_{3 x x}-B_{3 t}=0,  \tag{6.31}\\
& B_{1}(k-f)+2 B_{1 x}=0,  \tag{6.32}\\
& \left(A_{1} u+A_{2} v+A_{3}\right) k_{u}+\left(B_{1} u+B_{2} v+B_{3}\right) k_{v}+\frac{1}{2} \tau_{t} k+2 B_{2 x}+\frac{1}{2} \tau_{t t} x+\phi_{t}=0 . \tag{6.33}
\end{align*}
$$

Table 6.2: Group classification of the system (6.5), where $\lambda_{1}$ and $\lambda_{2}$ are arbitrary.

| n | $f(u, v)$ | $k(u, v)$ | Additional Lie symmetries |
| :---: | :---: | :---: | :---: |
| 1. | $a u+\phi(u+\epsilon v)$ | $a u+\psi(u+\epsilon v)$ | $X_{3}=\epsilon a t \partial_{x}-\epsilon \partial_{u}+\partial_{v}$ |
| 2. | $\mathrm{e}^{n u} \phi(u+\epsilon v)$ | $\mathrm{e}^{n u} \psi(u+\epsilon v)$ | $X_{3}=2 \epsilon n t \partial_{t}+\epsilon n x \partial_{x}-\epsilon \partial_{u}+\partial_{v}$ |
| 3. | $a u+\phi\left(v \mathrm{e}^{m u}\right)$ | $a u+\psi\left(v \mathrm{e}^{m u}\right)$ | $X_{3}=a t \partial_{x}-\partial_{u}+m v \partial_{v}$ |
| 4. | $\mathrm{e}^{n u} \phi\left(v \mathrm{e}^{m u}\right)$ | $\mathrm{e}^{n u} \psi\left(v \mathrm{e}^{m u}\right)$ | $X_{3}=2 n t \partial_{t}+n x \partial_{x}-\partial_{u}+m v \partial_{v}$ |
| 5. | $a \ln u+\phi\left(u \mathrm{e}^{m v}\right)$ | $a \ln u+\psi\left(u \mathrm{e}^{m v}\right)$ | $X_{3}=m a t \partial_{x}-m u \partial_{u}+\partial_{v}$ |
| 6. | $u^{n} \phi\left(u \mathrm{e}^{m v}\right)$ | $u^{n} \psi\left(u \mathrm{e}^{m v}\right)$ | $X_{3}=2 m n t \partial_{t}+m n x \partial_{x}-m u \partial_{u}+\partial_{v}$ |
| 7. | $a \ln u+\phi\left(v u^{m}\right)$ | $a \ln u+\psi\left(v u^{m}\right)$ | $X_{3}=a t \partial_{x}-u \partial_{u}+m v \partial_{v}$ |
| 8. | $u^{n} \phi\left(v u^{m}\right)$ | $u^{n} \psi\left(v u^{m}\right)$ | $X_{3}=2 n t \partial_{t}+n x \partial_{x}-u \partial_{u}+m v \partial_{v}$ |
| 9. | $\mathrm{e}^{u+\epsilon v}$ | $b \mathrm{e}^{u+\epsilon v}$ | $\begin{aligned} & X_{3}=2 t \partial_{t}+x \partial_{x}-\partial_{u} \\ & X_{4}=\epsilon \partial_{u}-\partial_{v} \end{aligned}$ |
| 10. | $(u+\epsilon v)^{n}$ | $b(u+\epsilon v)^{n}$ | $\begin{aligned} & X_{3}=2 n t \partial_{t}+n x \partial_{x}-u \partial_{u}-v \partial_{v} \\ & X_{4}=\epsilon \partial_{u}-\partial_{v} \end{aligned}$ |
| 11. | $v^{n} \mathrm{e}^{m u}$ | $b v^{n} \mathrm{e}^{m u}$ | $\begin{aligned} & X_{3}=2 n t \partial_{t}+n x \partial_{x}-v \partial_{v} \\ & X_{4}=n \partial_{u}-m v \partial_{v} \end{aligned}$ |
| 12. | $v^{n} u^{m}$ | $b v^{n} u^{m}$ | $\begin{aligned} & X_{3}=2 n t \partial_{t}+n x \partial_{x}-v \partial_{v} \\ & X_{4}=n u \partial_{u}-m v \partial_{v} \end{aligned}$ |
| 13. | $a v+\ln u$ | $a v+\ln u$ | $\begin{aligned} & X_{3}=a t \partial_{x}-\partial_{v} \\ & X_{4}=a u \partial_{u}-\partial_{v} \end{aligned}$ |
| 14. | $a v+\mathrm{e}^{n u}$ | $a v+b \mathrm{e}^{n u}$ | $\begin{aligned} & X_{3}=2 n t \partial_{t}+n x \partial_{x}-\partial_{u}-n v \partial_{v} \\ & X_{4}=a t \partial_{x}-\partial_{v} \end{aligned}$ |
| 15. | $a v+u^{n}$ | $a v+b u^{n}$ | $\begin{aligned} & X_{3}=2 n t \partial_{t}+n x \partial_{x}-u \partial_{u}-n v \partial_{v} \\ & X_{4}=a t \partial_{x}-\partial_{v} \end{aligned}$ |
| 16. | $a \ln v+\ln u$ | $a \ln v+\ln u$ | $\begin{aligned} & X_{3}=t \partial_{x}-u \partial_{u} \\ & X_{4}=a u \partial_{u}-v \partial_{v} \\ & \hline \end{aligned}$ |
| 17. | $\phi(u)$ | $\psi(u)$ | $X_{3}=v \partial_{v}, X_{4}=\partial_{v}$ |
| 18. | $u+\epsilon v$ | $u+\epsilon v$ | $\begin{aligned} & X_{3}=2 t \partial_{t}+x \partial_{x}-u \partial_{u}-v \partial_{v} \\ & X_{4}=\epsilon \partial_{u}-\partial_{v} \\ & X_{5}=t \partial_{x}-\partial_{u} \end{aligned}$ |
| 19. | $u^{n}$ | $b u^{n}$ | $\begin{aligned} & X_{3}=v \partial_{v}, X_{4}=\partial_{v} \\ & X_{5}=2 n t \partial_{t}+n x \partial_{x}-u \partial_{u} \end{aligned}$ |
| 20. | $\mathrm{e}^{n u}$ | $b \mathrm{e}^{n u}$ | $\begin{aligned} & X_{3}=v \partial_{v}, X_{4}=\partial_{v} \\ & X_{5}=2 n t \partial_{t}+n x \partial_{x}-\partial_{u} \end{aligned}$ |
| 21. | $\ln u$ | $\ln u$ | $\begin{aligned} & X_{3}=v \partial_{v}, X_{4}=\partial_{v} \\ & X_{5}=t \partial_{x}-u \partial_{u} \end{aligned}$ |
| 22. | $u$ | $u$ | $\begin{aligned} & X_{3}=v \partial_{v}, X_{4}=\partial_{v} \\ & X_{5}=2 t \partial_{t}+x \partial_{x}-u \partial_{u}, X_{6}=t \partial_{x}-\partial_{u} \\ & X_{7}=t^{2} \partial_{t}+x t \partial_{x}-(u t+x) \partial_{u} \end{aligned}$ |

Here $a, b, m$ and $n$ are arbitrary constants. In 9,10 and $17-22, \lambda_{1} \neq \lambda_{2}$ since for $\lambda_{1}=\lambda_{2}$ the corresponding forms of the system admit additional Lie symmetries (see table 6.3). In 13-16 $a \neq 0$ and in $18 \epsilon \neq 0$.

We point out that if $A_{2}=B_{1}=0$, then we obtain the results of the previous case.
From equation (6.29) or equation (6.32), if $A_{2}^{2}+B_{1}^{2} \neq 0$, then we deduce that

$$
f(u, v)=k(u, v)+\lambda
$$

If $\lambda \neq 0$, the determining system (6.28) - (6.33) is satisfied only in the case where $k$ is constant and, consequently, $f$ is also a constant. If $f(u, v)=\mu_{1}$ and $k(u, v)=\mu_{2}$, then the linear
separable system (6.27) admits nine Lie symmetries and two infinite-dimensional symmetries.

$$
\begin{aligned}
& X_{3}=4 t \partial_{t}+2 x \partial_{x}-\mu_{1}\left(\mu_{1} t+x\right) u \partial_{u}-\mu_{2}\left(\mu_{2} t+x\right) v \partial_{v}, \\
& X_{4}=4 t^{2} \partial_{t}+4 t x \partial_{x}-\left[2 t+\left(\mu_{1} t+x\right)^{2}\right] u \partial_{u}-\left[2 t+\left(\mu_{2} t+x\right)^{2}\right] v \partial_{v}, \\
& X_{5}=2 t \partial_{x}-\left(\mu_{1} t+x\right) u \partial_{u}-\left(\mu_{2} t+x\right) v \partial_{v}, \\
& X_{6}=v \exp \left\{\frac{1}{4}\left(\mu_{2}-\mu_{1}\right)\left[\left(\mu_{2}+\mu_{1}\right) t+2 x\right]\right\} \partial_{u}, \\
& X_{7}=u \exp \left\{-\frac{1}{4}\left(\mu_{2}-\mu_{1}\right)\left[\left(\mu_{2}+\mu_{1}\right) t+2 x\right]\right\} \partial_{v}, \\
& X_{8}=u \partial_{u}, X_{9}=v \partial_{v}, X_{\psi_{1}}=\psi_{1}(t, x) \partial_{u}, X_{\psi_{2}}=\psi_{2}(t, x) \partial_{v},
\end{aligned}
$$

where $\psi_{1}(t, x)$ and $\psi_{2}(t, x)$ are solutions of the linear $\operatorname{PDE}(6.24)$, where $(\lambda, c)=\left(1, \mu_{1}\right)$ and $(\lambda, c)=\left(1, \mu_{2}\right)$, respectively.

Now we examine the subcase where $\lambda=0$. If the functions $A_{1}(x, t), A_{2}(x, t), A_{3}(x, t)$, $B_{1}(x, t), B_{2}(x, t), B_{3}(x, t)$ are not all constants then $k(u, v)$ is either constant or linear in $u$ and $v$. If $f(u, v)=k(u, v)=\mu$, then the corresponding Lie symmetries are obtained from the previous case by setting $\mu_{1}=\mu_{2}=\mu$. In the case where $k(u, v)$ is a linear function, using the equivalence transformations, we can take $f(u, v)=k(u, v)=v+\epsilon u$. System (6.27) admits nine Lie symmetries

$$
\begin{aligned}
& X_{3}=2 t \partial_{t}+x \partial_{x}-u \partial_{u}-v \partial_{v}, \\
& X_{4}=t^{2} \partial_{t}+x t \partial_{x}-(\epsilon u t+v t+x) \partial_{v}, \\
& X_{5}=\epsilon t \partial_{x}-\partial_{u}, \quad X_{6}=t \partial_{x}-\partial_{v}, \\
& X_{7}=v \partial_{u}-\epsilon v \partial_{v}, \quad X_{8}=u \partial_{u}-\epsilon u \partial_{v}, \\
& X_{9}=(\epsilon u t+v t+x) \partial_{u}-\epsilon(\epsilon u t+v t+x) \partial_{v} .
\end{aligned}
$$

If the functions $A_{1}(x, t), A_{2}(x, t), A_{3}(x, t), B_{1}(x, t), B_{2}(x, t), B_{3}(x, t)$ are all constants, we find that the coefficient functions have the form

$$
\tau=2 c_{1} t+c_{2}, \quad \xi=c_{1} x+c_{3} t+c_{4}, \quad \eta=c_{5} u+c_{6} v+c_{7}, \quad \mu=c_{8} u+c_{9} v+c_{10}
$$

and we only have to satisfy the determining equation (6.33) which is identical to (6.30),

$$
\begin{equation*}
\left(c_{5} u+c_{6} v+c_{7}\right) \frac{\partial k}{\partial u}+\left(c_{8} u+c_{9} v+c_{10}\right) \frac{\partial k}{\partial v}+c_{1} k+c_{3}=0 . \tag{6.34}
\end{equation*}
$$

We deduce that $k(u, v)$ satisfies a quasi-linear partial differential equation of the form

$$
\begin{equation*}
\left(p_{1} u+p_{2} v+p_{3}\right) \frac{\partial k}{\partial u}+\left(q_{1} u+q_{2} v+q_{3}\right) \frac{\partial k}{\partial v}+r k+s=0 . \tag{6.35}
\end{equation*}
$$

For an arbitrary form of $k(u, v)$ system (6.27) admits the Lie symmetries $X_{1}=\partial_{t}$ and $X_{2}=\partial_{x}$. If $k(u, v)$ is a solution of the PDE (6.35), then system (6.27) admits at least one more Lie symmetry of the form

$$
\begin{equation*}
2 r t \partial_{t}+(r x+s t) \partial_{x}+\left(p_{1} u+p_{2} v+p_{3}\right) \partial_{u}+\left(q_{1} u+q_{2} v+q_{3}\right) \partial_{v} \tag{6.36}
\end{equation*}
$$

Now our task is to find those forms of $k(u, v)$ that admit more than one Lie symmetry of the form (6.36). In order to achieve this goal, we need to find all possible solutions of the PDE (6.35). However, solving this quasi linear PDE is not an easy task. We make use of the equivalence transformations of the system (6.5) in the case where $f(u, v)=k(u, v)$ and $\lambda_{1}=\lambda_{2}=1$ (Theorem 6.3), which is given by equation (6.8) in order to simplify PDE (6.35). We deduce that we can, equivalently, solve the following PDEs:

$$
\begin{align*}
& \frac{\partial k}{\partial u}+q_{3} \frac{\partial k}{\partial v}+r k=0  \tag{6.37}\\
& \frac{\partial k}{\partial u}+q_{3} \frac{\partial k}{\partial v}+s=0  \tag{6.38}\\
& \frac{\partial k}{\partial u}+\left(q_{1} u+q_{2} v\right) \frac{\partial k}{\partial v}+r k=0  \tag{6.39}\\
& \frac{\partial k}{\partial u}+\left(q_{1} u+q_{2} v\right) \frac{\partial k}{\partial v}+s=0  \tag{6.40}\\
& u \frac{\partial k}{\partial u}+\left(q_{1} u+q_{3}\right) \frac{\partial k}{\partial v}+r k=0  \tag{6.41}\\
& u \frac{\partial k}{\partial u}+\left(q_{1} u+q_{3}\right) \frac{\partial k}{\partial v}+s=0  \tag{6.42}\\
& u \frac{\partial k}{\partial u}+\left(q_{1} u+q_{2} v\right) \frac{\partial k}{\partial v}+r k=0  \tag{6.43}\\
& u \frac{\partial k}{\partial u}+\left(q_{1} u+q_{2} v\right) \frac{\partial k}{\partial v}+s=0  \tag{6.44}\\
& v \frac{\partial k}{\partial u}+\left(q_{1} u+q_{2} v\right) \frac{\partial k}{\partial v}+r k=0  \tag{6.45}\\
& v \frac{\partial k}{\partial u}+\left(q_{1} u+q_{2} v\right) \frac{\partial k}{\partial v}+s=0 \tag{6.46}
\end{align*}
$$

In the subsequent analysis, where we solve the above equations, certain constants are renamed without stating it.

If $r=0$ in (6.37), the general solution has the form $k(u, v)=\phi(u+\epsilon v)$. We substitute this form into (6.34) to deduce that $\phi(\xi), \xi=u+\epsilon v$ satisfies an ordinary differential equation of the form

$$
\begin{equation*}
\left(\nu_{1} \xi+\nu_{2}\right) \frac{\mathrm{d} \phi}{\mathrm{~d} \xi}+\nu_{3} \phi=\nu_{4} \tag{6.47}
\end{equation*}
$$

All possible solutions of the above equation lead to the results tabulated in the entries 19,22 - 24 in Table 6.3. If $r \neq 0$ in (6.37), the general solution has the form $k(u, v)=e^{m u} \phi(u+\epsilon v)$.

From (6.34), we find that $\phi(\xi), \xi=u+\epsilon v$ satisfies an ordinary differential equation of the form

$$
\left(\nu_{1} \xi+\nu_{2}\right) \frac{\mathrm{d} \phi}{\mathrm{~d} \xi}+\left(\nu_{3} \xi+\nu_{4}\right) \phi=0
$$

For an arbitrary function $\phi$, system (6.27) admits three Lie symmetries. The other possible solutions of the above equations are $\phi(\xi)=e^{m \xi} \xi^{n}$ and $\phi(\xi)=e^{\xi^{2}+n \xi}$ which produce an additional fourth Lie symmetry and the results are tabulated in the entries 1 and 12 of Table 6.3, respectively. If $s \neq 0$ in (6.38), the general solution has the form $k(u, v)=m u+\phi(u+\epsilon v)$. In this case, we deduce that $\phi(\xi)$ is a solution of an ordinary differential equation of the form

$$
\left(\nu_{1} \xi+\nu_{2}\right) \frac{\mathrm{d} \phi}{\mathrm{~d} \xi}+\nu_{3} \phi=\nu_{4} \xi+\nu_{5} .
$$

The possible solutions of the above ordinary differential equations are $\phi(\xi)=r e^{n \xi}+m \xi, \phi(\xi)=$ $r \xi^{n}+m \xi, \phi(\xi)=\ln \xi+m \xi$ and $\phi(\xi)=\xi \ln \xi+m \xi$ which all produce a fourth Lie symmetry. The results appear in the entries 3-6 of Table 6.3.

If $r=0$ in (6.39) we find that $k(u, v)=\phi\left(v+\epsilon u^{2}\right)$ or $k(u, v)=\phi\left((v+\epsilon u) e^{m u}\right)$ depending if the constant $q_{2}$ is zero or nonzero. Substitution of the first form into (6.34) implies that $\phi$ satisfies an ordinary differential equation of the form (6.47). The three possible solutions of this equation produce the results tabulated in the entries 8-10 of Table 6.3. The second form provides special cases of the results in the entries 1 and 3 of the same table. If $r \neq 0$, equation (6.39) has the general solution $k(u, v)=e^{r u} \phi\left(v+\epsilon u^{2}\right)$ or $k(u, v)=e^{r u} \phi\left((v+\epsilon u) e^{m u}\right)$. The first form with $\phi$ being arbitrary gives three Lie symmetries, while in the case $\phi=e^{v+\epsilon u^{2}}$ we find four Lie symmetries and the result is a special case of the entry 12 of Table 6.3. The second form with $\phi$ being arbitrary gives three Lie symmetries, if $\phi=\left((v+\epsilon u) e^{m u}\right)^{n}$, we reproduce the results of entry 1 in Table 6.3 and if $\phi=\left((v+\epsilon u) e^{m u}\right)^{-r / m}$, we reproduce the results of entry 22 in Table 6.3.

If $s \neq 0$, equation (6.40) has the general solution $k(u, v)=a u+\phi\left(v+\epsilon u^{2}\right)$ or $k(u, v)=$ $a u+\phi\left((v+\epsilon u) e^{m u}\right)$. We substitute the first form into (6.34) to find that, if $\phi$ is arbitrary we have three Lie symmetries, if $\phi=\sqrt{v+\epsilon u^{2}}$ we have four Lie symmetries and the results are tabulated in the entry 11 of Table 6.3 and if $\phi=v+\epsilon u^{2}$ we have five Lie symmetries and the results are tabulated in the entry 20 of Table 6.3. The second form produces three Lie symmetries for arbitrary $\phi$, four Lie symmetries for $\phi=\ln \left((v+\epsilon u) e^{m u}\right)$ which is a recalculation of the results of entry 3 of Table 6.3 and six Lie symmetries for $\phi=-\frac{a}{m} \ln \left((v+\epsilon u) e^{m u}\right)$ which is recalculation of the results of entry 24 of Table 6.3.

Now we consider equations (6.41) and (6.42). If $r=0$, the general solution of (6.41) has the form $k(u, v)=\phi(v+\epsilon u+m \ln u)$. For arbitrary $\phi$, we obtain three Lie symmetries, for
$\phi=v+\epsilon u+m \ln u$, four Lie symmetries which is a special case of entry 3 in Table 6.3 and in the case where $\phi=u^{m} e^{v+\epsilon u}$, we obtain a special case of entry 1 in Table 6.3. If $r \neq 0$, the general solution of (6.41) has the form $k(u, v)=u^{r} \phi(v+\epsilon u+m \ln u)$. For $m \neq 0$, the determining equation (6.34) implies that $\phi=e^{-\frac{r}{m}(v+\epsilon u+m \ln u)}$ or $\phi=e^{v+\epsilon u+m \ln u}$. In both cases we obtain existing results. For $m=0$, equation (6.34) implies that $\phi$ is of exponential or power form which do not lead to any new results. If $s \neq 0$, then equation (6.42) has the general solution $k(u, v)=s \ln u+\phi(v+\epsilon u+m \ln u)$. We substitute into (6.34) and we obtain four different cases. If $\phi$ is an arbitrary function, then system (6.27) admits three Lie symmetries. If $\phi=\ln (v+\epsilon u+m \ln u)$, we find three Lie symmetries for $m \neq 0$ and four for $m=0$ and the result is a special case of the entry 7 in Table 6.3 . If $\phi=v+\epsilon u+m \ln u$, we recalculate the result of a special case of entry 3 in Table 6.3. Finally, if $\phi=-\frac{s}{m}(v+\epsilon u+m \ln u)$, we reproduce a subset of Lie symmetries of entry 25 in Table 6.3.

Equation (6.43) with $r=0$ has the general solution $k(u, v)=\phi\left(u^{m}(v+\epsilon u)\right)$ or $k(u, v)=$ $\phi\left(\frac{v}{u}+m \ln u\right)$ depending if $q_{2} \neq 1$ or $q_{2}=1$. In the case where $k(u, v)=\phi\left(u^{m}(v+\epsilon u)\right)$, equation (6.34) implies that for arbitrary $\phi$ there exist three Lie symmetries, for $\phi=\left(u^{m}(v+\epsilon u)\right)^{n}$ four symmetries which is a special case of entry 2 in Table 6.3 and for $\phi=\ln \left(u^{m}(v+\epsilon u)\right)$ also four symmetries which are special cases of entry 7 in Table 6.3. For the second form, $k(u, v)=\phi\left(\frac{v}{u}+m \ln u\right)$, we need to take the subcases $m \neq 0$ and $m=0$. As before, for arbitrary $\phi$ we find three Lie symmetries. When $m \neq 0$, additional symmetries exist when $\phi=\frac{v}{u}+m \ln u$ and $\phi=e^{\frac{v}{u}+m \ln u}$ and the results are special cases of the entries 13 and 14 in Table 6.3, respectively. When $m=0$, we deduce that $\phi(\xi), \xi=\frac{v}{u}$ satisfies an ordinary differential equation of the form

$$
\begin{equation*}
\left(\nu_{1} \xi^{2}+\nu_{2} \xi+\nu_{3}\right) \frac{\mathrm{d} \phi}{\mathrm{~d} \xi}+\nu_{4} \phi=\nu_{5} \tag{6.48}
\end{equation*}
$$

If $\nu_{1} \neq 0$ and $\nu_{4} \neq 0$, the possible solutions of (6.48) are of the forms $\phi(\xi)=e^{r \tan ^{-1} \xi}, \phi(\xi)=$ $\left(\frac{\xi+\epsilon}{\xi+\delta}\right)^{n}$ and $\phi(\xi)=e^{\frac{n}{\xi+\epsilon}}$. These forms lead to the special cases tabulated in the entries 2,13 and 17 of Table 6.3. If $\nu_{1} \neq 0$ and $\nu_{4}=0$, we find that $\phi(\xi)=\tan ^{-1}(n \xi), \phi(\xi)=\ln \left(\frac{\xi+\epsilon}{\xi+\delta}\right)$ and $\phi(\xi)=\frac{1}{\xi+\epsilon}$. The first two forms lead to results obtained in previous cases. The third form leads to the results tabulated in the entry 21 of Table 6.3. If $\nu_{1}=0$, we find $\phi=\xi^{n}$ (Table 6.2, entry 12), $\phi=\ln \xi$ (Table 6.2 , entry 18), $\phi=e^{n \xi}$ (Table 6.3 , entry 13 with $\epsilon=0$ and $m=0$ ) and $\phi=\xi$ (Table 6.3 , entry 21 with $\epsilon=0$ ).

Equation (6.43) with $r \neq 0$ has the general solution $k(u, v)=u^{r} \phi\left(u^{m}(v+\epsilon u)\right)$ or $k(u, v)=$ $u^{r} \phi\left(\frac{v}{u}+m \ln u\right)$. We substitute the first form $k(u, v)=u^{r} \phi(\xi), \xi=u^{m}(v+\epsilon u)$ into (6.34). We find that $\phi=\xi^{n}$ and $\phi=\xi^{-\frac{r}{m}}$ which lead to results that have already been found in previous
cases. The second form for $m \neq 0$ leads to a special case of entry 13 in Table 6.3. If $m=0$, we find $\phi(\xi)=\xi^{-r}, \xi=\frac{v}{u}$ which gives the results of entry 22 in Table 6.3 with $\epsilon=0$ or $\phi(\xi)$ satisfies an ordinary differential equation of the form

$$
\begin{equation*}
\left(\nu_{1} \xi^{2}+\nu_{2} \xi+\nu_{3}\right) \frac{\mathrm{d} \phi}{\mathrm{~d} \xi}+\left(-r \nu_{1} \xi+\nu_{4}\right) \phi=0 \tag{6.49}
\end{equation*}
$$

If $\nu_{1}=0$, we find that $\phi=\xi^{n}$ and $\phi=e^{n \xi}$ which give special cases of the results of entry 2 and entry 13 of Table 6.3, respectively. If $\nu_{1} \neq 0$, we find the three possible solutions of (6.49): $\phi=\left(n^{2} \xi^{2}+1\right)^{r / 2} e^{m \tan ^{-1} n \xi}, \phi=(\xi+m)^{r} e^{\frac{n}{\xi+m}}$ and $\phi=(\xi+m)^{r / 2+n}(\xi+\epsilon)^{r / 2-n}$. Rearranging the constants, we find the corresponding forms of $k(u, v)$ and then we substitute into (6.34) to derive the corresponding Lie symmetries and the results are tabulated in the entries 2,13 and 17 with $\epsilon=0$ in the Table 6.3.

Equation (6.44) with $s \neq 0$ has the general solution $k(u, v)=s \ln u+\phi\left(u^{m}(v+\epsilon u)\right)$ or $k(u, v)=s \ln u+\phi\left(\frac{v}{u}+m \ln u\right)$. We substitute the first form $k(u, v)=s \ln u+\phi(\xi), \xi=u^{m}(v+\epsilon u)$ into (6.34). We find that $\phi=\xi^{n}$ and $\phi=\xi^{-\frac{s}{m}}$ which lead to results that have already been found in previous cases. The second case, for $m \neq 0$ reproduces a special case of the results of entry 14 in the Table 6.3. In the subcase where $m=0, \phi(\xi), \xi=\frac{v}{u}$ satisfies an ordinary differential equation of the form

$$
\begin{equation*}
\left(\nu_{1} \xi^{2}+\nu_{2} \xi+\nu_{3}\right) \frac{\mathrm{d} \phi}{\mathrm{~d} \xi}=r \nu_{1} \xi+\nu_{4} \tag{6.50}
\end{equation*}
$$

If $\nu_{1}=0$, then $\phi=\xi$ or $\phi=\ln \xi$ which lead to special cases of entries 7 and 14 in Table 6.3. If $\nu \neq 0, \phi$ takes one of the following three forms: $\phi=m \tan ^{-1} n \xi+\frac{r}{2} \ln \left(n^{2} \xi^{2}+1\right)$, $\phi=\frac{n}{\xi+m}+r \ln (\xi+m)$ and $\phi=\left(\frac{r}{2}+n\right) \ln (\xi+m)+\left(\frac{r}{2}-n\right) \ln (\xi+\epsilon)$. Rearranging the constants, we substitute the corresponding form of $k(u, v)$ into (6.34). We find the results tabulated in the entries 7,18 with $\epsilon=0$ and 14 of Table 6.3.

The solutions of equation (6.45) with $r \neq 0$ and of equation (6.46) with $s \neq 0$ are cumbersome expressions. We neglect these cases and we only consider equation (6.45) with $r=0$. If $q_{2}=0$, the general solution is of the form $k(u, v)=\phi\left(u^{2}+n v^{2}\right)$. For arbitrary $\phi$ we find three Lie symmetries and for $\phi=\left(u^{2}+n v^{2}\right)^{r}$ and $\phi=\ln \left(u^{2}+n v^{2}\right)$ we find four symmetries and the results coincide with those of entries 17 with $\epsilon=0$ and 18 in Table 6.3 with $m=\epsilon=0$, respectively. If $q_{2} \neq 0$, then $k(u, v)=\phi(\xi)$, where $\xi$ takes the following three forms: $\xi=(v+\epsilon u) e^{\frac{\epsilon u}{v+\epsilon u}}$, $\xi=(v+\epsilon u)^{m}(v+\delta u)^{n}$ and $\xi=\left[(v+\epsilon u)^{2}+\delta^{2} u^{2}\right] e^{r \tan ^{-1}\left(\frac{v+\epsilon u}{\delta u}\right)}$. Substitution into (6.34) implies that in all three cases $\phi=\xi^{n}$ or $\phi=\ln \xi$. For both forms of $\phi$, the first two cases give results obtained earlier. The third case leads to the results tabulated in the entries 17 and 18 of Table 6.3.

Table 6.3: Group classification of the system (6.5), where $\lambda_{1}=\lambda_{2}=1$ and $f(u, v)=k(u, v)$.

| n | $k(u, v)$ | Additional Lie symmetries |
| :---: | :---: | :---: |
| 1. | $e^{v+\delta u}(v+\epsilon u)^{m}$ | $\begin{aligned} & X_{3}=(v+\epsilon u+m) \partial_{u}-[\delta(v+\epsilon u)+m \epsilon] \partial_{v} \\ & X_{4}=2(\epsilon-\delta) t \partial_{t}+(\epsilon-\delta) x \partial_{x}+\partial_{u}-\epsilon \partial_{v} \end{aligned}$ |
| 2. | $(v+\epsilon u)^{n}(v+\delta u)^{m}$ | $\begin{aligned} & X_{3}=[m(v+\epsilon u)+n(v+\delta u)] \partial_{u}-[m \delta(v+\epsilon u)+n \epsilon(v+\delta u)] \partial_{v} \\ & X_{4}=2(n+m) t \partial_{t}+(n+m) x \partial_{x}-u \partial_{u}-v \partial_{v} \end{aligned}$ |
| 3. | $\ln (v+\epsilon u)+m(v+\delta u)$ | $\begin{aligned} & X_{3}=[m(v+\epsilon u)+1] \partial_{u}-[m \delta(v+\epsilon u)+\epsilon] \partial_{v}, \\ & X_{4}=m(\epsilon-\delta) t \partial_{x}+\partial_{u}-\epsilon \partial_{v} \end{aligned}$ |
| 4. | $e^{n(v+\epsilon u)}+m(v+\delta u)$ | $\begin{aligned} & X_{3}=2 n(\epsilon-\delta) t \partial_{t}+n(\epsilon-\delta) x \partial_{x}+[n(v+\delta u)-1] \partial_{u} \\ & +[\delta-n \epsilon(v+\delta u)] \partial_{v} \\ & X_{4}=m(\epsilon-\delta) t \partial_{x}+\partial_{u}-\epsilon \partial_{v} \end{aligned}$ |
| 5. | $(v+\epsilon u)^{n}+m(v+\delta u)$ | $\begin{aligned} & X_{3}=2 n(\epsilon-\delta) t \partial_{t}+n(\epsilon-\delta) x \partial_{x}+(n(v+\delta u)-v-\epsilon u) \partial_{u} \\ & +(\delta(v+\epsilon u)-n \epsilon(v+\delta u)) \partial_{v} \\ & X_{4}=m(\epsilon-\delta) t \partial_{x}+\partial_{u}-\epsilon \partial_{v} \end{aligned}$ |
| 6. | $(v+\epsilon u) \ln (v+\epsilon u)+m(v+\delta u)$ | $\begin{aligned} & X_{3}=2 m(\epsilon-\delta) t \partial_{t}+m(\epsilon-\delta) x \partial_{x}+[(m \delta-m \epsilon-\epsilon) u-v] \partial_{u} \\ & +\left[\epsilon^{2} u+(m \delta-m \epsilon+\epsilon) v\right] \partial_{v} \\ & X_{4}=m(\epsilon-\delta) t \partial_{x}+\partial_{u}-\epsilon \partial_{v} \end{aligned}$ |
| 7. | $n \ln (v+\epsilon u)+m \ln (v+\delta u)$ | $\begin{aligned} & X_{3}=[m(v+\epsilon u)+n(v+\delta u)] \partial_{u}-[m \delta(v+\epsilon u)+n \epsilon(v+\delta u)] \partial_{v} \\ & X_{4}=(n+m) t \partial_{x}-u \partial_{u}-v \partial_{v} \end{aligned}$ |
| 8. | $\left(v+\gamma u^{2}\right)^{n}$ | $X_{3}=\partial_{u}-2 \gamma u \partial_{v}, X_{4}=4 n t \partial_{t}+2 n x \partial_{x}-u \partial_{u}-2 v \partial_{v}$ |
| 9. | $e^{n\left(v+\gamma u^{2}\right)}$ | $X_{3}=\partial_{u}-2 \gamma u \partial_{v}, X_{4}=2 n t \partial_{t}+n x \partial_{x}-\partial_{v}$ |
| 10. | $\ln \left(v+\gamma u^{2}\right)$ | $X_{3}=\partial_{u}-2 \gamma u \partial_{v}, X_{4}=2 t \partial_{x}-u \partial_{u}-2 v \partial_{v}$ |
| 11. | $m u+\sqrt{v+\gamma u^{2}}$ | $X_{3}=2 t \partial_{t}+x \partial_{x}-u \partial_{u}-2 v \partial_{v}, X_{4}=m t \partial_{x}-\partial_{u}+2 \gamma u \partial_{v}$ |
| 12. | $e^{(v+\delta u)^{2}+n(v+\epsilon u)}$ | $\begin{aligned} & X_{3}=[2(v+\delta u)+n] \partial_{u}-(2 \delta(v+\delta u)+n \epsilon] \partial_{v}, \\ & X_{4}=2 n(\epsilon-\delta) t \partial_{t}+n(\epsilon-\delta) x \partial_{x}-\partial_{u}+\delta \partial_{v} \end{aligned}$ |
| 13. | $(v+\epsilon u)^{m} e^{\frac{r u}{v+\epsilon u}}$ | $\begin{aligned} & X_{3}=[r u-m(v+\epsilon u)] \partial_{u}+[r v+m \epsilon(v+\epsilon u)] \partial_{v}, \\ & X_{4}=2 m t \partial_{t}+m x \partial_{x}-u \partial_{u}-v \partial_{v} \end{aligned}$ |
| 14. | $\frac{r u}{v+\epsilon u}+m \ln (v+\epsilon u)$ | $\begin{aligned} & X_{3}=[r u-m(v+\epsilon u)] \partial_{u}+[r v+m \epsilon(v+\epsilon u)] \partial_{v}, \\ & X_{4}=m t \partial_{x}-u \partial_{u}-v \partial_{v} \end{aligned}$ |
| 15. | $\frac{r u}{v+\epsilon u}+m(v+\epsilon u)^{n}$ | $\begin{aligned} & X_{3}=2 n t \partial_{t}+n x \partial_{x}-(n+1) u \partial_{u}+(n \epsilon u-v) \partial_{v} \\ & X_{4}=r t \partial_{x}-(v+\epsilon u) \partial_{u}+\epsilon(v+\epsilon u) \partial_{v} \end{aligned}$ |
| 16. | $\frac{r u}{v+\epsilon u}+m \frac{\ln (v+\epsilon u)}{v+\epsilon u}$ | $\begin{aligned} & X_{3}=2 r t \partial_{t}+r x \partial_{x}-m \partial_{u}+\left[(r(v+\epsilon u)+m \epsilon] \partial_{v},\right. \\ & X_{4}=r t \partial_{x}-(v+\epsilon u) \partial_{u}+\epsilon(v+\epsilon u) \partial_{v} \end{aligned}$ |
| 17. | $\left[(v+\epsilon u)^{2}+\delta^{2} u^{2}\right]^{m} e^{r \tan ^{-1}\left(\frac{v+\epsilon u}{\delta u}\right)}$ | $\begin{aligned} & X_{3}=[r \delta u+2 m(v+\epsilon u)] \partial_{u}-\left[2 m\left(\delta^{2}+\epsilon^{2}\right) u+(2 m \epsilon-r \delta) v\right] \partial_{v}, \\ & X_{4}=4 m t \partial_{t}+2 m x \partial_{x}-u \partial_{u}-v \partial_{v} \end{aligned}$ |
| 18. | $m \tan ^{-1} \frac{v+\epsilon u}{\delta u}+n \ln \left[(v+\epsilon u)^{2}+\delta^{2} u^{2}\right]$ | $\begin{aligned} & X_{3}=[m \delta u+2 n(v+\epsilon u)] \partial_{u}-\left[2 n\left(\delta^{2}+\epsilon^{2}\right) u+(2 n \epsilon-m \delta) v\right] \partial_{v}, \\ & X_{4}=2 n t \partial_{x}-u \partial_{u}-v \partial_{v} \end{aligned}$ |
| 19. | $\phi(v+\epsilon u)$ | $X_{3}=\partial_{u}-\epsilon \partial_{v}, X_{4}=u \partial_{u}-\epsilon u \partial_{v}, X_{5}=v \partial_{u}-\epsilon v \partial_{v}$ |
| 20. | $(v+\epsilon u)^{2}+m(v+\delta u)$ | $\begin{aligned} & X_{3}=4(\epsilon-\delta) t \partial_{t}+2(\epsilon-\delta) x \partial_{x}+((2 \delta-\epsilon) u+v) \partial_{u} \\ & +((\delta-2 \epsilon) v-\delta \epsilon u) \partial_{v} \\ & X_{4}=m(\epsilon-\delta) t \partial_{x}+\partial_{u}-\epsilon \partial_{v} \\ & X_{5}=(2(v+\epsilon u)+m) \partial_{u}-(2 \epsilon(v+\epsilon u)+m \delta) \partial_{v} \end{aligned}$ |
| 21. | $\frac{u}{v+\epsilon u}$ | $\begin{aligned} & X_{3}=u \partial_{u}+v \partial_{v}, X_{4}=2 t \partial_{t}+x \partial_{x}+(v+\epsilon u) \partial_{v} \\ & X_{5}=4 \epsilon t \partial_{t}+(2 \epsilon x-t) \partial_{x}+v \partial_{u}+\epsilon^{2} u \partial_{v} \end{aligned}$ |
| 22. | $(v+\epsilon u)^{n}$ | $\begin{aligned} & X_{3}=\partial_{u}-\epsilon \partial_{v}, X_{4}=u \partial_{u}-\epsilon u \partial_{v}, X_{5}=v \partial_{u}-\epsilon v \partial_{v}, \\ & X_{6}=2 n t \partial_{t}+n x \partial_{x}-(v+\epsilon u) \partial_{v} \end{aligned}$ |
| 23. | $e^{n(v+\epsilon u)}$ | $\begin{aligned} & X_{3}=\partial_{u}-\epsilon \partial_{v}, X_{4}=u \partial_{u}-\epsilon u \partial_{v}, X_{5}=v \partial_{u}-\epsilon v \partial_{v} \\ & X_{6}=2 n t \partial_{t}+n x \partial_{x}-\partial_{v} \end{aligned}$ |
| 24. | $\ln (v+\epsilon u)$ | $\begin{aligned} & X_{3}=\partial_{u}-\epsilon \partial_{v}, X_{4}=u \partial_{u}-\epsilon u \partial_{v}, X_{5}=v \partial_{u}-\epsilon v \partial_{v}, \\ & X_{6}=t \partial_{x}-(v+\epsilon u) \partial_{v} \end{aligned}$ |
| 25. | $v+\epsilon u$ | $\begin{aligned} & X_{3}=2 t \partial_{t}+x \partial_{x}-u \partial_{u}-v \partial_{v} \\ & X_{4}=t^{2} \partial_{t}+x t \partial_{x}-(\epsilon u t+v t+x) \partial_{v} \\ & X_{5}=\epsilon t \partial_{x}-\partial_{u}, X_{6}=t \partial_{x}-\partial_{v}, X_{7}=v \partial_{u}-\epsilon v \partial_{v}, \\ & X_{8}=u \partial_{u}-\epsilon u \partial_{v}, X_{9}=(\epsilon u t+v t+x) \partial_{u}-\epsilon(\epsilon u t+v t+x) \partial_{v} \end{aligned}$ |

Here $\epsilon, \delta, \gamma, n, m$ and $r$ are arbitrary constants. In $1-7, m, n \neq 0$ and $\delta \neq \epsilon$. In $8-10, n, \gamma \neq 0$. In 13-16 $m, r \neq 0$. In $17,18 \delta \neq 0$. In $20 m \neq 0$ and $\delta \neq \epsilon$.

Note 6.2. We have used the equivalence transformations to simplify the forms of $f(u, v)$ and $k(u, v)$. However in some cases, we have kept the form of these functions in order to verify certain special cases. For example, system (6.5) with $f(u, v)=k(u, v)=v+\epsilon u$ (entry 25 of Table 6.3) can be mapped into the same system with $f(u, v)=k(u, v)=v$ using the member of the equivalence transformations

$$
t \mapsto t, \quad x \mapsto x, \quad u \mapsto u, \quad v \mapsto v-\epsilon u .
$$

Similarly, we can use the above mapping for entries $1-7(\delta \mapsto \delta-\epsilon), 12-24$ to transform $v+\epsilon u$ into $v$. In an inverse manner, we can use the inverse transformation to replace $v$ by $v+\epsilon u$ in entries 8-11.

### 6.4 Examples of nonclassical reductions

Bluman and Cole introduced a new method for finding group-invariant solutions of partial differential equations [9] which was called "non-classical reduction". Later, it was also called, by different authors, conditional symmetries, Q-conditional symmetries and reduction operators [27,29,54]. A precise and rigorous definition of nonclassical invariance was first formulated in [26] where they generalized the Lie definition of invariance (see also [101]). The necessary definitions and relevant statements on the theory of nonclassical reductions can be found in [95].

We search for non-classical reductions for the classes (6.4) and (6.5). Non-classical reductions for the special case of $(6.3)$ where $f(u, v)=u$ and $k(u, v)=v$ were obtained in [4,16]. We require invariance of equation (6.4) in conjunction with its invariant surface conditions

$$
\begin{aligned}
& \tau(x, t, u, v) u_{t}+\xi(x, t, u, v) u_{x}=\eta(x, t, u, v) \\
& \tau(x, t, u, v) v_{t}+\xi(x, t, u, v) v_{x}=\mu(x, t, u, v)
\end{aligned}
$$

under the infinitesimal transformations generated by

$$
\Gamma=\tau(x, t, u, v) \frac{\partial}{\partial t}+\xi(x, t, u, v) \frac{\partial}{\partial x}+\eta(x, t, u, v) \frac{\partial}{\partial u}+\mu(x, t, u, v) \frac{\partial}{\partial v}
$$

The non-classical method for finding reductions leads to an over-determined nonlinear system of partial differential equations for finding the forms of the coefficient functions $\tau(x, t, u, v), \xi(x, t, u, v), \eta(x, t, u, v)$ and $\mu(x, t, u, v)$ while in the case of classical Lie method the corresponding system consists of linear partial differential equations. Obviously, the derivation of non-classical reductions is not an easy task.

For evolution equations there exist two principally different cases of finding the operator $\Gamma$, $\tau \neq 0$ and $\tau=0$. In the present chapter, we consider the case with $\tau \neq 0$ and without loss of generality we can assume that $\tau=1$. When $\tau=0$ (known as "no-go" case), we can take without loss of generality $\xi=1$.

We apply the second extension of the operator $\Gamma$ to the system (6.4) and we eliminate the derivatives $u_{x x}, v_{x x}$ using the system and $u_{t}, v_{t}$ from the invariant surface conditions. The result is a polynomial in the variables $u_{x}, v_{x}$. The coefficients of various powers of these variables give the following determining system

$$
\begin{aligned}
& \xi_{u u}=\xi_{v v}=\xi_{u v}=0 \\
& \eta_{u u}-2 \xi_{u x}+2 \xi \xi_{u}+2 \xi_{u} f+\epsilon_{2} u \xi_{v}=0 \\
& \mu_{v v}-2 \xi_{v x}+2 \xi \xi_{v}+2 \xi_{v} k+\epsilon_{1} v \xi_{u}=0 \\
& \eta_{v v}+\epsilon_{1} v \xi_{v}=0 \\
& \mu_{u u}+\epsilon_{2} u \xi_{u}=0 \\
& 2 \eta_{u v}-2 \xi_{v x}+2 \epsilon_{1} v \xi_{u}+2 \xi \xi_{v}+\xi_{v} f+\xi_{v} k=0 \\
& 2 \mu_{u v}-2 \xi_{u x}+2 \epsilon_{2} u \xi_{v}+2 \xi \xi_{u}+\xi_{u} f+\xi_{u} k=0 \\
& 2 \eta_{u x}-\epsilon_{2} u \eta_{v}+\epsilon_{1} v \mu_{u}-2 \eta \xi_{u}-\xi_{x x}+2 \xi \xi_{x}+\xi_{x} f+\eta f_{u}+\mu f_{v}+\xi_{t}=0 \\
& 2 \mu_{v x}-\epsilon_{1} v \mu_{u}+\epsilon_{2} u \eta_{v}-2 \mu \xi_{v}-\xi_{x x}+2 \xi \xi_{x}+\xi_{x} k+\eta k_{u}+\mu k_{v}+\xi_{t}=0, \\
& 2 \eta_{v x}-\epsilon_{1} v \eta_{u}+\epsilon_{1} v \mu_{v}+\eta_{v} f-\eta_{v} k-2 \eta \xi_{v}+\epsilon_{1} v \xi_{x}+\epsilon_{1} \mu=0 \\
& 2 \mu_{u x}-\epsilon_{2} u \mu_{v}+\epsilon_{2} u \eta_{u}+\mu_{u} k-\mu_{u} f-2 \mu \xi_{u}+\epsilon_{2} u \xi_{x}+\epsilon_{2} \eta=0 \\
& \eta_{t}-\eta_{x x}-\eta_{x} f-\epsilon_{1} v \mu_{x}+2 \eta \xi_{x}=0 \\
& \mu_{t}-\mu_{x x}-\mu_{x} k-\epsilon_{2} u \eta_{x}+2 \mu \xi_{x}=0 .
\end{aligned}
$$

The solution of the determining system provides the forms of the functions $f(u, v), k(u, v)$ and also the forms of the coefficient functions $\xi(x, t, u, v), \eta(x, t, u, v), \mu(x, t, u, v)$. We point out that every Lie symmetry generator is also a non-classical generator. Hence, our task is to find reductions that are not equivalent to Lie symmetry reductions. For the system (6.5) the corresponding determining system coincides with the above with $\epsilon_{1}=\epsilon_{2}=0$.

Here we present two examples of nonclassical reductions and the complete classification will be considered in a separate work. The system

$$
u_{t}=u_{x x}-\epsilon_{1} \frac{v^{2}}{u} u_{x}+\epsilon_{1} v v_{x}, \quad v_{t}=v_{x x}-\epsilon_{2} \frac{u^{2}}{v} v_{x}+\epsilon_{2} u u_{x}
$$

admits the nonclassical generator

$$
X=\partial_{t}-\frac{3}{x} \partial_{x}-\frac{3 u}{x^{2}} \partial_{u}-\frac{3 v}{x^{2}} \partial_{v}
$$

which produces the similarity mapping

$$
u=x \phi(\zeta), \quad v=x \psi(\zeta), \quad \zeta=x^{2}+6 t
$$

that transforms the system into the system of ordinary differential equations

$$
2 \phi \phi^{\prime \prime}-\epsilon_{1} \psi^{2} \phi^{\prime}+\epsilon_{1} \phi \psi \psi^{\prime}=0, \quad 2 \psi \psi^{\prime \prime}-\epsilon_{2} \phi^{2} \psi^{\prime}+\epsilon_{2} \phi \psi \phi^{\prime}=0
$$

This example is analogue to the one presented in [4].
The system

$$
u_{t}=u_{x x}+(v+\epsilon u) u_{x}, \quad v_{t}=v_{x x}+(v+\epsilon u) v_{x}
$$

admits the nonclassical generator

$$
X=\partial_{t}-(v+\epsilon u) \partial_{x}
$$

As we have seen earlier, the above system with $\epsilon \neq 0$ is equivalent to the system with $\epsilon=0$. In the case $\epsilon=0$, we have the implicit similarity reduction

$$
u=\phi(\zeta), \quad v=\psi(\zeta), \quad \zeta=t v+x
$$

that reduces the system into the simple linear system

$$
\phi^{\prime \prime}=0, \quad \psi^{\prime \prime}=0
$$

which gives the solutions

$$
u=\frac{c_{3} x+\left(c_{2} c_{3}-c_{1} c_{4}\right) t+c_{4}}{1-c_{1} t}, \quad v=\frac{c_{1} x+c_{2}}{1-c_{1} t}
$$

### 6.5 A linearizing Burgers system

It is well known that the Hopf-Cole transformation connects Burgers equation with the linear heat equation. In references $[4,29]$ the following Hopf-Cole-type mapping appears

$$
u^{\prime}=\frac{u_{x}}{u}, \quad v^{\prime}=v_{x}-\frac{u_{x}}{u} v
$$

which maps the nonlinear system

$$
u_{t^{\prime}}^{\prime}=u_{x^{\prime} x^{\prime}}^{\prime}+2 u^{\prime} u_{x^{\prime}}^{\prime}, \quad v_{t^{\prime}}^{\prime}=v_{x^{\prime} x^{\prime}}^{\prime}+2 v^{\prime} u_{x^{\prime}}^{\prime}
$$

into the linear system

$$
\begin{equation*}
u_{t}=u_{x x}, \quad v_{t}=v_{x x} \tag{6.51}
\end{equation*}
$$

Here we present a similar example for the general class (6.5). In particular, the nonlinear system

$$
u_{t^{\prime}}^{\prime}=u_{x^{\prime} x^{\prime}}^{\prime}+u^{\prime} u_{x^{\prime}}^{\prime}, \quad v_{t^{\prime}}^{\prime}=v_{x^{\prime} x^{\prime}}^{\prime}+u^{\prime} v_{x^{\prime}}^{\prime}
$$

(which admits 9 Lie symmetries) is connected with the linear system (6.51) under the Hopf-Cole-type mapping

$$
\begin{equation*}
u^{\prime}=\frac{2 u_{x}}{u}, \quad v^{\prime}=\frac{v}{u} \tag{6.52}
\end{equation*}
$$

The idea for deriving such linearizing mappings for general classes of Burgers-type systems, as for diffusion-type systems $[44,87,88]$, will be considered in a separate work in the near future.

## Chapter 7

## Symmetry analysis of two-dimensional Burgers system

### 7.1 Introduction

In the last decades a lot of attention has been paid to study the various forms of Burgers equations [82]. If we ignore the pressure gradient terms from the incompressible Navier-Stokes equations, we obtain the nonlinear system

$$
\begin{align*}
& u_{t}+u u_{x}+v u_{y}-\frac{1}{\operatorname{Re}}\left(u_{x x}+u_{y y}\right)=0 \\
& v_{t}+u v_{x}+v v_{y}-\frac{1}{\operatorname{Re}}\left(v_{x x}+v_{y y}\right)=0 \tag{7.1}
\end{align*}
$$

which is known as the two-dimensional Burgers system, where Re is the Reynolds number. We point out that the solution of the system (7.1) will not, necessarily, satisfy the continuity equation. The system (7.1) has been considered, for example, in $[34,83]$ where certain underlying geometric and group theoretical properties were discussed.

It is well known that the Hopf-Cole transformation relates the Burgers equation and the linear heat equation $[18,35]$. This transformation can be generalized for multi-dimensional equations $[3,18]$. In two dimensions the generalization of Hopf-Cole transformation is

$$
u=-\frac{2}{\operatorname{Re}} \frac{\phi_{x}}{\phi}, \quad v=-\frac{2}{\operatorname{Re}} \frac{\phi_{y}}{\phi}
$$

which relates the system (7.1) with the additional constraint $u_{y}=v_{x}$ and the system

$$
\phi_{t}-\phi_{x x}-\phi_{y y}=0
$$

Solutions of this linear equation provide solutions of system (7.1) with the use of the Hopf-Cole transformation.

Transformation properties of evolution equations and systems have been widely studied because of the many practical benefits that such knowledge provides and also because of the variety of physical applications for which these equations are model equations. The knowledge of the Lie group of point symmetries is particularly useful in the study of a partial differential equation. While there is no existing general theory for solving nonlinear PDEs, these methods have proved to be very powerful. The Lie group analysis of system (7.1) has been studied by various authors $[1,25,91]$. Although the derivation of Lie symmetries is accurate, the analysis on reductions of the system (7.1) is incomplete. For example, in [25] an optimal system is presented where two Lie symmetries admitted by the system are missing.

We present the complete list of similarity reductions. This goal can be achieved by constructing the optimal system either of one or two-dimensional subalgebras of its Lie symmetry algebra. The optimal system of two-dimensional subalgebras enables us to reduce the system (7.1) directly to system of ordinary differential equations. The optimal system of one-dimensional subalgebras leads to reductions where the reduced systems consist of PDEs in two independent variables. Then, we derive the Lie symmetries for each reduced system and consequently we construct the corresponding optimal system which is used to have the second reduction. Although the second approach involves of more calculations, it has the advantage of unfolding possible missing (hidden) symmetries.

The results of the present chapter, appear in [51].

### 7.2 Lie invariance algebra and complete point symmetry group

The classical approach for deriving Lie symmetries is well known and established, see for example in references $[13,68,72]$. Firstly, we note that the point transformation

$$
x^{\prime}=\frac{x}{\sqrt{\mathrm{Re}}}, \quad y^{\prime}=\frac{y}{\sqrt{\mathrm{Re}}}, \quad t^{\prime}=t, \quad u^{\prime}=\frac{u}{\sqrt{\mathrm{Re}}}, \quad v^{\prime}=\frac{v}{\sqrt{\mathrm{Re}}},
$$

maps (7.1) into

$$
\begin{align*}
& u_{t}+u u_{x}+v u_{y}-\left(u_{x x}+u_{y y}\right)=0,  \tag{7.2}\\
& v_{t}+u v_{x}+v v_{y}-\left(v_{x x}+v_{y y}\right)=0 .
\end{align*}
$$

Therefore, without loss of generality we can take $\operatorname{Re}=1$.
The Lie symmetry algebra of the system (7.2) can be found in [1, 25, 91]. The maximal Lie invariance algebra of the Burgers system is the so-called reduced (i.e., centerless) special Galilei algebra [28] with space dimension two

$$
A^{\max }=\left\langle X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}, X_{7}, X_{8}\right\rangle,
$$

where

$$
\begin{aligned}
& X_{1}=\partial_{t}, \quad X_{2}=2 t \partial_{t}+x \partial_{x}+y \partial_{y}-u \partial_{u}-v \partial_{v}, \\
& X_{3}=t^{2} \partial_{t}+t x \partial_{x}+t y \partial_{y}+(x-t u) \partial_{u}+(y-t v) \partial_{v}, \quad X_{4}=x \partial_{y}-y \partial_{x}+u \partial_{v}-v \partial_{u}, \\
& X_{5}=\partial_{x}, \quad X_{6}=\partial_{y}, \quad X_{7}=t \partial_{x}+\partial_{u}, \quad X_{8}=t \partial_{y}+\partial_{v} .
\end{aligned}
$$

The commutation relations of $A^{\max }$ and the adjoint actions for the Lie algebra of the system (7.2), are given in Tables 7.1 and 7.2, respectively.

Table 7.1: Commutation relations of $A^{\max }$ of the system (7.2)

|  | $X_{1}$ | $X_{2}$ | $X_{3}$ | $X_{4}$ | $X_{5}$ | $X_{6}$ | $X_{7}$ | $X_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | $2 X_{1}$ | $X_{2}$ | 0 | 0 | 0 | $X_{5}$ | $X_{6}$ |
| $X_{2}$ | $-2 X_{1}$ | 0 | $2 X_{3}$ | 0 | $-X_{5}$ | $-X_{6}$ | $X_{7}$ | $X_{8}$ |
| $X_{3}$ | $-X_{2}$ | $-2 X_{3}$ | 0 | 0 | $-X_{7}$ | $-X_{8}$ | 0 | 0 |
| $X_{4}$ | 0 | 0 | 0 | 0 | $-X_{6}$ | $X_{5}$ | $-X_{8}$ | $X_{7}$ |
| $X_{5}$ | 0 | $X_{5}$ | $X_{7}$ | $X_{6}$ | 0 | 0 | 0 | 0 |
| $X_{6}$ | 0 | $X_{6}$ | $X_{8}$ | $-X_{5}$ | 0 | 0 | 0 | 0 |
| $X_{7}$ | $-X_{5}$ | $-X_{7}$ | 0 | $X_{8}$ | 0 | 0 | 0 | 0 |
| $X_{8}$ | $-X_{6}$ | $-X_{8}$ | 0 | $-X_{7}$ | 0 | 0 | 0 | 0 |



### 7.3 Subalgebras of Lie invariance algebra

The classification of subalgebras of Galilei algebras was considered in a number of papers, see $[5,6,28]$ and references therein. We have listed inequivalent subalgebras of $A^{\text {max }}$ from the very beginning and compare the obtained list with the list presented in [28].

We classify subalgebras of the algebra $A^{\max }$, up to the equivalence relation generated by the induced adjoint action of the point symmetry group $G$ of the Burgers system on $A^{\text {max }}$. Onedimensional inequivalent subalgebras: In the case when the Lie algebra is solvable, we need to start with the general element of Lie symmetry algebra,

$$
X=a_{1} X_{1}+a_{2} X_{2}+a_{3} X_{3}+a_{4} X_{4}+a_{5} X_{5}+a_{6} X_{6}+a_{7} X_{7}+a_{8} X_{8}
$$

From Table 7.1 we conclude that the Lie algebra is not solvable, so we cannot make use of the above procedure. In our case we use the Levi decomposition of the specific algebra.

$$
A^{\max }=\left\langle X_{1}, X_{2}, X_{3}\right\rangle \oplus\left\langle X_{4}, X_{5}, X_{6}, X_{7}, X_{8}\right\rangle,
$$

where the subalgebra

$$
\left\langle X_{1}, X_{2}, X_{3}\right\rangle
$$

is called the Levi factor of $A^{\max }$ and the subalgebra

$$
\left\langle X_{4}, X_{5}, X_{6}, X_{7}, X_{8}\right\rangle
$$

is a radical of $A^{\max }$.
From [68] we find that the optimal system of the Levi factor is

$$
\{0\},\left\{X_{1}\right\},\left\{X_{2}\right\},\left\{X_{1}+X_{3}\right\}
$$

For each element we add the tail

$$
a_{4} X_{4}+a_{5} X_{5}+a_{6} X_{6}+a_{7} X_{7}+a_{8} X_{8}
$$

and we use the table with the adjoint actions 7.2 to construct the desired optimal system. We obtain the following independent elements: In the case of $\left\{X_{1}\right\}$ we obtain $A_{\kappa}^{\max 1.1}, A^{\max 1.2}$. The second element leads to $A_{\kappa}^{\max } 1.3$. The element $\left\{X_{1}+X_{3}\right\}$ provides us with the results $A_{\kappa}^{\max 1.4}, A_{\mu}^{\max 1.5}$. Finally, the element $\{0\}$ gives $A^{\max 1.6}, A^{\max 1.7}, A^{\max 1.8}$. Below, we list all the derived elements after the application of the adjoint actions.

$$
\begin{aligned}
& A_{\kappa}^{\max 1.1}=\left\langle X_{1}+\kappa X_{4}\right\rangle_{\kappa \in\{0,1\}}, \quad A^{\max 1.2}=\left\langle X_{1}+X_{8}\right\rangle, \quad A_{\kappa}^{\max 1.3}=\left\langle X_{2}+2 \kappa X_{4}\right\rangle_{\kappa \geqslant 0}, \\
& A_{\kappa}^{\max 1.4}=\left\langle X_{1}+X_{3}+\kappa X_{4}\right\rangle_{\kappa \geqslant 0}, \quad A_{\mu}^{\max 1.5}=\left\langle X_{1}+X_{3}+X_{4}+\mu\left(X_{7}-X_{6}\right)\right\rangle_{\mu>0}, \\
& A^{\max 1.6}=\left\langle X_{4}\right\rangle, \quad A^{\max 1.7}=\left\langle X_{7}-X_{6}\right\rangle, \quad A^{\max 1.8}=\left\langle X_{6}\right\rangle
\end{aligned}
$$

Two-dimensional inequivalent subalgebras consist of the following: [79]

$$
\begin{aligned}
& A_{\kappa}^{\max 2.1}=\left\langle X_{1}, X_{2}+\kappa X_{4}\right\rangle_{\kappa \geqslant 0}, \quad A^{\text {max } 2.2}=\left\langle X_{1}, X_{4}\right\rangle, \quad A^{\text {max } 2.3}=\left\langle X_{2}, X_{4}\right\rangle, \\
& A^{\text {max } 2.4}=\left\langle X_{1}+X_{3}, X_{4}\right\rangle, \quad A_{\mu}^{\max 2.5}=\left\langle X_{1}+X_{3}+X_{4}+\mu\left(X_{8}+X_{5}\right), X_{7}-X_{6}\right\rangle_{\mu \geqslant 0}, \\
& A_{\mu}^{\max 2.6}=\left\langle X_{7}-X_{6}, X_{8}+\mu X_{5}\right\rangle_{\mu>0}, \\
& A_{\mu \nu}^{\max 2.7}=\left\langle X_{6}, X_{1}+\mu X_{7}+\nu X_{8}\right\rangle_{\mu, \nu \geqslant 0, \mu^{2}+\nu^{2} \in\{0,1\}}, \\
& A^{\text {max } 2.8}=\left\langle X_{6}, X_{2}\right\rangle, \quad A^{\text {max } 2.9}=\left\langle X_{6}, X_{5}\right\rangle, \quad A^{\max 2.10}=\left\langle X_{6}, X_{8}\right\rangle, \\
& A_{\mu}^{\max 2.11}=\left\langle X_{6}, X_{7}+\mu X_{8}\right\rangle_{\mu \geqslant 0}, \quad A^{\text {max } 2.12}=\left\langle X_{6}, X_{8}+X_{5}\right\rangle .
\end{aligned}
$$

The two-dimensional subalgebras can be used to reduce the initial system (7.2), directly to systems of ODEs. In the case of one-dimensional subalgebras, the system (7.2), is reduced to a system of PDEs in two independent variables. The next step is to determine the Lie symmetries of the reduced systems, which lead to similarity reductions that transform these systems to systems of ODEs. Clearly, the second choice is lengthier. However, in this way it is possible to unfold missing symmetries of the reduced systems of PDEs. The definition and theory of missing symmetries can be found, for example, in [13].

### 7.4 Lie reductions of codimension one

Ansatzes constructed with one-dimensional subalgebras of $A^{\max }$ reduce the system (7.2) to systems of two partial differential equations in two independent variables. This can be achieved, by solving the appropriate invariant surface conditions

$$
\begin{aligned}
& \tau(x, y, t, u, v) u_{t}+\xi^{x}(x, y, t, u, v) u_{x}+\xi^{y}(x, y, t, u, v) u_{y}=\eta(x, y, t, u, v), \\
& \tau(x, y, t, u, v) v_{t}+\xi^{x}(x, y, t, u, v) v_{x}+\xi^{y}(x, y, t, u, v) v_{y}=\mu(x, y, t, u, v),
\end{aligned}
$$

which correspond to the symmetry generator

$$
\Gamma=\tau \frac{\partial}{\partial t}+\xi^{x} \frac{\partial}{\partial x}+\xi^{y} \frac{\partial}{\partial y}+\eta \frac{\partial}{\partial u}+\mu \frac{\partial}{\partial v} .
$$

Below, for each of the one-dimensional subalgebras listed in the previous section, we present an ansatz constructed for $(u, v)$ with this subalgebra and the corresponding reduced system. Here

$$
\phi=\phi(\xi, \eta), \psi=\psi(\xi, \eta)
$$

are new unknown functions of the invariant independent variables $(\xi, \eta)$.
1.1. $A_{\kappa}^{\max 1.1}=\left\langle X_{1}+\kappa X_{4}\right\rangle_{\kappa \in\{0,1\}}$ :

$$
\begin{aligned}
& u=\phi \cos \tau-\psi \sin \tau-\kappa y, \\
& v=\phi \sin \tau+\psi \cos \tau+\kappa x,
\end{aligned}
$$

where $\quad \xi=x \cos \tau+y \sin \tau, \quad \eta=-x \sin \tau+y \cos \tau, \quad \tau:=\kappa t ;$

$$
\begin{aligned}
& \phi \phi_{\xi}+\psi \phi_{\eta}-\phi_{\xi \xi}-\phi_{\eta \eta}-2 \kappa \psi-\kappa \xi=0, \\
& \phi \psi_{\xi}+\psi \psi_{\eta}-\psi_{\xi \xi}-\psi_{\eta \eta}+2 \kappa \phi-\kappa \eta=0 .
\end{aligned}
$$

1.2. $A^{\max 1.2}=\left\langle X_{1}+X_{8}\right\rangle: \quad u=\phi, \quad v=\psi+t, \quad$ where $\quad \xi=x, \quad \eta=y-\frac{t^{2}}{2}$;

$$
\begin{aligned}
& \phi \phi_{\xi}+\psi \phi_{\eta}-\phi_{\xi \xi}-\phi_{\eta \eta}=0, \\
& \phi \psi_{\xi}+\psi \psi_{\eta}-\psi_{\xi \xi}-\psi_{\eta \eta}+1=0 .
\end{aligned}
$$

1.3. $A_{\kappa}^{\max 1.3}=\left\langle X_{2}+2 \kappa X_{4}\right\rangle_{\kappa \geqslant 0}$ :

$$
\begin{aligned}
& u=\frac{1}{\sqrt{|t|}}(\phi \cos \tau-\psi \sin \tau)+\frac{x}{2 t}-\kappa \frac{y}{t}, \\
& v=\frac{1}{\sqrt{|t|}}(\phi \sin \tau+\psi \cos \tau)+\frac{y}{2 t}+\kappa \frac{x}{t},
\end{aligned}
$$

where $\quad \xi=\frac{1}{\sqrt{|t|}}(x \cos \tau+y \sin \tau), \quad \eta=\frac{1}{\sqrt{|t|}}(-x \sin \tau+y \cos \tau), \quad \tau:=\kappa \ln |t| ;$

$$
\begin{aligned}
& \phi \phi_{\xi}+\psi \phi_{\eta}-\phi_{\xi \xi}-\phi_{\eta \eta}-2 \hat{\kappa} \psi-\left(\kappa^{2}+\frac{1}{4}\right) \xi=0, \\
& \phi \psi_{\xi}+\psi \psi_{\eta}-\psi_{\xi \xi}-\psi_{\eta \eta}+2 \hat{\kappa} \phi-\left(\kappa^{2}+\frac{1}{4}\right) \eta=0, \quad(\hat{\kappa}:=\kappa \operatorname{sgn} t) .
\end{aligned}
$$

1.4. $A_{\kappa}^{\max 1.4}=\left\langle X_{1}+X_{3}+\kappa X_{4}\right\rangle_{\kappa \geqslant 0}$ :

$$
\begin{aligned}
& u=\frac{1}{\sqrt{t^{2}+1}}(\phi \cos \tau-\psi \sin \tau)+\frac{t x}{t^{2}+1}-\frac{\kappa y}{t^{2}+1} \\
& v=\frac{1}{\sqrt{t^{2}+1}}(\phi \sin \tau+\psi \cos \tau)+\frac{t y}{t^{2}+1}+\frac{\kappa x}{t^{2}+1}
\end{aligned}
$$

where $\quad \xi=\frac{1}{\sqrt{t^{2}+1}}(x \cos \tau+y \sin \tau), \quad \eta=\frac{1}{\sqrt{t^{2}+1}}(-x \sin \tau+y \cos \tau), \quad \tau:=\kappa \tan ^{-1} t ;$

$$
\begin{aligned}
& \phi \phi_{\xi}+\psi \phi_{\eta}-\phi_{\xi \xi}-\phi_{\eta \eta}-2 \kappa \psi+\left(1-\kappa^{2}\right) \xi=0, \\
& \phi \psi_{\xi}+\psi \psi_{\eta}-\psi_{\xi \xi}-\psi_{\eta \eta}+2 \kappa \phi+\left(1-\kappa^{2}\right) \eta=0 .
\end{aligned}
$$

1.5. $A_{\mu}^{\max 1.5}=\left\langle X_{1}+X_{3}+X_{4}+\mu\left(X_{7}-X_{6}\right)\right\rangle_{\mu>0}$ :

$$
\begin{aligned}
& u=\frac{t \phi+\psi}{t^{2}+1}+\frac{t(x+\mu)}{t^{2}+1}-\frac{y}{t^{2}+1} \\
& v=\frac{-\phi+t \psi}{t^{2}+1}+\frac{t y}{t^{2}+1}+\frac{x-\mu}{t^{2}+1}
\end{aligned}
$$

where $\quad \xi=\frac{t x-y}{t^{2}+1}-\mu \tan ^{-1} t, \quad \eta=\frac{x+t y}{t^{2}+1} ;$

$$
\begin{aligned}
& \phi \phi_{\xi}+\psi \phi_{\eta}-\phi_{\xi \xi}-\phi_{\eta \eta}-2 \psi=0 \\
& \phi \psi_{\xi}+\psi \psi_{\eta}-\psi_{\xi \xi}-\psi_{\eta \eta}+2 \phi+2 \mu=0 .
\end{aligned}
$$

1.6. $A^{\max 1.6}=\left\langle X_{4}\right\rangle: \quad u=\frac{x}{r} \phi-\frac{y}{r} \psi+\frac{x}{r^{2}}, \quad v=\frac{y}{r} \phi+\frac{x}{r} \psi+\frac{y}{r^{2}}$,
where $\xi=t, \quad \eta=r:=\sqrt{x^{2}+y^{2}}$;

$$
\begin{aligned}
& \phi_{\xi}+\phi \phi_{\eta}-\phi_{\eta \eta}-\frac{\psi^{2}}{\eta}-\frac{1}{\eta^{3}}=0 \\
& \psi_{\xi}+\phi \psi_{\eta}-\psi_{\eta \eta}+\frac{\phi \psi}{\eta}+2 \frac{\psi}{\eta^{2}}=0
\end{aligned}
$$

1.7. $A^{\max 1.7}=\left\langle X_{7}-X_{6}\right\rangle: \quad u=\frac{\phi-t \psi+t x-y}{t^{2}+1}, \quad v=\frac{t \phi+\psi+x+t y}{t^{2}+1}$, where $\quad \xi=\tan ^{-1} t, \quad \eta=\frac{x+t y}{t^{2}+1} ;$

$$
\begin{aligned}
& \phi_{\xi}+\phi \phi_{\eta}-\phi_{\eta \eta}-2 \psi=0 \\
& \psi_{\xi}+\phi \psi_{\eta}-\psi_{\eta \eta}+2 \phi=0 .
\end{aligned}
$$

1.8. $A^{\max 1.8}=\left\langle X_{6}\right\rangle: \quad u=\phi, \quad v=\psi, \quad$ where $\quad \xi=t, \quad \eta=x ;$

$$
\begin{aligned}
& \phi_{\xi}+\phi \phi_{\eta}-\phi_{\eta \eta}=0 \\
& \psi_{\xi}+\phi \psi_{\eta}-\psi_{\eta \eta}=0
\end{aligned}
$$

The linearizing mapping for this reduced system is given by the Hopf-Cole-type transformation

$$
\phi=-2 \frac{A_{x}}{A}, \quad \psi=\frac{B}{A}
$$

where the functions $A$ and $B$ satisfy the linear heat equation

$$
\alpha_{t}-\alpha_{x x}=0
$$

In the next section, we classify the Lie symmetries of the above eight reduced systems.

### 7.5 Lie symmetries of reduced systems of PDEs

We have selected ansatzes in such a way that the reduced systems are quite simple and can be grouped into two sets depending on their structure, which is convenient for studying their symmetries and finding exact solutions.

We note that the reduced systems 1.1-1.5 are of the general form

$$
\begin{aligned}
& \phi \phi_{\xi}+\psi \phi_{\eta}-\phi_{\xi \xi}-\phi_{\eta \eta}-2 \kappa \psi+\alpha \xi=0, \\
& \phi \psi_{\xi}+\psi \psi_{\eta}-\psi_{\xi \xi}-\psi_{\eta \eta}+2 \kappa \phi+\alpha \eta+\beta=0,
\end{aligned}
$$

where $\kappa, \alpha$ and $\beta$ are constants with $\alpha \beta=0$. We investigate the group classification of the above system. We find that, depending on the values of these parameters, a system of the above form admits the following maximal Lie invariance algebra $B$ :

$$
\begin{array}{ll}
\alpha \neq 0, \beta=0: & B=\left\langle Y_{3}\right\rangle, \\
\alpha=0, \beta \neq 0: & B=\left\langle Y_{1}, Y_{2}\right\rangle, \\
\alpha=\beta=0, \kappa \neq 0: & B=\left\langle Y_{1}, Y_{2}, Y_{3}\right\rangle, \\
\alpha=\beta=\kappa=0: & B=\left\langle Y_{1}, Y_{2}, Y_{3}, Y_{4}\right\rangle,
\end{array}
$$

where

$$
\begin{aligned}
& Y_{1}=\partial_{\xi}, \quad Y_{2}=\partial_{\eta}, \quad Y_{3}=\xi \partial_{\eta}-\eta \partial_{\xi}+\phi \partial_{\psi}-\psi \partial_{\phi}, \\
& Y_{4}=\xi \partial_{\xi}+\eta \partial_{\eta}-\phi \partial_{\phi}-\psi \partial_{\psi} .
\end{aligned}
$$

As a result, the maximal Lie invariance algebras of reduced systems 1.1-1.5 are respectively

$$
\begin{aligned}
& B^{1}=\left\langle Y_{3}\right\rangle \quad \text { if } \quad \kappa=1 \quad \text { and } \quad B^{1}=\left\langle Y_{1}, Y_{2}, Y_{3}, Y_{4}\right\rangle \quad \text { if } \quad \kappa=0, \\
& B^{2}=\left\langle Y_{1}, Y_{2}\right\rangle, \quad B^{3}=\left\langle Y_{3}\right\rangle, \\
& B^{4}=\left\langle Y_{3}\right\rangle \quad \text { if } \quad \kappa \neq 1 \quad \text { and } \quad B^{4}=\left\langle Y_{1}, Y_{2}, Y_{3}\right\rangle \quad \text { if } \quad \kappa=1, \\
& B^{5}=\left\langle Y_{1}, Y_{2}\right\rangle .
\end{aligned}
$$

The other three reduced systems are of the form

$$
\begin{aligned}
& \phi_{\xi}+\phi \phi_{\eta}-\phi_{\eta \eta}+F(\xi, \eta, \phi, \psi)=0, \\
& \psi_{\xi}+\phi \psi_{\eta}-\psi_{\eta \eta}+G(\xi, \eta, \phi, \psi)=0,
\end{aligned}
$$

where the parameter-functions $F=F(\xi, \eta, \phi, \psi), G=G(\xi, \eta, \phi, \psi)$ are at most quadratic in $(\phi, \psi)$. The maximal Lie invariance algebras of the reduced systems 1.6-1.8 have the following
structure:

$$
\begin{aligned}
B^{6}= & \left\langle\partial_{\xi}, 2 \xi \partial_{\xi}+\eta \partial_{\eta}-\phi \partial_{\phi}-\psi \partial_{\psi}\right. \\
& \left.\xi^{2} \partial_{\xi}+\xi \eta \partial_{\eta}+(\eta-\xi \phi) \partial_{\phi}-\xi \psi \partial_{\psi}\right\rangle \\
B^{7}= & \left\langle\partial_{\xi}, \partial_{\eta}, \cos (2 \xi) \partial_{\eta}-2 \sin (2 \xi) \partial_{\phi}-2 \cos (2 \xi) \partial_{\psi}\right. \\
& \left.\sin (2 \xi) \partial_{\eta}+2 \cos (2 \xi) \partial_{\phi}-2 \sin (2 \xi) \partial_{\psi}\right\rangle \\
B^{8}= & \left\langle\partial_{\xi}, 2 \xi \partial_{\xi}+\eta \partial_{\eta}-\phi \partial_{\phi}-\psi \partial_{\psi}, \xi^{2} \partial_{\xi}+\xi \eta \partial_{\eta}+(\eta-\xi \phi) \partial_{\phi}\right. \\
& \left.\partial_{\eta}, \xi \partial_{\eta}+\partial_{\phi}, \partial_{\psi}, \phi \partial_{\psi},(\eta-\xi \phi) \partial_{\psi}, \psi \partial_{\psi}\right\rangle
\end{aligned}
$$

The question which arises is whether the reduced systems, which correspond to cases $A_{\kappa}^{\max 1.1}-A^{\max 1.8}$, admit hidden (missing) symmetries. The investigation showed that only the linearizable case $A^{\max 1.8}$, admits hidden symmetries. Since cases $A_{\kappa}^{\max 1.1}-A^{\max 1.7}$ do not admit hidden symmetries, we use two-dimensional subalgebras to reduce the system (7.2), to systems of ODEs. This analysis is carried out in the next section.

### 7.6 Lie reductions of codimension two

Since the reduced system constructed with the subalgebra $A^{\max 1.8}=\left\langle X_{6}\right\rangle$ is linearizable, a twodimensional subalgebra of $A^{\max }$ is significant for use in the course of reducing of the system (7.2) only if it does not contain the vector field $X_{6}$ or, more generally, a vector field equivalent to $X_{6}$. Therefore, only the subalgebras $A_{\kappa}^{\max }{ }^{2.1}-A_{\mu}^{\max 2.6}$ are significant for Lie reduction among the listed two-dimensional inequivalent subalgebras. Below, for each of these subalgebras, we present an ansatz constructed for $(u, v)$ and the corresponding reduced system. Here $\phi=\phi(\xi), \psi=\psi(\xi)$, are new unknown functions of the invariant independent variable $\xi$, and $r:=\sqrt{x^{2}+y^{2}}$.
2.1. $A_{\kappa}^{\max 2.1}=\left\langle X_{1}, X_{2}+\kappa X_{4}\right\rangle_{\kappa \geqslant 0}$ :

$$
\begin{aligned}
& u=\frac{x}{r^{2}} \phi-\frac{y}{r^{2}} \psi, \quad v=\frac{y}{r^{2}} \phi+\frac{x}{r^{2}} \psi, \quad \text { where } \quad \xi=\tan ^{-1} \frac{y}{x}-\kappa \ln r \\
& (\psi-\kappa \phi-2 \kappa) \phi^{\prime}-\left(\kappa^{2}+1\right) \phi^{\prime \prime}+2 \psi^{\prime}-\phi^{2}-\psi^{2}=0 \\
& (\psi-\kappa \phi-2 \kappa) \psi^{\prime}-\left(\kappa^{2}+1\right) \psi^{\prime \prime}-2 \phi^{\prime}=0
\end{aligned}
$$

2.2. $A^{\max 2.2}=\left\langle X_{1}, X_{4}\right\rangle$ :
$u=\frac{x \phi-y \psi}{r}+\frac{x}{r^{2}}, \quad v=\frac{y \phi+x \psi}{r}+\frac{y}{r^{2}}, \quad$ where $\quad \xi=r ;$
$\phi \phi^{\prime}-\phi^{\prime \prime}-\frac{\psi^{2}}{\xi}-\frac{1}{\xi^{3}}=0$,
$\phi \psi^{\prime}-\psi^{\prime \prime}+\frac{\phi \psi}{\xi}+2 \frac{\psi}{\xi^{2}}=0$.
2.3. $A^{\max 2.3}=\left\langle X_{2}, X_{4}\right\rangle$ :

$$
\begin{aligned}
& u=\frac{x \phi-y \psi}{r \sqrt{|t|}}+\frac{x}{r^{2}}+\frac{x}{2 t}, \quad v=\frac{y \phi+x \psi}{r \sqrt{|t|}}+\frac{y}{r^{2}}+\frac{y}{2 t}, \quad \text { where } \quad \xi=\frac{r}{\sqrt{|t|}} \\
& \phi \phi^{\prime}-\phi^{\prime \prime}-\frac{\psi^{2}}{\xi}-\frac{1}{\xi^{3}}-\frac{\xi}{4}=0 \\
& \phi \psi^{\prime}-\psi^{\prime \prime}+\frac{\phi \psi}{\xi}+2 \frac{\psi}{\xi^{2}}=0 .
\end{aligned}
$$

2.4. $A^{\max 2.4}=\left\langle X_{1}+X_{3}, X_{4}\right\rangle$ :

$$
\begin{aligned}
& u=\frac{x \phi-y \psi}{r \sqrt{t^{2}+1}}+\frac{x}{r^{2}}+\frac{t x}{t^{2}+1}, \quad v=\frac{y \phi+x \psi}{r \sqrt{t^{2}+1}}+\frac{y}{r^{2}}+\frac{t y}{t^{2}+1}, \quad \text { where } \quad \xi=\frac{r}{\sqrt{t^{2}+1}} \\
& \phi \phi^{\prime}-\phi^{\prime \prime}-\frac{\psi^{2}}{\xi}-\frac{1}{\xi^{3}}+\xi=0 \\
& \phi \psi^{\prime}-\psi^{\prime \prime}+\frac{\phi \psi}{\xi}+2 \frac{\psi}{\xi^{2}}=0 .
\end{aligned}
$$

2.5. $A_{\mu}^{\max 2.5}=\left\langle X_{1}+X_{3}+X_{4}+\mu\left(X_{8}+X_{5}\right), X_{7}-X_{6}\right\rangle_{\mu \geqslant 0}$ :
$u=\frac{\phi-t \psi+t x-y+\mu}{t^{2}+1}, \quad v=\frac{t \phi+\psi+x+t y+\mu t}{t^{2}+1}$,
where $\quad \xi=\frac{x+t y}{t^{2}+1}-\mu \tan ^{-1} t ;$
$\phi \phi^{\prime}-\phi^{\prime \prime}-2 \psi=0$,
$\phi \psi^{\prime}-\psi^{\prime \prime}+2 \phi+2 \mu=0$.
2.6. $\left.A_{\mu}^{\max 2.6}=\left\langle X_{7}-X_{6}\right), X_{8}+\mu X_{5}\right\rangle_{\mu>0}$ :

$$
\begin{aligned}
& u=\frac{t \phi-\mu \psi+t x-\mu y}{t^{2}+\mu}, \quad v=\frac{\phi+t \psi+x+t y}{t^{2}+\mu}, \quad \text { where } \quad \xi=t \\
& \phi^{\prime}=0, \quad \psi^{\prime}=0
\end{aligned}
$$

The maximal Lie invariance algebras of the above systems of ODEs are the following:
2.1. $\left\langle\partial_{\xi}\right\rangle ;$
2.2. $\left\langle\xi \partial_{\xi}-\phi \partial_{\phi}-\psi \partial_{\psi}\right\rangle ;$
2.3. $\{0\}$;
2.4. $\{0\}$;
2.5. $\left\langle\partial_{\xi}\right\rangle ;$
2.6. $\left\langle\alpha(\xi, \phi, \psi) \partial_{\xi}+\beta(\phi, \psi) \partial_{\phi}+\gamma(\phi, \psi) \partial_{\psi}\right\rangle$,
where $\alpha, \beta$ and $\gamma$ run through the sets of smooth functions of their arguments.
Therefore, all Lie symmetries of the significant reduced systems of ODEs are induced by Lie symmetries of the original system (7.2), and thus they should not be used for the further reductions to systems of algebraic equations.

## Chapter 8

## Further study

The main purpose of the present thesis was to establish a-priori restrictions on the form of the coefficient functions of the symmetry generator (4.3), in order to avoid difficult and complicated calculations when group classification is needed. This problem becomes more risky, using symbolic manipulation packets, especially when arbitrary elements appear in the system of PDEs under consideration. This goal was achieved with the theorems proved in Chapter 4. The motivation of this work came from the papers of $\mathrm{Tu}[93]$ and Bluman [12]. Such restrictions obtained where applied in Chapters 5 and 6, to simplify the procedure of group classification of systems (5.2) and (6.4-6.5), respectively.

In this final chapter of the thesis, we list some open problems that need to be considered in the future.

The first problem which needs further investigation is whether Theorem 4.1 admits a generalization in the case when the number of PDEs of the system under consideration and the number of the dependent variables are equal. That is, if the Jacobian matrix which corresponds to the derivatives of the right-hand sides of the PDEs with respect to the highest order spatial derivatives of the dependent variables, is not a nilpotent matrix of degree two, then $\tau=\tau(t)$.

We would also like to deal with a system in which the above condition is biased. We are planning to examine a system of two PDEs with two independent and two dependent variables, where both the trace and the determinant of the aforementioned Jacobian matrix vanish. An interesting example of such a system is

$$
u_{t}=\left[(u+c v)^{n} u_{x}+c(u+c v)^{n} v_{x}\right]_{x}, \quad v_{t}=-\left[\frac{1}{c}(u+c v)^{n} u_{x}+(u+c v)^{n} v_{x}\right]_{x},
$$

where $c$ is nonzero constant. This is a member of the general class

$$
u_{t}=\left[f(u, v) u_{x}+h(u, v) v_{x}\right]_{x}, \quad v_{t}=\left[k(u, v) u_{x}+g(u, v) v_{x}\right]_{x},
$$

and admits the Lie symmetry

$$
X=\phi(u+c v) \partial_{t},
$$

where $\phi$ is an arbitrary function of $u+c v$. This is an example of system of PDEs where the coefficient function $\tau$ depends not only on $t$.

We, furthermore, would like to take into account systems (5.1) and (6.3). Such systems are generalizations of systems (5.2) and (6.4)-(6.5), respectively, that were investigated in two separate chapters in the thesis. The Group classification will be carried out in future papers. Moreover, the classification of potential symmetries will be investigated. For example, system

$$
\begin{equation*}
u_{t}=u_{x x}+2 u u_{x}, \quad v_{t}=v_{x x}+2 u v_{x}+2 v u_{x}, \tag{8.1}
\end{equation*}
$$

which is a member of class (6.3), can be written as a system of four equations,

$$
w_{x}=u, \quad w_{t}=u^{2}+u_{x}, \quad z_{x}=v, \quad z_{t}=2 u v+v_{x},
$$

by introducing the potential variables $w$ and $z$. This system admits 9 Lie symmetries and 2 infinite-dimensional symmetries. Eight symmetries project into Lie symmetries of the original system and the remaining symmetry

$$
X_{9}=v \partial_{u}-2 v z \partial_{v}+z \partial_{w}-z^{2} \partial_{z}
$$

and the two infinite-dimensional symmetries

$$
\begin{aligned}
& X_{\alpha}=\left(\alpha_{x}-\alpha u\right) e^{-w} \partial_{u}-\left[\left(\alpha_{x}-\alpha u\right) z+\alpha v\right] e^{-w} \partial_{v}+\alpha e^{-w} \partial_{w}-\alpha z e^{-w} \partial_{z}, \\
& X_{\beta}=\left(\beta_{x}-\beta u\right) e^{-w} \partial_{v}+\beta e^{-w} \partial_{z},
\end{aligned}
$$

where $\alpha(x, t)$ and $\beta(x, t)$ are solutions of the linear heat equation.
Motivated by the Hopf-Cole transformation, we can derive similar mappings for the general system (6.3). An example of such a transformation is

$$
u=\frac{\phi_{x}}{\phi}=(\ln \phi)_{x}, \quad v=\frac{\phi_{x} \psi-\phi \psi_{x}}{\phi^{2}}=-\left(\frac{\psi}{\phi}\right)_{x},
$$

which maps the system (8.1) into the linear system

$$
\phi_{t}=\phi_{x x}, \quad \psi_{t}=\psi_{x x} .
$$

Some other interesting open problems that need lengthier investigation contain equivalence transformations of systems of two diffusion equations with two independent and two dependent variables. Our aim is to prove that the point transformation which corresponds to $t^{\prime}$ depends only on $t$.

Finally, regarding Chapter 7, we search for exact solutions of the reduced systems of ODEs.

## Bibliography

[1] Abdulwanhhab M.A., Exact solutions and conservation laws of system of two-dimensional viscous Burgers equations, Commun. Nonlinear Sci. Numer. Simul. 39 (2016), 283-299.
[2] Adem K.R., Khalique C.M., On the solutions and conservation laws of the coupled Drinfeld-Sokolov-Satsuma-Hirota system, Bounday Value Problems 248 (2014), 11 pp.
[3] Ames W.F., Nonlinear partial differential equations in engineering, Academic press, New York, (1965).
[4] Arrigo D.J., Ekrut D.A., Fliss J.R., Le L., Nonclassical symmetries of a class of Burgers' systems, J. Math. Anal. Appl. 371 (2010), 813-820.
[5] Barannik L.F., Fushchich W.I., Continuous subgroups of the generalized Schrödinger groups, J. Math. Phys. 30 (1989), 280-290.
[6] Barannyk L., On the classification of subalgebras of the Galilei algebras, J. Nonlinear Math. Phys 2 (1995), 263-268.
[7] Basarab-Horwath P., Lahno V., Zhdanov R., The structure of Lie algebras and the classification problem for partial differential equations, Acta Appl. Math. 69 (2001), 43-94.
[8] Bihlo A., Dos Santos Cardoso-Bihlo E., Popovych R.O. Complete group classification of a class of nonlinear wave equations, J. Math. Phys. 53 (2012), paper 123515.
[9] Bluman G.W., Cole J.D., The general similarity solution of the heat equation, J. Math. Mech. 18 (1969), 1025-1042.
[10] Bluman G.W., Kumei S., On the remarkable nonlinear diffusion equation ( $\partial / \partial x[a(u+$ $\left.b)^{-2}(\partial u / \partial x)\right]-(\partial u / \partial t)=0$, J. Math. Phys. 21 (1980), 1019-1023.
[11] Bluman G.W., Reid G.J., Kumei S., New classes of symmetries of partial differential equations, J. Math. Phys. 29 (1988), 806-811.
[12] Bluman G.W., Simplifying the form of Lie groups admitted by a given differential equation, J. Math. Anal. Appl. 145 (1990), 52-62.
[13] Bluman G.W., Kumei S., Symmetries and differential equations, Springer, New York (1989).
[14] Bluman G.W., Anco S.C., Symmetry and integration methods for differential equations, Springer, New York (2002).
[15] Bluman G.W., Cheviakov A.F., Anco S.C., Applications of symmetry methods to partial differential equations, Springer, New York (2010).
[16] Cherniha R., Serov M., Nonlinear systems of the Burgers-type equations: Lie and $Q$ conditional symmetries, Ansätze and solutions, J. Math. Anal. Appl. 282 (2003), 305-328.
[17] Cheviakov A.F., GeM software package for computation of symmetries and conservation laws of differential equations, Comp. Phys. Comm. 176 (2007), 48-61.
[18] Cole J.D., On a quasi-linear parabolic equation occuring in aerodynamics, Quart. Appl. Math. 9 (1951), 225-236.
[19] Crank J., The Mathematics of Diffusion. Oxford:London, (1979).
[20] Crighton D.G., Basic nonlinear acoustics, in: D. Sette (Ed.), Frontiers in Physical Acoustics. North-Holland:Amsterdam, (1986).
[21] Dimas S., Tsoubelis D., SYM: A new symmetry-finding package for Mathematica, Proceedings of Tenth International Conference in Modern Group Analysis (Larnaca, Cyprus, 2004), 64-70.
[22] Drinfeld V.G., Sokolov W., Equations of Korteweg-de Vries type and simple Lie algebras, Dokl. Akad. Nauk SSSR 258 (1981), 11-16.
[23] Edwards M.P., Classical symmetry reductions of nonlinear diffusion-convection equations, Phys. Lett. A 190 (1994), 149-154.
[24] Edwards M.P., Hill J.M., Selvadurai A.P.S., Lie group symmetry analysis of transport in porous media with variable transmissivity, J. Math. Anal. Appl. 341 (2008), 906-921.
[25] El-Sayed M.F., Moatimid G.M., Moussa M.H.M., El-Shiekh R.M., El-Satar A.A., Symmetry group analysis and similarity solutions for the (2+1)-dimensional coupled Burger's system, Math. Methods Appl. Sci. 37 (2014), 1113-1120.
[26] Fushchich W.I., Tsyfra I.M., On a reduction and solutions of the nonlinear wave equations with broken symmetry, J. Phys. A: Math. Gen. 20 (1987), L45-L48.
[27] Fushchich W.I., Serov N.I., Conditional invariance and exact solutions of a nonlinear acoustics equation, Dokl. Akad. Nauk Ukrain. SSR Ser. A 10 (1988), 27-31 (in Russian).
[28] Fushchich W.I., Barannik L.F., Barannik A.F., Subgroup analysis of Galilei and Poincare groups and the reduction of nonlinear equations, Naukova Dumka, Kyiv 10 (1991), 301 pp (in Russian).
[29] Fushchich W.I., Shtelen W.M., Serov M.I., Popovych R.O., Q-conditional symmetry of the linear heat equation, Proc. Acad. Sci. Ukraine 12 (1992), 28-33.
[30] Fushchich W.I., Shtelen W.M., Serov N.I., Symmetry Analysis and Exact Solutions of Equations of Nonlinear Mathematical Physics, Kluwer, Dordrecht, (1993).
[31] Head A.K., LIE, a PC program for Lie analysis of differential equations, Comput. Phys. Comm. 77 (1993), 241-248.
[32] Hereman W., Review of symbolic software for the computation of Lie symmetries of differential equations, Euromath Bull. 1 (1994), 45-82.
[33] Hereman W., Review of symbolic software for Lie symmetry analysis. Algorithms and software for symbolic analysis of nonlinear systems, Math. Comput. Modelling 25 (1997), 115132.
[34] Hlavatý L., Steinberg S., Wolf K.B., Linear and nonlinear differential equations as invariants on coset bundles. Nonlinear phenomena (Oaxtepec, 1982), Lecture Notes in Phys. Springer, Berlin-New York 189 (1983), 439-451.
[35] Hopf E., The partial differential equation $u_{t}+u u_{x}=\mu u_{x x}$, Comm. Pure Appl. Math. 3 (1950), 201-230.
[36] Ibragimov N.H., Lie group analysis of differential equations: Symmetries, exact solutions and conservation laws, CRC Press, Boca Raton, (1994).
[37] Ibragimov N.H., Elementary Lie group analysis and ordinary differential equations, Wiley, New York (1999).
[38] Ivanova N.M., Popovych R.O., Sophocleous C., Conservation laws of variable coefficient diffusion-convection equations, In: N.H. Ibragimov et al. (ed.), Proc. of Tenth International Conference in Modern Group Analysis (Larnaca, Cyprus, 2004), Nicosia, arXiv:mathph/0505015 (2005), 107-113.
[39] Ivanova N.M., Sophocleous C., Conservation laws and potential symmetries of systems of diffusion equations, J. Phys. A: Math. Theor. 41 (2008), paper 235201.
[40] Ivanova N.M., Popovych R.O., Sophocleous C., Group analysis of variable coefficient diffusion-convection equations, I. Enhanced group classification, Lobachevskii J. Math. 31 (2010), 100-122.
[41] Ivanova N.M., Sophocleous C., Lie group analysis and exact solutions of systems of diffusion equations, Techical Report 2/2011, Department of Mathematics and Statistics, University of Cyprus.
[42] Ito M., Symmetries and conservation laws of a coupled nonlinear wave equation, Phys. Lett. A 91 (1982), 335-338.
[43] Jury W.A., Letey J., Stolzy L.H., Flow of water and energy under desert conditions. In Water in Desert Ecosystems, Editors Evans D., Thames J.L., Stroudsburg, PA: Dowden, Hutchinson and Ross, (1981), 92-113.
[44] Kang J., Qu C.Z., Linearization of systems of nonlinear diffusion equations, Chinese Phys. Lett. 24 (2007), 2467-2470.
[45] Katkov V.L., Group classification of solutions of Hopf's equations (Russian), Zh. Prikl. Mekh. Tech. Fiz. 6 (1965), 105-106.
[46] Kingston J.G., Sophocleous C., On form-preserving point transformations of partial differential equations, J. Phys. A:Math. Gen. 31 (1998), 1597-1619.
[47] Kingston J.G., Sophocleous C., Symmetries and form-preserving transformations of onedimensional wave equations with dissipation, Int. J. Nonlinear Mech. 36 (2001), 987-997.
[48] Kontogiorgis S., Sophocleous C., Group classification of systems of diffusion equations, Math. Methods Appl. Sci. 40 (2017), 1746-1756.
[49] Kontogiorgis S., Sophocleous C., On the simplification of the form of Lie transformation groups admitted by systems of evolution differential equations, J. Math. Anal. Appl. 449 (2017), 1619-1636.
[50] Kontogiorgis S., Sophocleous C., Lie symmetry analysis of Burgers-type systems, Math. Methods Appl. Sci. 41 (2018), 1197-1213.
[51] Kontogiorgis S., Popovych R.O., Sophocleous C. Enhanced symmetry analysis of twodimensional Burgers system, submitted, arXiv: 170.02708
[52] Kunzinger M., Popovych R.O., Singular reduction operators in two dimensions, J. Phys. A:Math. Theor. 41 (2008), paper 505201.
[53] Kurujyibwami C., Basarab-Horwath P., Popovych R.O., Algebraic method for group classification of (1+1)-dimensional linear Schrödinger equations, arXiv:1607.04118.
[54] Levi D., Winternitz P., Non-classical symmetry reduction: example of the Boussinesq equation, J. Phys. A: Math. Gen. 22 (1989), 2915-2924.
[55] Lie S. Klassifikation und Integration von gewohnlichen Differentialgleichungen zwischen $x$, y, die eine Gruppe von Transformationen gestatten I, II, Math. Ann. 32 (1888), 213-281.
[56] Long F-S., Meleshko S.V., On the complete group classification of the one-dimensional nonlinear Klein-Gordon equation with a delay, Mathematical Methods in the Applied Sciences 39 (2016), 3255-3270.
[57] Magadeev B.A., On group classification of nonlinear evolution equations, Algebra i Analiz 5 (1993), 141-156 (in Russian); English translation in St. Petersburg Math. J. 5 (1994) 345-359.
[58] Mahomed F.M., Safdar M., Zama J., Ibragimov-type invariants for a system of two linear parabolic equations, Commun. Nonlinear Sci. Numer. Simul. 17 (2012), 3140-3147.
[59] Makinde O.D., Moitsheki R.J., Tau B.A., Similarity reductions of equations for river pollution, Appl. Math. Comput. 188 (2007), 1267-1273.
[60] Meleshko S.V., Group classification of the equations of two-dimensional motions of a gas, J. Appl. Math. Mech. 58 (1994), 629-635.
[61] Meleshko S.V., Generalization of the equivalence transformations, Nonlinear Math. Phys. 3 (1996), 170-174.
[62] Murray J.D., Mathematical Biology I: An Introduction, third ed. Springer:New York, (2002).
[63] Murray J.D., Mathematical Biology II: Spatial Models and Biomedical Applications, third ed. Springer:New York, (2003).
[64] Nikitin A.G., Popovych R.O., Group classification of nonlinear Schrodinger equations, Ukr. Math. J. 53 (2001), 1255-1265.
[65] Nikitin A.G., Group classification of systems of non-linear reaction-diffusion equations with general diffusion matrix. I. Generalized Ginzburg-Landau equations, J. Math. Anal. Appl. 324 (2006), 615-628.
[66] Nikitin A.G., Group classification of systems of nonlinear reaction-diffusion equations with triangular diffusion matrix, Ukr. Math. J. 59 (2007), 439-458.
[67] Nikitin A.G., Group classification of systems of non-linear reaction-diffusion equations with general diffusion matrix. II. Generalized Turing systems, J. Math. Anal. Appl. 332 (2007), 666-690.
[68] Olver P., Applications of Lie groups to differential equations, Springer, New York (1986).
[69] Opanasenko S., Bihlo A., Popovych R.O., Group analysis of general Burgers-Korteweg-de Vries equations, J. Math. Phys. 58 (2017), paper 081511.
[70] Oron A., Rosenau P., Some symmetries of the nonlinear heat and wave equations, Phys. Lett. A 118 (1986), 172-176.
[71] Ovsiannikov L.V., Group relations of the equation of non-linear heat conductivity, Dokl Akad Nauk SSSR 1250 (1959), 492-495 (in Russian).
[72] Ovsiannikov L.V., Group analysis of differential equations, Academic, New York (1982).
[73] Philip J.R., de Vries D.A., Moisture movement in porous media under temperature gradients, Transactions - American Geophysical Union 38 (1957), 222-232.
[74] Pocheketa O.A., Popovych R.O., Extended symmetry analysis of generalized Burgers equations, J. Math. Phys. 58 (2017), paper 101501.
[75] Popovych R.O., Ivanova N.M., Eshraghi H., Group classification of (1+1)-dimensional Schrodinger equations with potentials and power nonlinearities, J. Math. Phys. 45 (2004), 3049-3057.
[76] Popovych R.O., Ivanova N.M., New results on group classification of nonlinear diffusionconvection equations, J. Phys. A: Math. Gen. 37 (2004), 7547-7565.
[77] Popovych R.O., Kunzinger M., Ivanova N.M., Conservation laws and potential symmetries of linear parabolic equations, Acta Appl. Math. 100 (2008), 113-185.
[78] Popovych R.O., Kunzinger M., Eshraghi H., Admissible transformations and normalized classes of nonlinear Schrödinger equations, Acta Appl. Math. 109 (2010), 315-359.
[79] Popovych R.O., Private Communications.
[80] Rosenau P., Hyman J.M., Analysis of nonlinear mass and energy diffusion, Phys. Rev. A 32 (1985), 2370-2373.
[81] Rosenau P., Hyman J.M., Plasma diffusion across a magnetic field, Physica D 20 (1986), 444-446.
[82] Sachdev P.L., Nonlinear difisive waves, Cambridge University Press, New York, (1987).
[83] Salerno M., On the phase manifold geometry of the two-dimensional Burgers equation, Phys. Lett. A 121 (1987), 15-18.
[84] Satsuma J., Hirota R., A coupled KdV equation is one of the four-reduction of the KP hierarchy, J. Phys. Soc. Jpn. 51 (1982), 3390-3397.
[85] Schwarz F., Automatically determining symmetries of partial differential equations, Computing 34 (1985), 91-106.
[86] Sophocleous C., Symmetries for certain coupled nonlinear Schrödinger equations, J. Phys. A:Math. Gen. 27 (1994), L515-L520.
[87] Sophocleous C., Wiltshire R.J., Linearisation and potential symmetries of certain systems of diffusion equations, Physica A $\mathbf{3 7 0}$ (2006), 329-345.
[88] Sophocleous C., Wiltshire R.J., On linearizing systems of diffusion equations, SIGMA 2 (2006), paper 004.
[89] Stepanova I.V., Symmetry analysis of nonlinear heat and mass transfer equations under Soret effect, Commun. Nonlinear Sci. Numer. Simul. 20 (2015), 684-691.
[90] Su-Ping Q., Li-Xin T., Lie symmetry analysis and reduction of a new integrable coupled KdV system, Chinese Physics 16 (2007), 303-309.
[91] Tamizhmani K.M., Punithavathi P., Similarity reductions and Painlevé property of the coupled higher-dimensional Burgers' equation, Int. J. Nonlinear Mech. 26 (1991), 427-438.
[92] Touloukian Y.S., Powell P.W., Ho C.Y., Klemens P.G., Thermodynamics Properties of Matter, 1 Plenum:New York, (1970).
[93] Tu G.Z., On the similarity solution of evolution equation, Lett. Math. Phys. 4 (1980) 347355.
[94] Vaneeva O.O., Johnpillai A.G., Popovych R.O., Sophocleous C., Enhanced group analysis and conservation laws of variable coefficient reaction-diffusion equations with power nonlinearities, J. Math. Anal. Appl. 330 (2007), 1363-1386.
[95] Vaneeva O.O., Popovych R.O., Sophocleous C., Enhanced group analysis and exact solutions of variable coefficient semilinear diffusion equations with a power source, Acta Appl. Math. 106 (2009), 1-46.
[96] Vaneeva O.O., Popovych R.O., More common errors in finding exact solutions of nonlinear differential equations: Part I, Commun. Nonlinear Sci. Numer. Simul. 15 (2010), 3887-3899.
[97] Vaneeva O.O., Popovych R.O., Sophocleous C., Extended group analysis of variable coefficient reaction-diffusion equations with exponential nonlinearities, J. Math. Anal. Appl. 396 (2012), 225-242.
[98] Vaneeva O.O., Popovych R.O., Sophocleous C., Equivalence transformations in the study of integrability, Physica Scripta 89 (2014), paper 038003.
[99] Vaneeva O.O., Posta S., Equivalence groupoid of a class of variable coefficient Korteweg-de Vries equations, J. Math. Phys. 58 (2017), paper 101504.
[100] Wolf T., An efficiency improved program LIEPDE for determining Lie-symmetries of PDEs, Proc. of Modern Group Analysis, Catania, Italy, Oct. 1992, Kluwer Acad. (1993), 377-385.
[101] Zhdanov R.Z., Tsyfra I.M., Popovych R.O., A precise deffinition of reduction of partial differential equations, J. Math. Anal. Appl. 238 (1999), 101-123.
[102] Maple User Manual, Maplesoft, 2014. http ://www.maplesoft.com/documentationcenter/ maple18/UserManual.pdf

