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#### Abstract

In this work, we address a number of crucial steps in order to evaluate the nucleon unpolarized helicity and trasversity parton distribution functions within the framework of lattice QCD. Discretization artifacts are investigated using a $N_{f}=2+1+1$ gauge ensemble of Wilson twisted mass fermions simulated at a pion mass of approximately $M_{\pi}=370 \mathrm{MeV}$. The unpolarized and helicity parton distribution functions show a non-negligible dependence on the lattice spacing, with the continuum extrapolation producing a better agreement with phenomenology.

The direct computation of the Fourier transform using discrete lattice data may introduce artifacts and we, therefore, use a new data-driven method based on Gaussian process regression, the so-called Bayes-Gauss Fourier transform to overcome the limitations of the discrete Fourier transform. We find that this data-driven approach can drastically reduce the artifacts introduced by the discretization of the Fourier transform, however, the final effect on the light-cone PDFs is small. This finding suggests that the deviations seen between the current lattice QCD results and phenomenological determinations cannot be attributed solely to the discretization of the Fourier transform.

Furthermore, we present results of the first $a b$ initio calculation of the individual up, down, and strange unpolarized, helicity and transversity parton distribution functions for the proton. The analysis is performed on an $N_{f}=2+1+1$ twisted mass cloverimproved fermion ensemble simulated at a pion mass of 260 MeV . We employ the hierarchical probing algorithm to evaluate the disconnected quark loops, allowing us to obtain non-zero results for the disconnected isoscalar contribution and the strange quark matrix elements. In particular, the results for the strange quark distributions, which are poorly constrained from global fit analysis, provide valuable information on the structure of the nucleon.
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## Chapter

## Introduction

Parton distribution functions (PDFs) are key quantities for understanding the structure of hadrons. For example, they encode information on the distribution of spin and momentum among quarks and gluons. Since they are non-perturbative quantities they are difficult to calculate. They are mostly determined through global fits to experimental data of proton scattering. Being light cone matrix elements, they were not calculable within lattice QCD until a new theoretical approach was put forward. It relies on large momentum effective theory (LamET) and a specific implementation is the so-called quasi-PDF approach [8]. Another similar approach is the so-called pseudoPDFs $[9,10]$. The quasi-PDF and pseudo-PDF methodologies allows one to compute parton distributions from first-principle lattice QCD simulations. Our study is mainly focused on the computation of nucleon PDFs employing the quasi-PDFs methodology, however, all the approaches related with the computation of PDFs within lattice QCD share similar challenging aspects, both computational and theoretical. The quasi-PDFs methodology allows a quantitative prediction of nucleon parton distributions [11-20], as well as interesting insights on the $\Delta^{+}$baryon [21] and the pion meson [22-26]. Moreover, recently, the formalism is extended to generalized parton distributions (GPDs) and exploratory studies are undertaken [27-32]. Furthermore, the formalism can be applied to transverse-momentum dependent parton distribution functions (TMDs) [33-44].

The work presented in this thesis, is based on Refs. [45-48] and has been carried out within the Extended Twisted Mass Collaboration (ETMC). It covers different aspects of the lattice computation of PDFs employing the quasi-PDf approach, and will be presented in Chaps. 5, 7 and 6. In Chap. 2, we give a brief theoretical introduction to the parton model, the definition of parton distribution functions and their moments and an overview about the state-of-the-art regarding the phenomenological determina-
tion of the nucleon PDFs. In Chap. 3, we summarize the most important theoretical aspects of quantum chromodynamics (QCD) and introduce lattice QCD (LQCD), a non-perturbative approach to the solution of QCD in a discretized space-time. The computation of PDFs in the LQCD framework is not straightforward: different approaches are developed over the years to directly compute parton distributions, among which quasi-PDFs that is discussed in the last section of Chap. 3. In Chap. 4, we examine in depth the technical aspects regarding the computation of the matrix elements required to evaluate the quasi-PDF operator and the signal improvement techniques.

A crucial aspect in the evaluation of PDFs in lattice QCD is controlling the various sources of systematic effects. For instance, the discretization of space implies that we replace the continuous Fourier transform (FT) with a discrete FT (DFT). Such replacement introduces in certain circumstances artifacts to the resulting PDFs, constituting an additional source systematic effect. Therefore, we develop a new datadriven procedure, namely the Bayes-Gauss FT (BGFT), presented in Chap. 5 allowing us to overcome the limitations of the DFT for PDF reconstruction when employing the quasi-PDF approach.

Due to technical reasons, the lattice community focused in the last years on the evaluation of the isovector $u-d$ contributions to the nucleon PDFs. However, the development of new computational techniques, together with the continuous advancement in computing capabilities, makes possible the direct computation of the disconnected contribution to single-flavor PDFs within the lattice-QCD framework. In Chap. 6, we show the results of the first exploratory study within the lattice QCD framework of the flavor decomposition of unpolarized, helicity, and transversity proton parton distribution functions.

Finally, in Chap. 7, we present the results of the first analysis of the discretization artifacts affecting the quasi-PDF operator and arising from the presence of a finite lattice spacing in lattice-QCD simulations.

## Chapter

## Theoretical framework of parton distribution functions

Parton distribution functions (PDFs) can be defined in the framework of the parton model formulated in 1969by Feynman [49]. It gained immediately great success since it was successful in modeling the electron-proton deep inelastic scattering [50]. Since then, a huge effort has been made to measure PDFs with ever increasing precision and to design experiments allowing to measure the most elusive distributions. In what follows, we will provide an overview of the parton model (Sec. 2.1) and the definition of PDFs and their moments (Sec. 2.2) and finally, in Sec. 2.3, a summary of the state-of-the-art phenomenological determination of the unpolarized, helicity and transversity nucleon parton distribution functions.

### 2.1 Parton model

The main idea behind the parton model is that hadrons are composed of subparticles, i.e. the partons, possessing decoherent wave functions. This means that one can treat the partons inside the hadron essentially as free particles, carrying a fraction of the parton's momentum. The model was originally introduced by Feynman [49] to study the high-energy hadron collisions and its effectiveness was immediately apparent when computing the $e^{-} p^{+}$deep inelastic cross section. Indeed, within the parton model assumption, the process reduces to an elastic e-parton scattering, whose diagram is shown in Fig.2.1.

Assuming that the parton incoming momentum $p_{i}^{\mu}$ corresponds to a fraction $\xi$ of the proton momentum, $p_{i}^{\mu}=\xi P^{\mu}$, then from momentum conservation, it follows that the Lorentz invariant

$$
\begin{equation*}
x=\frac{\xi Q^{2}}{2 p_{i} \cdot q}=\xi \tag{2.1}
\end{equation*}
$$

is a constant. It can be shown that, assuming the validity of the parton model, the cross section is approximately independent on $Q^{2}$ for fixed $x$. This result is known as Bjorken scaling and it is beautifully confirmed by the data shown in Fig. 2.2. The key ingredient of the parton model is the classical probability $f(\xi) d \xi$ to find a


Figure 2.1: Diagram for elastic e-parton scattering. The circle represents the proton with momentum $P^{\mu}$, and the three lines represent the partons within the hadron, only one of which participates in the interaction with the electron. $q$ is the momentum transfer and $Q=\sqrt{-q^{2}}$.


Figure 2.2: Proton structure function $F_{2}\left(x, Q^{2}\right)$ as a function of the momentum transfer $Q^{2}$. Figure taken from Ref. [51].
parton (quark or gluon) possessing a fraction $\xi$ of the proton momentum. These $f_{i}(\xi)$ are known as parton distribution functions (PDFs). From the parton model assumption, it follows that the cross section for the Deep Inelastic Scattering (DIS) process $e^{-} p_{i} \rightarrow e^{-} X$ reduces to

$$
\sigma\left(e^{-} P^{+} \rightarrow e^{-} X\right)=\sum_{i} \int_{0}^{1} d \xi f_{i}(\xi) \hat{\sigma}\left(e^{-} p_{i} \rightarrow e^{-} X\right)
$$

The previous formula coincides with the statement of the factorization theorem that has been proven only in a couple of examples. The physical justification is that the typical interaction time between partons is $\sim \Lambda_{Q C D}^{-1}$, that is much slower than the time scales $\sim Q^{-1}$ that the photon probes.

### 2.2 Parton Distribution Functions

The parton distribution function of a hadron $N$ with momentum $P=\left(P_{0}, 0,0, P_{3}\right)$ is determined by the matrix element

$$
\begin{equation*}
h\left(\xi^{-} \lambda \cdot P\right) \equiv \frac{1}{2 \lambda \cdot P}\langle N| \bar{\psi}\left(\xi^{-} \lambda\right) \not \backslash \Gamma W\left(\xi^{-} \lambda, 0\right) \psi(0)|N\rangle, \tag{2.2}
\end{equation*}
$$

where $\psi$ is the quark bilinear, $\lambda=(1,0,0,-1) / \sqrt{2}$ and $\xi^{-}=\left(\xi^{0}-\xi^{3}\right) / \sqrt{2}$ is the minuscomponent of the nucleon position four-vector $\xi$ expressed in the light-cone coordinate system. Due to the structure of $\lambda$, we can rewrite $\lambda \cdot P=P^{+}=\left(P^{0}+P^{3}\right) / \sqrt{2}$ and $X=\lambda \cdot \gamma=\gamma^{+}$, with $\gamma$ corresponding to the Dirac gamma matrices four-vector. The Wilson line $W(\zeta \lambda, \eta \lambda)$ reads

$$
\begin{equation*}
W(\zeta, \eta) \equiv \exp \left(-i g \int_{\eta}^{\zeta} d \rho \lambda \cdot A(\rho \lambda)\right) \tag{2.3}
\end{equation*}
$$

with $A$ being the gauge field and $g$ the strong coupling constant. The matrix $\Gamma$ acts in Dirac space, and it is defined as the product of Dirac matrices, depending on the kind of PDF:

- unpolarized distribution $q(x, \mu), \Gamma=\mathbf{1}$, probability density to find a parton carrying a fraction $x$ of the hadron momentum $P$;
- helicity distribution $\Delta q(x, \mu), \Gamma=\gamma_{5}$, probability density to find a longitudinally polarized parton in a longitudinally polarized hadron carrying a fraction $x$ of the hadron momentum $P$;
- transversity distribution $\delta q(x, \mu), \Gamma=\gamma_{j}$, with the $j$-index purely spatial and orthogonal to the direction of the hadron momentum. This gives the probability density to find a transversely polarized parton in a transversely polarized hadron carrying a fraction $x$ of the hadron momentum $P$.

The physical PDF of the hadron $|N\rangle$ is then defined as the Fourier transform [52]

$$
\begin{align*}
q(x, P, \mu) & \equiv \int_{-\infty}^{\infty} \frac{d \xi^{-} \lambda \cdot P}{4 \pi} e^{+i x \xi^{-} \lambda \cdot P} h\left(\xi^{-} \lambda \cdot P\right)  \tag{2.4}\\
& =\int_{-\infty}^{\infty} \frac{d \xi^{-} P^{+}}{4 \pi} e^{+i x \xi^{-} \cdot P^{+}} h\left(\xi^{-} P^{+}\right),
\end{align*}
$$

where $\mu$ is the renormalization scale. The integration domain lies on the light-cone, defined as the locus specified by the equation $\xi^{2}=\xi_{0}^{2}-\vec{\xi} \cdot \vec{\xi}=0$. A fundamental property of Eq. (2.4) is that it is invariant under Lorentz boosts along the $z$-direction.


Direction of motion

Transversity $\delta q(x)$
Helicity $\Delta q(x)$ to the spin of the parton and the one of the hadron respectively.

Indeed, by applying such a transformation to the vector $\lambda$, we get

$$
\begin{equation*}
\lambda=\frac{1}{\sqrt{2}}(1,0,0,-1) \rightarrow \lambda^{\prime}=\frac{\gamma(1+\beta)}{\sqrt{2}}(1,0,0,-1) \tag{2.5}
\end{equation*}
$$

and changing integration variable $\xi^{\prime-}=\gamma(1+\beta) \xi^{-}$the integral remains unchanged. In particular, this definition is valid in the rest frame where $P_{3}=0$.
Finally, a set of important identities, known as crossing relations [53], allows to relate the distribution of the antiquark $\bar{f}$ to the distribution of the quark $f$

$$
\begin{equation*}
\bar{q}_{f}(x)=-q_{f}(-x), \quad \Delta \bar{q}_{f}(x)=\Delta q_{f}(-x), \quad \delta \bar{q}_{f}(x)=-\delta q_{f}(-x) . \tag{2.6}
\end{equation*}
$$

### 2.2.1 Moments of PDFs

Parton distribution functions have to satisfy some theoretical constraints, that can be formulated applying the Mellin transform. In particular, the n-th moment of the distribution $q_{f}(x)$ of the flavor $f$ is defined as

$$
\begin{equation*}
\left\langle x^{n}\right\rangle_{f} \equiv \int_{0}^{1} q_{f}(x) x^{n} \tag{2.7}
\end{equation*}
$$

In the previous definition we employed the unpolarized $\operatorname{PDF} q$, however the quantity in Eq. (2.7) can be computed for any kind of distribution. As a consequence, the zeroth moment of the difference between quark-antiquark unpolarized distribution can be written as

$$
\begin{equation*}
\int_{0}^{1} d x\left[q_{f}(x)-q_{\bar{f}}(x)\right]=\int_{-\infty}^{\infty} d x q_{f}(x) \tag{2.8}
\end{equation*}
$$

where we use the crossing relations in Eq. (2.6) and we restrict the integration to the real axis, since the distributions have support in the interval $0<x<1$. Recalling the definition of the unpolarized PDF in Eq. (2.4), the zeroth moment in the previous equation can be written as

$$
\begin{align*}
\int_{0}^{1} d x\left[q_{f}(x)-q_{\bar{f}}(x)\right] & =\int_{-\infty}^{\infty} d x \int_{-\infty}^{\infty} \frac{d \xi^{-} P^{+}}{4 \pi} e^{+i x \xi^{-} \cdot P^{+}} h\left(\xi^{-} P^{+}\right) \\
& =\frac{1}{4 \pi} \int_{-\infty}^{\infty} d \xi^{-} \delta\left(\xi^{-} P^{+}\right) h\left(\xi^{-} P^{+}\right)  \tag{2.9}\\
& =\frac{1}{2 P^{+}}\langle N| \bar{\psi}_{f}(0) \gamma^{+} \psi(0)_{f}|N\rangle=n_{f},
\end{align*}
$$

with $n_{f}$ being the number of quarks with flavor $f$ in the nucleon. Therefore, from the previous relation, it follows that, for the proton,

$$
\begin{align*}
& \int_{0}^{1}\left[q_{u}(x)-q_{\bar{u}}(x)\right]=2, \\
& \int_{0}^{1}\left[q_{d}(x)-q_{\bar{d}}(x)\right]=1,  \tag{2.10}\\
& \int_{0}^{1}\left[q_{f}(x)-q_{\bar{f}}(x)\right]=0, \text { with } f=s, c, b, t .
\end{align*}
$$

Moreover, the sum of the momentum fraction carried by the individual quarks, antiquarks and gluon has to be one. This statement corresponds with the so-called momentum sum rule, which can be expressed as

$$
\begin{equation*}
\int_{0}^{1} \sum_{f} x q_{f}(x) d x=1 \tag{2.11}
\end{equation*}
$$

where the sum is performed over all the quark-antiquark flavors.
The zeroth moments of the helicity and transversity distributions provide information on the axial and tensor charges, $g_{A}$ and $g_{T}$. These two quantities are defined as

$$
\begin{align*}
g_{A}^{f} & =\int_{0}^{1}\left[\Delta q_{f}+\Delta q_{\bar{f}}\right],  \tag{2.12}\\
g_{T}^{f} & =\int_{0}^{1}\left[\delta q_{f}-\delta q_{\bar{f}}\right] .
\end{align*}
$$

The axial charge can be measured with high precision from experiments involving beta decay, $n \rightarrow p e^{-} \nu_{e}$. For this reason, it can be seen as a benchmark quantity for lattice QCD calculations. The latest value provided by the PDG is $g_{A}=1.2724(23)$ [51]. Conversely, the tensor charge cannot be easily measured experimentally. However, it constitutes a valuable input to reduce the uncertainty on the phenomenological determination of the transversity distribution [54], as we will discuss in Sec. 2.3.3.

### 2.3 Phenomenological determinations of PDFs

The parton distribution functions of the nucleons constitute key quantities for the ongoing experimental program of major facilities [55-57]. Unpolarized and helicity PDFs


Figure 2.4: Kinematic coverage of the $\left(x, Q^{2}\right)$-plane of the cross-section data available to phenomenological analyses to reconstruct the three types of PDFs. The regions that will be accessible with the LHeC [58] and EIC future investigations [35,59] are marked with the black lines. Sources: Refs. [60, 61].
can be accessed experimentally in inclusive and semi-inclusive deep-inelastic scattering (DIS and SIDIS), Drell-Yan (DY) and proton-proton (pp) scattering processes. On the other hand, transversity distributions can only be studied in processes with chiralodd final states, such as di-hadron production in SIDIS or in pp collisions (Di) [61]. The phenomenologically determined PDFs are currently obtained through global analyses of the available experimental data [54, 62-68]. To reconstruct the $x$-dependence of PDFs through global fit determinations, it is necessary to sample the kinematic $\left(x, Q^{2}\right)$-plane, where $Q$ is the characteristic energy scale of the data. While experiments provided thousands of dataset for the unpolarized PDFs, covering a large portion of the kinematic plane, for the helicity and transversity distributions, global analyses are restricted to hundreds and tens of datasets, respectively, as shown in Fig. 2.4. Due to the different amount of datasets available, the unpolarized PDFs can be estimated with significantly lower relative uncertainty compared to helicity and transversity. In what follows, we will provide a brief description of the state-of-the-art phenomenological determinations of the unpolarized, helicity and transversity distributions, describing the results that will be compared with the those of lattice QCD calculations. For a review of the state-of-the-art calculations of PDFs we refer to Ref. [69].

### 2.3.1 Unpolarized distributions

The phenomenological determination of the unpolarized PDFs is now in the precision era, since it can benefit from the large amount of experimental data from various ex-


Figure 2.5: CT18 determination of the unpolarized PDFs at $\mu^{2}=10 \mathrm{GeV}^{2}$. We show distribution $x \cdot q$, with $q=u, d, s, g, \bar{u}, \bar{d}, \bar{s}, \bar{g}$. The figure is from Ref. [71].
periments, such as Large Hadron Collider at CERN [70]. In Fig. 2.5 we show the CT18 phenomenological determination of the proton unpolarized PDFs. The distributions are obtained at the scale $\mu^{2}=10 \mathrm{GeV}^{2}$. The gluon distribution is scaled by a factor of $1 / 20$. In the small- $x$ region, at $\mu^{2}=10 \mathrm{GeV}^{2}$, the gluon PDF dominates by far. This phenomenon is due to high energy collisions, which trigger processes initiated by gluons and sea quarks. While for $x>0.1$ the sea quark and the gluon PDFs rapidly decay to zero, with the valence quark PDFs reaching a maximum for $x \approx 0.2$.

### 2.3.2 Helicity distributions

In what follows, we will indicate the quark (antiquark) helicity distribution as $\Delta q(\Delta \bar{q})$, while the distribution $\Delta q^{+}$is defined as $\Delta q^{+} \equiv(\Delta q+\Delta \bar{q})$. The phenomenological determination of the helicity PDFs with the currently available experimental data are carried out by the collaborations NNPDF Pol 1.1 [66,73], DSSV14 [68] and JAM17 [67]. In these analyses, the up and down contributions, $\Delta u(x), \Delta d(x)$ are better constrained in the valence sector, with $\Delta u(x)$ being more precise. On the other hand, constraining $\Delta s(x)$ is not successful, as the kinematic regions of some of the data sets (e.g., the $W$-boson production data) are not sensitive to the strangeness [66]. The situation somewhat improves with the inclusion of kaon production SIDIS data, but it is still unsatisfactory, and influenced by theoretical assumptions, such as $\mathrm{SU}(3)$ symmetry. The helicity PDFs from the JAM17 parton set [67] at $Q^{2}=1 \mathrm{GeV}^{2}$ have been reported in Fig. 2.6. The authors used inclusive and semi-inclusive data, and find, for both sets of data, the strange polarization to be very small and consistent with zero. More details on the global analyses can be found in recent reports [61,74].


Figure 2.6: JAM17 [67] phenomenological determinations (red bands) of the polarized PDFs at an input scale $Q^{2}=1 \mathrm{GeV}^{2}$. The distributions are compared with the JAM15 $\Delta q^{+}$PDFs [72] (blue bands) and with the DSSV09 fit [65] for sea quark PDFs (green curves). Source: Ref. [67].

### 2.3.3 Transversity distributions



Figure 2.7: Quark transversity distribution of the isovector combination $u-d$ at $\mu^{2}=2 \mathrm{GeV}^{2}$ obtained from SIDIS data (green) and SIDIS data constrained by the value of tensor charge $g_{T}$ computed in lattice $Q C D$ [54] (blue).

Transversity $h_{1}(x)$ is the least known kind of PDF to date. As mentioned in Sec. 2.3, transversity distributions can be measured from processes having chiral-odd final states [75, 76], such as di-hadron production in SIDIS or in pp collisions (Di) [61]. The first determination of the up and down quark transversity distributions [77, 78] employed

SIDIS data available from Belle [79], COMPASS [80] and HERMES [81] experiments.
In Ref. [54], a Monte Carlo analysis of global data showed that the measurement of the $x$-dependence of PDFs is loosely constrained by SIDIS data (see Fig. 2.7). However, when including in the analysis the value of the tensor charge $g_{T}=\int_{0}^{1}\left(h_{1}^{u}(x)-j_{1}^{d}(x)\right) d x$ determined via lattice QCD calculations, the uncertainty on the $x$-dependence of the isovector $u-d$ transversity distribution is drastically reduced. For a thorough review of the status of the phenomenological determinations of the transversity distributions, including ongoing experiments aiming to reduce the experimental uncertainty, we refer to Refs. [69, 82].

## Chapter

## Lattice QCD formulation

### 3.1 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is a non-abelian gauge theory with gauge group $G=S U\left(N_{C}\right)$ and $N_{C}=3$, the number of colors. The fundamental degrees of freedom of the theory are the six quarks of spin $1 / 2$ described by Dirac 4 -spinors and the gluons, the gauge bosons. Both quarks and gluons carry color degrees of freedom and they belong respectively to the fundamental and adjoint representation of the gauge group $S U(3)$. Defining $\psi$ to be a vector composed by $N_{f}=6$ quark fields we can write

$$
\psi \equiv y=\left[\begin{array}{c}
\psi_{1}  \tag{3.1}\\
\psi_{2} \\
\vdots \\
\psi_{N_{f}}
\end{array}\right]
$$

The six quarks flavors are called up, down, strange, charm, top and bottom. Each spinor $\psi_{\alpha, a}^{f}$ carries a Dirac index, here denoted by $\alpha$ and a color index, denoted by $a$, which can respectively take four and three different values. The degrees of freedom corresponding to the force carriers are represented by the $N_{C}^{2}-1=8$ gauge fields $A_{\mu}^{a}(x)$. A compact notation for the gauge field is given by

$$
\begin{equation*}
A_{\mu}=A_{\mu}^{a} T^{a} \tag{3.2}
\end{equation*}
$$

with $T_{a}, a=1, \ldots, 8$ being the group generators $T_{a}=\lambda_{a} / 2$, and $\lambda_{a}$ the Gell-Mann matrices. The generators obey the relation $\left[T_{a}, T_{b}\right]=i f_{a b c} T_{c}$, with $f_{a b c}$ the structure constants of the group, and normalization $\operatorname{Tr}\left[T_{a} T_{b}\right]=\delta_{a b} / 2$.
The QCD lagrangian can be naturally split in two terms

$$
\begin{equation*}
\mathcal{L}^{Q C D}=\mathcal{L}_{F}+\mathcal{L}_{G}, \tag{3.3}
\end{equation*}
$$



Figure 3.1: Gluon self interaction terms included in the Yang-Mills lagrangian: cubic vertex (right) and quartic vertex (left).
with $\mathcal{L}_{F}$ and $\mathcal{L}_{G}$ being, respectively, the fermion and gluon parts, respectively. The fermion part can be built following the so-called minimal prescription

$$
\begin{equation*}
\mathcal{L}_{F}=\bar{\psi}\left(i \gamma^{\mu} \partial_{\mu}-m\right) \psi \mapsto \bar{\psi}(i \not D-m) \psi \tag{3.4}
\end{equation*}
$$

consisting of replacing in the Dirac lagrangian the standard derivative operator with the covariant derivative defined as

$$
\begin{equation*}
D_{\mu} \psi(x)=\partial_{\mu} \psi(x)+i g A_{\mu}(x) \psi(x), \tag{3.5}
\end{equation*}
$$

so that $L_{F}$ includes a coupling between quarks and gluons.
The Yang-Mills lagrangian is given in terms of the field strength tensor $F_{\mu \nu}$, defined by

$$
\begin{equation*}
\left[D_{\mu}, D_{\nu}\right]=i g\left(\partial_{\mu} A_{\nu}(x)-\partial_{\nu} A_{\mu}(x)+i g\left[A_{\mu}, A_{\nu}\right] \equiv i g F_{\mu \nu}\right. \tag{3.6}
\end{equation*}
$$

$F_{\mu \nu}$ is a compact notation for $F_{\mu \nu}(x)=F_{\mu \nu}^{a}(x) T^{a}$. The gauge invariant term describing the dynamics of the $S U(3)$ gauge field is given by

$$
\begin{equation*}
\mathcal{L}_{G}=\frac{1}{2} \operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right] . \tag{3.7}
\end{equation*}
$$

The QCD lagrangian, thus, reads

$$
\begin{align*}
\mathcal{L}^{Q C D} & =\frac{1}{2} \operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right]+\bar{\psi}(i \not D-m) \psi \\
& =-\frac{1}{4} F_{\mu \nu}^{a} F_{a}^{\mu \nu}+\sum_{f=1}^{N_{f}} \bar{\psi}_{f}(i \not D-m) \psi_{f} . \tag{3.8}
\end{align*}
$$

The Yang-Mills lagrangian includes self interaction terms, such as the cubic and quartic vertices shown in Fig. 3.1. Under the gauge transformations $\mathcal{G} \in S U(3)$, the gluon field transforms as

$$
\begin{equation*}
A_{\mu}(x) \mapsto A_{\mu}^{\prime}(x)=\mathcal{G}(x) A_{\mu} \mathcal{G}^{\dagger}(x)+\frac{i}{g}\left(\partial_{\mu} \mathcal{G}(x)\right) \mathcal{G}^{\dagger}(x) \tag{3.9}
\end{equation*}
$$

while the field strength tensor

$$
\begin{equation*}
F_{\mu \nu} \mapsto F_{\mu \nu}^{\prime}=\frac{1}{i g}\left[D_{\mu}^{\prime}, D_{\nu}^{\prime}\right]=\mathcal{G}(x) F_{\mu \nu}(x) \mathcal{G}^{-1}(x) \tag{3.10}
\end{equation*}
$$

With these gauge transformation of the gluon fields, the gauge invariance of $L_{G}$ can be easily verified. The gauge transformation of the quark spinor is

$$
\begin{align*}
\psi & \mapsto \psi^{\prime}=\mathcal{G}(x) \psi  \tag{3.11}\\
\bar{\psi} & \mapsto \bar{\psi}^{\prime}=\bar{\psi} \mathcal{G}^{\dagger}(x)
\end{align*}
$$

making $L_{F}$ gauge invariant.

### 3.1.1 Strong coupling constant

The QCD lagrangian

$$
\begin{equation*}
\mathcal{L}^{Q C D}=\frac{1}{2} \operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right]+\bar{\psi}(i D D-m) \psi \tag{3.12}
\end{equation*}
$$

depends on the dimensionless coupling $g$. In what follows, we will review some of the main results provided by perturbation theory in dimensional regularization. The renormalized coupling $g_{R}$ is related to the bare quantity $g$ by

$$
\begin{equation*}
g=Z_{g} g_{R} \tag{3.13}
\end{equation*}
$$

where the renormalization constant reads

$$
\begin{equation*}
Z_{g}=1-\frac{g_{R}^{2}}{(4 \pi)^{2}} \frac{N_{C}}{6}\left(11-2 N_{f}\right) \frac{1}{\varepsilon}+\mathcal{O}\left(g_{R}^{4}\right) \tag{3.14}
\end{equation*}
$$

with $\varepsilon=(4-D) / 2$ and $D$, and $D=4$ is the number of space-time dimensions. The behavior of the renormalized coupling as a function of the energy scale can be studied from the Gell-Mann and Low beta function

$$
\begin{equation*}
\beta \equiv \mu \frac{d \tilde{g}_{R}(\mu)}{d \mu} \tag{3.15}
\end{equation*}
$$

with $\tilde{g}_{R} \equiv g_{R} \mu^{\varepsilon}$. Exploiting the independence of the bare coupling constant on the renormalization scale, one can easily show that

$$
\begin{equation*}
\beta=-\frac{\varepsilon Z_{g} g_{R}}{\frac{\partial}{\partial g_{R}}\left(Z_{g} g_{R}\right)} \tag{3.16}
\end{equation*}
$$

Replacing the explicit expression for $Z_{g}$ reported in Eq. (3.14) we obtain

$$
\begin{equation*}
\beta\left(g_{R}\right)=-\frac{g_{R}^{3}}{(4 \pi)^{2}}\left(\frac{11 N_{C}-2 N_{f}}{3}\right)+\mathcal{O}\left(g_{R}^{5}\right)=-g_{R}^{3} \beta_{0}+\mathcal{O}\left(g_{R}^{5}\right) \tag{3.17}
\end{equation*}
$$



Figure 3.2: Experimental determination of the running of the strong coupling constant $\alpha_{s}=$ $g_{S}^{2} /\left(4 \pi^{2}\right)$. Source: [51].
with $\beta_{0}=21 /\left(48 \pi^{2}\right)$ for $N_{C}=3$ and $N_{f}=6$. This result provides very useful information on the dynamics of the theory in the perturbative regime, i.e. $g_{R} \ll 1$, when the expansion in powers of the renormalized coupling is justified. In particular, since $\beta_{0}>0$, Eq. (3.17) implies that

$$
\begin{equation*}
\frac{\partial g_{R}(\mu)}{\partial \mu}<0 \tag{3.18}
\end{equation*}
$$

which means that for $\mu \rightarrow \infty$ then $g_{R} \rightarrow 0$. This result represents one of the most important aspects of QCD, known as asymptotic freedom, namely at high energies the theory becomes free. This fundamental result has been independently obtained by David Gross and Frank Wilczek [83] and David Politzer [84], and earned them the Nobel prize in physics in 2004 [85].
The solution of the differential equation defining the beta function provides information about the behavior of the coupling constant as a function of the energy scale. In particular, from Eq. (3.17) we obtain that

$$
\begin{equation*}
\int_{\mu_{1}}^{\mu_{2}} \frac{d \mu}{\mu}=\int_{g_{R}\left(\mu_{1}\right)}^{g_{R}\left(\mu_{2}\right)} \frac{d g_{R}}{\beta\left(g_{R}\right)} \rightarrow \mu_{2}=\mu_{1} \exp \left(\int_{g_{R}\left(\mu_{1}\right)}^{g_{R}\left(\mu_{2}\right)} \frac{d g_{R}}{\beta\left(g_{R}\right)}\right) . \tag{3.19}
\end{equation*}
$$

Replacing the explicit expression for the $\beta$ function at 1-loop in the previous equation we obtain

$$
\begin{equation*}
\mu e^{-\frac{1}{2 \beta_{0} g_{R}^{2}(\mu)}} \equiv \Lambda_{\mathrm{QCD}} \tag{3.20}
\end{equation*}
$$

The quantity $\Lambda_{\mathrm{QCD}}$ is a scheme-dependent constant with the dimension of an energy. The appearance of a physical dimensional parameter is sometimes referred to as dimensional transmutation. Therefore, from the solution reported in Eq. (3.20) we are left with an equation describing the dependence of the coupling constant on $\mu$

$$
\begin{equation*}
g_{R}^{2}(\mu)=\frac{1}{\left.2 \beta_{0} \ln \mu / \Lambda_{\mathrm{QCD}}\right)}, \tag{3.21}
\end{equation*}
$$

whose validity is in the regime $\mu \gg \Lambda_{\mathrm{QCD}}$, which corresponds with the perturbative regime of QCD. Conversely, in case $\mu \sim \Lambda_{\mathrm{QCD}}$ then the coupling $g_{R}(\mu) \sim 1$ and the theory is strongly coupled. In this regime, QCD exhibits the color confinement phenomenon, stating that only color singlet states (i.e. $S U(3)_{C}$ singlets) are present in the hadronic spectrum. Although there is no analytic proof of this property, there is strong evidence of for this phenomenon both from experiments and from numerical simulations.
For further details about the renormalization of QCD refer to Ref. [86].

### 3.2 Expectation value of operators

We are interested in the expectation value of operators that are functionals of the field variables, both at finite temperature $T$ and in the limit $T \rightarrow 0$. The main approach, which will be analyzed in what follows, consists of writing the theory in the path integral formalism [87]. In general, the expectation value $\langle O\rangle$ can be evaluated from the partition function

$$
\begin{equation*}
\mathcal{Z}=\operatorname{Tr}\left[e^{-\beta H}\right] \tag{3.22}
\end{equation*}
$$

where $H$ is the Hamiltonian operator of the system under investigation. The $\beta=1 / T$ factor is related with the temperature and the trace is a sum over all the possible configurations of the system. In the path integral formulation, an expectation value reads

$$
\begin{equation*}
\langle O\rangle_{T} \equiv \frac{1}{\mathcal{Z}} \operatorname{Tr}\left[O e^{-\beta H}\right] \tag{3.23}
\end{equation*}
$$

For a scalar field $\phi(x)$, the partition function reads

$$
\begin{equation*}
\mathcal{Z}=\mathcal{N} \int \mathcal{D} \phi(x) \exp \left(\frac{i}{\hbar} \int_{0}^{t} d t^{\prime} L\left(\phi, \partial_{\mu} \phi\right)\right) \tag{3.24}
\end{equation*}
$$

with $t=-i \beta \hbar, L\left(\phi, \partial_{\mu} \phi\right)$ the Lagrangian of the theory and $\mathcal{N}$ an appropriate normalization factor. Moreover, the bosonic field $\psi$ satisfies periodical boundary condition in time $\phi(\mathbf{x}, t)=\phi(\mathbf{x}, 0)$. In the path integral formulation, the integration is carried out over the $\mathcal{D} \phi(x) \sim \prod_{\mathbf{x}, t} d \phi(\mathbf{x}, t)$. To evaluate the integral using methods of statistical mechanics such as Monte Carlo techniques, it is necessary to reformulate the quantity in Eq. (3.23) as the expectation value of the operator $O$ over a probability density.

This can be achieved by performing a Wick rotation $\tau \equiv i t$ and restricting the interval of integration to $\tau \in[0, \hbar \beta]$, thus obtaining

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} \phi(x) \exp \left(-\frac{1}{\hbar} \int_{0}^{\hbar \beta} d t^{\prime} L\left(\phi, \partial_{\mu} \phi\right)\right) \tag{3.25}
\end{equation*}
$$

with $\phi(\mathbf{x}, \hbar \beta)=\phi(\mathbf{x}, 0)$. Consequently, the expectation value of Eq. (3.23) reads

$$
\begin{equation*}
\langle O\rangle_{T}=\int \mathcal{D} \phi P[\phi] O[\phi] \text { with } P[\phi]=\frac{e^{-\mathcal{S}_{E}[\phi] / \hbar}}{\int \mathcal{D} \phi e^{-\mathcal{S}_{E}[\phi] / \hbar}}, \tag{3.26}
\end{equation*}
$$

with $\mathcal{S}_{E}[\phi]$ being the Euclidean action of the theory. For a theory that includes fermionic fields, the expression for the expectation value at temperature $T$ is equivalent to the one reported in Eq. (3.26), with the spinors replaced by Grassmann fields and satisfying antiperiodic boundary conditions in time i.e.

$$
\begin{align*}
& \bar{\psi}(\mathbf{x}, 0)=-\bar{\psi}(\mathbf{x}, \hbar \beta)  \tag{3.27}\\
& \psi(\mathbf{x}, 0)=-\psi(\mathbf{x}, \hbar \beta)
\end{align*}
$$

Given a suitable discretization of the theory on a four-dimensional lattice with size $N_{s}^{3} \times N_{T}$ with lattice spacing $a$, the expectation value $\langle O\rangle_{T}$ can be evaluated numerically as

$$
\begin{equation*}
\langle O\rangle_{T}=\frac{1}{\mathcal{Z}} \int\left(\prod_{i \in \text { sites }} d \phi\right) O\left[\phi_{i}\right] e^{-\mathcal{S}_{E}\left(\left\{\phi_{i}\right\}\right)} \tag{3.28}
\end{equation*}
$$

where $\phi_{i}$ is the field $\phi$ evaluated on the $i$-th lattice site. The integral of Eq. (3.28) can be evaluated with Monte Carlo techniques.

### 3.3 QCD on the lattice

The discretization of the QCD lagrangian constitutes a challenging task since we need to preserve gauge invariance. The solution to that was provided by K. Wilson [88]. In what follows we will analyze the problems arising with the discretization of the fermionic sector of the QCD lagrangian, describing the most common discretization schemes, including the twisted mass action which is the one employed in our studies. Let us consider the QCD lagrangian in Minkowski space

$$
\begin{equation*}
\mathcal{L}^{\mathrm{QCD}}=-\frac{1}{2} \operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right]+\bar{\psi}(i \not D-m) \psi \tag{3.29}
\end{equation*}
$$

where $\not D=\gamma^{\mu}\left(\partial_{\mu}+i g A_{\mu}\right)$. As mentioned in Sec. 3.2, in order to evaluate the expectation value of relevant operators on a four-dimensional lattice, we need to perform a Wick rotation and express the QCD lagrangian in Euclidean space. This results in replacing
the position $x$ and momentum $k$ four-vectors with

$$
\begin{array}{r}
x=\left(x_{0}, \mathbf{x}\right) \rightarrow \tilde{x}_{0}=\left(\tilde{x}_{0}, \mathbf{x}\right)=\left(-i x_{E 4}, \mathbf{x}_{E}\right)  \tag{3.30}\\
k=\left(k_{0}, \mathbf{k}\right) \rightarrow \tilde{k}_{0}=\left(\tilde{k}_{0}, \mathbf{k}\right)=\left(i k_{E 4},-\mathbf{k}_{E}\right),
\end{array}
$$

so that

$$
\begin{align*}
\tilde{k} \cdot \tilde{x}=\tilde{k}_{0} \tilde{x}_{0}-\tilde{\mathbf{k}} \cdot \tilde{\mathbf{x}} & =k_{E 4} x_{E 4}+\mathbf{k}_{E} \mathbf{x}_{E} \\
\tilde{x}^{2} & =\tilde{x}_{0}^{2}-\mathbf{x}^{2}=-x_{E}^{2} . \tag{3.31}
\end{align*}
$$

In the aforementioned equations, all the four-vectors referred to with the subscript $E$ are Euclidean vectors, e.g. the scalar product between $x_{E}=\left(x_{E 4}, \mathbf{x}_{E}\right)$ and $k_{E}=$ $\left(k_{E 4}, \mathbf{k}_{E}\right)$ is the standard Euclidean scalar product. From Eq. (3.30), it follows that the derivative operator and the gauge field $A_{\mu}$ transform as

$$
\begin{align*}
\partial_{\mu} & =\left(\partial_{0}, \nabla\right) \rightarrow\left(\tilde{\partial}_{0}, \tilde{\nabla}\right)=\left(i \partial_{E 4}, \nabla_{E}\right) \\
A_{\mu}(x) & =\left(A_{0}(x), \mathbf{A}(x)\right) \rightarrow\left(A_{0}(\tilde{x}), \mathbf{A}(\tilde{x})\right)=\left(i A_{E 4}\left(x_{E}\right), \mathbf{A}_{E}\left(x_{E}\right)\right), \tag{3.32}
\end{align*}
$$

with the last equation following from the requirement to preserve the covariant transformation prescription. Given these definitions, the QCD lagrangian in Euclidean space reads

$$
\begin{equation*}
\mathcal{L}_{E}^{\mathrm{QCD}}=\frac{1}{2} \operatorname{Tr}\left[F_{E, \mu \nu}\left(x_{E}\right) F_{E, \mu \nu}\left(x_{E}\right)\right]+\bar{\psi}_{E}\left(x_{E}\right)\left(\gamma_{E, \mu} D_{E, \mu}+m\right) \psi_{E}\left(x_{E}\right), \tag{3.33}
\end{equation*}
$$

with $\gamma_{E, 4}=\gamma^{0}$, $\gamma_{E}^{i}=-i \gamma^{i}$. The Lorentz invariance $\mathrm{SO}(3,1)$ of the QCD lagrangian in Minkowski space is now replaced with the invariance under $\mathrm{O}(4)$ transformations of $\mathcal{L}_{E}^{\mathrm{QCD}}$. The discretization of the Yang Mills action will be addressed in Sec. 3.3.6. In what follows we describe the discretization of the fermion fields.

### 3.3.1 Naivë discretization of the fermions

From now on, unless otherwise stated, all the vectors/tensors are in Euclidean space and the subscript $E$ will be dropped. For convenience we rewrite the fermionic action $\mathcal{S}_{F}$ in terms of dimensionless lattice variables as

$$
\begin{align*}
M & \rightarrow \frac{1}{a} \hat{M} \\
\psi_{\alpha}(x) & \rightarrow \frac{1}{a^{(3 / 2)}} \hat{\psi}_{\alpha}(n) \\
\bar{\psi}_{\alpha}(x) & \rightarrow \frac{1}{a^{(3 / 2)}} \hat{\bar{\psi}}_{\alpha}(n)  \tag{3.34}\\
\partial_{\mu} \psi_{\alpha}(x) & \rightarrow \frac{1}{a^{(5 / 2)}} \hat{\partial}_{\mu} \hat{\psi}_{\alpha}(n),
\end{align*}
$$

where we replace the continuous variables $x$ with discrete ones, on sites $n a, n \in[0, V]$, with $a$ the lattice spacing and $V$ the lattice volume. The variables with the hat symbol, such as $\hat{M}$, are now dimensionless and defined on a discrete set of lattice sites. The derivative operator acting on $\hat{\psi}$ is given by

$$
\begin{equation*}
\hat{\partial} \hat{\psi}_{\alpha}(n) \equiv \frac{1}{2}\left(\hat { \psi } _ { \alpha } \left(n+\hat{\mu}-\hat{\psi}_{\alpha}(n-\hat{\mu}),\right.\right. \tag{3.35}
\end{equation*}
$$

and it is defined to be symmetric. The discretized fermion action for a free theory reads

$$
\begin{align*}
\hat{\mathcal{S}}_{F} & =\sum_{n, m}\left[\overline{\hat{\psi}}_{\alpha}(n)\left(\sum_{\mu} \gamma_{\mu}^{\alpha \beta} \frac{1}{2}\left(\delta_{m, n+\hat{\mu}}-\delta_{m, n-\hat{\mu}}\right)+\delta_{\alpha \beta} \delta m, n \hat{M}\right) \hat{\psi}_{\beta}(m)\right]  \tag{3.36}\\
& =\sum_{m, n} \overline{\hat{\psi}}_{\alpha}(n) K_{m n}^{\alpha \beta} \hat{\psi}_{\beta}(m) .
\end{align*}
$$

The two-point function can thus be computed from

$$
\begin{equation*}
\left\langle\hat{\psi}_{\alpha}(n) \overline{\hat{\psi}}_{\beta}(m)\right\rangle=\frac{\int \mathcal{D} \overline{\hat{\psi}} \mathcal{D} \bar{\psi} \hat{\psi}_{\alpha}(n) \overline{\hat{\psi}}_{\beta}(m) e^{-\hat{\mathcal{S}}_{F}[\hat{\psi}, \hat{\hat{\psi}}]}}{\int \mathcal{D} \hat{\psi} \mathcal{D} \bar{\psi} e^{-\hat{\mathcal{S}}_{F}[\hat{\psi}, \hat{\psi}]}}=\left(K_{m n}^{\alpha \beta}\right)^{-1} . \tag{3.37}
\end{equation*}
$$

This result, together with the computation of the inverse of the matrix $K_{m n}^{\alpha \beta}$ can be found in Ref. [89]. In particular, in the continuum limit the two point function reads

$$
\begin{equation*}
\left\langle\psi_{\alpha}(x) \bar{\psi}_{\beta}(y)\right\rangle=\lim _{a \rightarrow 0} \int_{-\pi / 4}^{\pi / 4} \frac{d^{4} k}{(2 \pi)^{4}} \frac{\left[M-i \sum_{\mu} \gamma^{\mu} \frac{1}{a} \sin \left(k_{\mu} a\right)\right]_{\alpha \beta}}{\left[M^{2}+\sum_{\mu} \frac{1}{a^{2}} \sin ^{2}\left(k_{\mu} a\right)\right]} e^{i k(x-y)} \tag{3.38}
\end{equation*}
$$

which has to be equivalent to propagator of a free fermion field, given by

$$
\begin{equation*}
\left\langle\psi_{\alpha}(x) \bar{\psi}_{\beta}(y)\right\rangle=\int \frac{d^{4} k}{(2 \pi)^{4}} \frac{M-i \not k}{M^{2}+\not k^{2}} e^{i k(x-y)} . \tag{3.39}
\end{equation*}
$$

This is indeed the case for $\frac{1}{a} \sin \left(k_{\mu} a\right) \sim k_{\mu}$. However, in the continuum limit one can also have $k_{\mu}=\pi / a$. As a consequence, in the continuum limit, Eq. (3.38) takes contribution from sixteen (i.e. $2^{d}$ with $d=4$ ) fermion-like excitations, with just one of them corresponding to the continuum analog. The remaining fifteen contributions are lattice artifacts, having no physical meaning. This known as the fermion doubling problem, and the solution to it will be discussed in the next section.

### 3.3.2 Nielsen and Ninomiya theorem

The fermion doubling problem can be easily solved by taking the (asymmetrical) forward discretization of the derivative in Eq. (3.34). However, this would make the discretized action $\hat{\mathcal{S}}_{F}$ non-hermitian and, as a consequence, the corresponding Hamil-
tonian would be non-unitary. Different and more complicated solutions to the fermion doubling have been proposed since the early days of lattice QCD, however, any one of them introduces some drawbacks in the formulation of the theory on the lattice. This is the consequence of the famous no-go theorem formulated by Nielsen and Ninomiya in 1981 [90]. It states that it is not possible to formulate a lattice fermionic action that concurrently satisfies the following four requirements:

1. is local;
2. lacks of doublers;
3. satisfies chiral symmetry in the massless limit;
4. in the limit $a \rightarrow 0$ matches the continuum theory.

In what follows we will analyze the Wilson discretization scheme and the twisted mass fermion formulation, which has been employed in this study. There are several fermion discretization procedures, which will be not discussed in this thesis. Ther are analyzed in detail in Ref. [89].

### 3.3.3 Wilson Fermions

The Wilson formulation introduces an additional term to the discretized fermion QCD action in Eq. (3.36), which vanishes in the continuum limit, $a \rightarrow 0$. The action, introduced in Ref. [88], reads

$$
\begin{equation*}
\mathcal{S}_{F}^{W}=\hat{\mathcal{S}}_{F}-\underbrace{\frac{r}{2} \sum_{\mu} \overline{\hat{\psi}}(n) \hat{\square} \hat{\psi}(n)}_{=\Delta \hat{\mathcal{S}}^{W}}, \tag{3.40}
\end{equation*}
$$

whereis the discretized d'Alembert operator $\square=\partial_{\mu} \partial^{\mu}$, whose action on the fermion field can we written as

$$
\begin{equation*}
\hat{\square} \hat{\psi}(n)=\sum_{\mu}[\hat{\psi}(n+\hat{\mu})+\hat{\psi}(n-\hat{\mu})-2 \hat{\psi}(n)] \tag{3.41}
\end{equation*}
$$

As a result, the term introduced by Wilson to get rid of the doublers is

$$
\begin{equation*}
\Delta \hat{\mathcal{S}}^{W}=-\frac{r}{2} \sum_{\mu, m, n} \overline{\hat{\psi}}(n)\left[\delta_{m, n+\mu}+\delta_{m, n-\mu}-2 \delta n, m\right] \hat{\psi}(m) \tag{3.42}
\end{equation*}
$$

and the quadratic form $K$ describing the fermion action now reads

$$
\begin{equation*}
K_{\alpha \beta}^{W}(n, m)=(\hat{M}+4 r) \delta_{m, n}-\frac{1}{2} \sum_{\mu}\left[\left(r-\gamma_{\mu}\right)_{\alpha \beta} \delta_{m, n+\hat{\mu}}+\left(r+\gamma_{\mu}\right)_{\alpha \beta} \delta_{m, n-\hat{\mu}}\right] . \tag{3.43}
\end{equation*}
$$

The inverse of $K$ in the continuum limit takes contribution from the physical excitation only, suppressing the contribution coming from the doublers to the two-point function. The proof of this result, together with a more detailed description of the Wilson fermions can be found in Ref. [89]. However, as a consequence of the NielsenNinomiya theorem, the lattice formulation introduced by Wilson does not preserve chiral symmetry in the massless limit at finite lattice spacing.

## Properties of the Wilson fermions

As mentioned in the previous section, the Wilson discretization does not preserve the chiral symmetry at finite lattice spacing. Besides, it has many interesting properties that is worth mentioning before moving to the description of the discretization scheme employed in this work. In particular, the complete Wilson-Dirac operator $D_{W}^{M}$ (i.e. including the mass term), satisfies $\gamma^{5}$-Hermiticity, which reads

$$
\begin{equation*}
D_{W}^{M}(n, m)^{\dagger}=\gamma^{5} D_{W}^{M}(n, m) \gamma^{5} . \tag{3.44}
\end{equation*}
$$

Moreover, the Wilson action is invariant under parity, charge and time reversal transformations. Furthermore, the operator is not protected by zero modes, which can make its inverse ill-defined. The configurations corresponding to the zero modes are called exceptional configurations. This problem will be addressed by the twisted mass fermion formulation, introduced in the following section.

### 3.3.4 Twisted mass fermion formulation

In this section the twisted mass action [91], which is a variant of the Wilson formulation, will be introduced. In particular, we will discuss the discretization of the theory in the presence of two light degenerate quarks, i.e. $N_{f}=2$. The generalization to $N_{f}=2+1+1$, which can be found in Refs. [92,93], will be discussed in the following chapters.

Let us consider a doublet field in flavor space $\chi$ representing two degenerate light quarks with bare mass $m$. Then the twisted mass action reads

$$
\begin{equation*}
\mathcal{S}_{\mathrm{tm}}=a^{4} \sum_{n, m} \bar{\chi}(n)\left[D_{W}(n, m)+m \mathbf{1}_{f}+i \mu \gamma^{5} \tau^{3}\right] \chi(m), \tag{3.45}
\end{equation*}
$$

where $\mathbf{1}_{f}$ and $\tau^{3}=\operatorname{diag}(1,-1)$ are, respectively, the identity and the third Pauli matrix, both acting in flavor space. $D_{W}$ is the massless Wilson-Dirac operator with $r=1$ and $\mu$ is the twisted mass parameter. It plays a key role in protecting the discretized Dirac operator against exceptional configurations linked with zero modes [94]. This is evident
from the result of the computation of the determinant of the twisted mass operator

$$
\begin{align*}
\operatorname{det}\left[D_{W}+m \mathbf{1}_{f}+i \mu \gamma^{5} \tau^{3}\right] & =\operatorname{det}\left[D_{W}+m+i \mu \gamma^{5}\right] \operatorname{det}\left[D_{W}+m-i \mu \gamma^{5}\right] \\
& =\operatorname{det}\left[D_{W}+m+i \mu \gamma^{5}\right] \operatorname{det}\left[\gamma^{5}\left(D_{W}+m-i \mu \gamma^{5}\right) \gamma^{5}\right] \\
& =\operatorname{det}\left[\left(D_{W}+m+i \mu \gamma^{5}\right)\left(D_{W}^{\dagger}+m-i \mu \gamma^{5}\right)\right] \\
& =\operatorname{det}\left[\left(D_{W}+m\right)\left(D_{W}^{\dagger}+m\right)+\mu^{2}\right] \tag{3.46}
\end{align*}
$$

which is always larger than zero for $\mu \neq 0$ and where we use the $\gamma^{5}$-hermiticity property of the Wilson operator (see Eq. (3.44)). Therefore, the twisted mass term acts as an infrared regulator which, given an appropriate transformation, can be absorbed in the mass term. Let us consider the following chiral rotation

$$
\begin{align*}
& \psi=e^{i \alpha \gamma_{5} \tau^{3} / 2} \chi \\
&=\left(\cos (\alpha / 2)+\gamma_{5} \tau^{3} \sin (\alpha / 2)\right) \chi  \tag{3.47}\\
& \bar{\psi}=\bar{\chi} e^{i \alpha \gamma_{5} \tau^{3} / 2}
\end{align*}=\bar{\chi}\left(\cos (\alpha / 2)+\gamma_{5} \tau^{3} \sin (\alpha / 2)\right), ~ \$
$$

where $\alpha$ is the twist angle, and psi is the transformed quark doublet expressed in the so-called physical basis. Only the Wilson term of the Dirac-Wilson operator is affected by such a transformation, while the mass term reads

$$
\begin{equation*}
\bar{\chi}\left(m+i \mu \gamma^{5} \tau^{3}\right) \mapsto \bar{\psi}\left(e^{-i \alpha \gamma^{5} \tau^{3}} m+i \mu \gamma^{5} \tau^{3}\right) \psi, \tag{3.48}
\end{equation*}
$$

with the quantity

$$
\begin{equation*}
M e^{i \alpha \gamma^{5} \tau^{3}}, \quad m=M \cos (\alpha), \mu=M \sin (\alpha) \tag{3.49}
\end{equation*}
$$

referred to as polar mass. Therefore, in the physical basis, the twisted mass action reads

$$
\begin{equation*}
\mathcal{S}_{\mathrm{tm}}=a^{4} \sum_{n, m} \bar{\psi}(n)\left[D_{W}^{\mathrm{tm}}+M \mathbf{1}_{f}\right] \psi(m) \tag{3.50}
\end{equation*}
$$

with $M=\sqrt{m^{2}+\mu^{2}}$ and $D_{W}^{\mathrm{tm}}$ the Dirac-Wilson operator obtained from the transformation of Eq. (3.47). In the continuum limit, the twisted mass action reproduces standard QCD, provided that the twist angle in Eq. (3.47) satisfies Eq. (3.49).

### 3.3.5 Properties of the twisted mass action

Because of the new term introduced in the twisted mass fermion action, the Dirac operator is not $\gamma_{5}$ hermitian. However, recalling the definition of the twisted mass fermion action of (3.45), it is easy to verify that the property that holds becomes:

$$
\begin{equation*}
\gamma_{5} \mathcal{D}_{u}^{\dagger \operatorname{tm}} \gamma_{5}=\gamma_{5} \mathcal{D}_{W}^{\dagger} \gamma_{5}-i \mu \gamma_{5}=\mathcal{D}_{W}^{\dagger}-i \mu \gamma_{5}=\mathcal{D}_{d}^{\mathrm{tm}} \tag{3.51}
\end{equation*}
$$

Since $\left(\mathcal{D}^{-1}\right)^{\dagger}=\left(\mathcal{D}^{\dagger}\right)^{(-1)}$, we obtain a useful identity valid for twisted mass propagators

$$
\begin{equation*}
\mathcal{G}_{u}^{\mathrm{tm}}=\gamma_{5} \mathcal{G}_{d}^{\dagger \mathrm{tm}} \gamma_{5} \tag{3.52}
\end{equation*}
$$

### 3.3.6 Discretization of the gauge action

The QCD lagrangian in Minkowski space reported in Eq. (3.29) is written in terms of the gauge field $A_{\mu}(x)$ and the fermionic field $\psi(x)$. Under the transformation $\mathcal{G}(x) \in$ $S U(3)_{C}$, the fermion field transforms as

$$
\begin{align*}
\psi(x) \rightarrow \psi^{\prime}(x) & =\mathcal{G}(x) \psi(x) \\
\bar{\psi}(x) \rightarrow \bar{\psi}^{\prime}(x) & =\bar{\psi}(x) \mathcal{G}^{-1}(x), \tag{3.53}
\end{align*}
$$

while the gauge field transforms as

$$
\begin{equation*}
A_{\mu}(x) \rightarrow \mathcal{G}(x) A_{\mu}(x) \mathcal{G}^{-1}(x)-\frac{i}{g} \mathcal{G}(x)\left(\partial_{\mu} \mathcal{G}^{-1}(x)\right) \tag{3.54}
\end{equation*}
$$

The lattice QCD Wilson fermion action, as well as the twisted mass fermion formulation, include bilinear terms like $\bar{\psi}(n) \psi(n+\hat{\mu}$. We want to show now how to make these quantities gauge invariant for an interacting theory and how to define the gauge action on the lattice. In the continuum limit, under gauge transformations the bilinear $\bar{\psi}(x) \psi(y)$ transforms as

$$
\begin{equation*}
\bar{\psi}(x) \psi(y) \mapsto \bar{\psi}(x) \mathcal{G}^{-1}(x) \mathcal{G}(y) \psi(y) . \tag{3.55}
\end{equation*}
$$

At this stage, we introduce the parallel transport

$$
\begin{equation*}
U(x, y)=\mathcal{P} e^{i g \int_{x}^{y} d z_{\mu} A^{\mu}(z)}, \tag{3.56}
\end{equation*}
$$

where $\mathcal{P}$ is the path ordering operator, $A^{\mu}(z)$ the gauge field and $g$ the strong coupling constant. Under gauge transformations the parallel transport transforms as

$$
\begin{equation*}
U(x, y) \mapsto \mathcal{G}(x) U(x, y) \mathcal{G}^{-1}(y), \tag{3.57}
\end{equation*}
$$

and, as a result, the following quantity is gauge invariant

$$
\begin{equation*}
\overline{p s i}(x) U(x, y) \psi(y)=\bar{\psi}(x) \mathcal{P} e^{i g \int_{x}^{y} d z_{\mu} A^{\mu}(z)} \psi(y) . \tag{3.58}
\end{equation*}
$$

On the lattice, we define a link variable in the $\mu$-direction that connects site $n$ with site $n+a \hat{\mu}$

$$
\begin{equation*}
U_{\mu}(n) \approx 1+i a g A_{\mu} . \tag{3.59}
\end{equation*}
$$



Figure 3.3: Representation of the elementary plaquette, i.e. the shortest non-trivial closed path composed by parallel transports on the lattice.

We thus have $U_{\mu}^{\dagger}(n)=U_{-\mu}(n+\hat{\mu})$, i.e. the dagger of the parallel transport going from $n$ to $n+a \hat{\mu}$ yields the parallel transport going from $n+a \hat{\mu}$ to $n$. Therefore, to make the derivative term of the discretized Dirac operator gauge invariant, we perform the following replacement

$$
\begin{align*}
& \overline{\hat{\psi}}(n) \gamma_{\mu} \hat{\psi}(n+\hat{\mu}) \mapsto \overline{\hat{\psi}}(n) \gamma_{\mu} U_{\mu}(n) \hat{\psi}(n+\hat{\mu}) ; \\
& \overline{\hat{\psi}}(n+\hat{\mu}) \gamma_{\mu} \hat{\psi}(n) \mapsto \overline{\hat{\psi}}(n+\hat{\mu}) \gamma_{\mu} U_{\mu}^{\dagger}(n) \hat{\psi}(n) . \tag{3.60}
\end{align*}
$$

The Yang-Mills action on the lattice is written in terms of elementary parallel transports. The simplest non-trivial gauge invariant term that can be built starting from these building blocks is the trace of the elementary plaquette $U_{\mu \nu}$ among neighboring sites, defined as

$$
\begin{equation*}
U_{\mu \nu} \equiv U_{\mu}(n) U_{\nu}(n+\hat{\mu}) U_{\mu}^{\dagger}(n+\hat{\nu}) U_{\nu}^{\dagger}(n), \tag{3.61}
\end{equation*}
$$

and represented in Fig. 3.3. The Wilson action [88], which forms the basis of the most widely used discretizations of the Yang-Mills theory, is given by a sum of the trace of plaquettes

$$
\begin{equation*}
\mathcal{S}^{W} \equiv \sum_{n, \mu<\nu} \beta\left[1-\frac{1}{2 N_{C}} \operatorname{Tr}\left[U_{\mu \nu}(n)+U_{\mu \nu}^{\dagger}(n)\right]\right], \tag{3.62}
\end{equation*}
$$

where $N_{C}=3$ is the number of colors and $\beta$ is the coupling constant. In what follows, we will show that in the continuum limit, $a \rightarrow 0$, the Wilson action reduces to the standard Yang-Mills action. Recalling the Baker-Campbell-Hausdorff formula

$$
\begin{equation*}
e^{A} e^{B}=e^{A+B+\frac{1}{2}[A, B] \ldots}, \tag{3.63}
\end{equation*}
$$

the plaquette can be written as

$$
\begin{align*}
& U_{\mu \nu}(n)=\exp \left(i g a A_{\mu}(n)+i g a A_{\mu}(n+\hat{\mu})-\frac{g^{2} a^{2}}{2}\left[A_{\mu}(n), A_{\nu}(n+\hat{\mu})\right]\right. \\
&-i g a A_{\mu}(n+\hat{\nu})-\operatorname{iag} A_{\nu}(n)-\frac{g^{2} a^{2}}{2}\left[A_{\mu}(n+\hat{\nu}), A_{\nu}(n)\right] \\
&+\frac{g^{2} a^{2}}{2}\left[A_{\nu}(n+\hat{\mu}), A_{\mu}(n+\hat{\nu})\right]+\frac{g^{2} a^{2}}{2}\left[A_{\mu}(n), A_{\nu}(n)\right] \\
&\left.+\frac{g^{2} a^{2}}{2}\left[A_{\mu}(n), A_{\mu}(n+\hat{\nu})\right]+\frac{g^{2} a^{2}}{2}\left[A_{\nu}(n+\hat{\mu}), A_{\nu}(n)\right]+\mathcal{O}\left(a^{3}\right)\right) . \tag{3.64}
\end{align*}
$$

To perform the continuum limit, we take the Taylor expansion of the gauge field

$$
\begin{equation*}
A_{\nu}(n+\hat{\mu})=A_{\nu}(n)+a \partial_{\mu} A_{\nu}(n)+\mathcal{O}\left(a^{2}\right), \tag{3.65}
\end{equation*}
$$

and insert it in the expression for the plaquette in Eq. (3.64)

$$
\begin{align*}
U_{\mu \nu}(n) & =\exp \left(i g a^{2}\left(\partial_{\mu} A_{\nu}(n)-\partial_{\nu} A_{\mu}(n)+i g\left[A_{\mu}(n), A_{\nu}(n)\right]\right)+\mathcal{O}\left(a^{3}\right)\right)  \tag{3.66}\\
& =\exp \left(i g^{2} a^{2} F_{\mu \nu}(n)+\mathcal{O}\left(a^{3}\right)\right)
\end{align*}
$$

Substituting this expression for the plaquette in the Wilson action, we obtain

$$
\begin{align*}
\mathcal{S}^{W} & =\sum_{n, \mu<\nu} \beta\left[1-\frac{1}{2 N_{C}} \operatorname{tr}\left(2 \nVdash-g^{2} a^{4} F_{\mu \nu}(n) F_{\mu \nu}(n)+\mathcal{O}\left(a^{5}\right)\right)\right] \\
& =\sum_{n, \mu<\nu} \beta \frac{g^{2} a^{4}}{2 N_{C}} \operatorname{tr}\left[F_{\mu \nu}(n) F_{\mu \nu}(n)\right]+\mathcal{O}\left(a^{5}\right)  \tag{3.67}\\
& \xrightarrow{a \rightarrow 0} \beta \int d^{4} x \frac{g^{2}}{2 N_{C}} \operatorname{tr}\left[F_{\mu \nu}(n) F_{\mu \nu}(n)\right]+\mathcal{O}\left(a^{2}\right),
\end{align*}
$$

which is equivalent to the pure gauge QCD action in the Euclidean space in case $\beta=\left(2 N_{C} / g^{2}\right)=\left(6 / g^{2}\right)$. Dina: of course we do not use the Wilson action but the Iwasaki action which is order a improved. Others use the Luscher-Weisz

### 3.4 Quasi-PDFs approach

The definition in Eq. (2.4) of the PDFs cannot be employed to compute PDFs on a Euclidean lattice. Indeed, under the Wick rotation $\xi_{0} \rightarrow i \xi_{0}$ the light cone shrinks to a point $\xi^{2}=-\xi_{0}^{2}-\xi^{2}=0$, thus making the integral singular. During the past few decades, different approaches have been developed in order to overcome this limitation [9,52]. In this study, we mainly focus on the computation of nucleon PDFs employing the quasi-PDFs methodology [52]. This approach is based on the equivalence between two Lorentz frames, namely the Infinite Momentum Frame (IMF) [95], and the rest frame
where $P_{3}=0$. Recalling the definition of PDF given in Sec. 2.2

$$
\begin{equation*}
q(x, P, \mu) \equiv \int_{-\infty}^{\infty} \frac{d \xi^{-} \lambda \cdot P}{4 \pi} e^{+i x \xi^{-} \lambda \cdot P} h\left(\xi^{-} \lambda \cdot P\right), \tag{3.68}
\end{equation*}
$$

and keeping the proton momentum finite, we move the vector $\lambda$ away from the lightcone

$$
\begin{equation*}
\lambda=(1,0,0,-1) / \sqrt{2} \rightarrow \lambda^{\prime}=(0,0,0,-1) . \tag{3.69}
\end{equation*}
$$

After performing this rotation, Eq. (3.68) reduces to

$$
\begin{equation*}
\tilde{q}\left(x, P_{3}, \mu\right) \equiv \int_{-\infty}^{\infty} \frac{d z}{4 \pi} e^{+i x z P_{3}}\langle N| \bar{\psi}(z) \gamma^{3} \Gamma W(z, 0) \psi(0)|N\rangle . \tag{3.70}
\end{equation*}
$$

The quantity $\tilde{q}\left(x, P_{3}, \mu\right)$ is called quasi-PDF and can be computed on in lattice QCD. The procedure that allows to relate the quasi-PDF to the light-cone PDF can be summarized in a few steps:

- the quasi-PDF is defined at finite- $P_{3}$ and $\lambda=(0,0,0,-1)$. The quark bilinear in the definition of the matrix elements in Eq. (2.2) is now at equal-time, and the matrix elements are not boost invariant;
- we perform a Lorentz boost along $z$ to the rest frame, where the spatial component of the proton momentum is $P_{3}=0$ and $\lambda=\gamma(\beta, 0,0,-1)$, with $\beta=P_{3} / P_{0}$. The higher the quasi-PDF momentum is the closer will be $\lambda$ to the light-cone. Since any boost can change the invariant length, the resulting vector cannot be exactly on the light-cone. However, if the momentum $P_{3}$ is large enough, the difference between the light-cone PDF and the quasi-PDF can be parametrized in terms of asymptotically vanishing power corrections in $\Lambda_{Q C D} / P_{3}$ and $M_{n} / P_{3}$. The nucleon mass correction can be analytically computed to all orders [19];
- the finite momentum quasi-PDF can be related to the light-cone PDF or in the infinite momentum frame by a matching kernel computed in the large momentum effective theory (LaMET) [96]. Thus, the light-cone PDF $q(x, \mu)$ is given by

$$
\begin{equation*}
q(x, \mu)=\int_{\infty}^{\infty} \frac{d y}{|y|} C\left(y, \frac{\mu}{P_{3}}\right) \tilde{q}\left(\frac{x}{y}, \mu, P_{3}\right)+\mathcal{O}\left(\frac{\Lambda_{Q C D}^{2}}{P_{3}^{2}}, \frac{m_{N}^{2}}{P_{3}^{2}}\right) . \tag{3.71}
\end{equation*}
$$

The matching kernel $C$ depends on the kind of PDF and can be computed in perturbation theory. The kernels employed in this work are computed to oneloop [97-101] and are discussed in Sec. 3.4.2.


Figure 3.4: Schematic representation of the quasi-PDF approach. The dashed lines correspond to the light-cone directions and the green arrow represents the nucleon boost. The diagonal red solid line represents the estimate of the physical PDF from the one obtained within the quasi-PDF approach.

### 3.4.1 Renormalization

The renormalization of matrix elements computed in lattice QCD constitutes a crucial step in the lattice computations. In what follows we will explain the main aspects of the procedure followed in order to remove divergences from the bare matrix elements of extended operators computed in lattice QCD.

The bare matrix elements of quasi-PDFs have a logarithmic divergence with respect to the regulator $\mu$ and a power divergence dependent on the Wilson line operator [102]. It assumes the form $\exp \{\delta m|z| / a+c|z|\}$, where $z$ is the length of the Wilson line, $\delta m>0$ is a dimensionless quantity parametrizing the strength of the power divergence and $c$ is an arbitrary scale. To obtain a proper determination of $\delta m$, we employed a nonperturbative renormalization, introduced in Ref. [103], that we will briefly summarize in what follows. The parameter $c$ can be fixed by such a renormalization prescription. The outcome of this procedure consists of a $z$-dependent function, the renormalization function $Z$

$$
\begin{equation*}
Z_{\Gamma}(z, \mu)=\hat{Z}_{\Gamma} e^{-\delta m|z|-c|z|}, \text { with } \delta m>0, \tag{3.72}
\end{equation*}
$$

where $\hat{Z}_{\Gamma}$ is the multiplicative $Z$ function that includes the contribution coming from the logarithmic divergence and $\Gamma$ is the specific gamma structure characterizing the operator for the different kinds of PDFs. The procedure allowing to evaluate the $Z$ functions in the $\overline{\mathrm{MS}}$ scheme consists of two steps:

- evaluation of the $Z$ functions in the intermediate $\mathrm{RI}^{\prime}$-scheme at the scale $\mu_{0}$. They can be extracted from appropriate vertex functions, evaluated via lattice computations;
- conversion of the renormalization function from the RI'-scheme $Z_{\Gamma}^{\mathrm{RI}^{\prime}}$ to the MMSscheme $Z_{\bar{M}}^{\mathrm{MMS}}$, making use of perturbation theory. In this thesis, we refer to the $Z$-function in the M $\overline{M S}$-scheme simply as $Z_{\Gamma}$.

The definition of the $Z$-function suggests that the power divergence in the nucleon matrix elements can be removed by multiplying with $Z_{\Gamma}$

$$
\begin{equation*}
h_{\Gamma}^{\mathrm{MMS}}\left(z, P_{3}, \mu\right)=h_{\Gamma}^{\mathrm{bare}^{\mathrm{Bar}}}\left(z, P_{3}\right) \cdot Z_{\Gamma}^{\mathrm{MMS}}(z, \mu) . \tag{3.73}
\end{equation*}
$$

In the absence of a Wilson line $(z=0)$, the $Z$-function does not show any power divergence and Eq. (3.72) reduces to the renormalization function for local currents $\hat{Z}_{\Gamma}$.

The $Z$-function is a complex function of $z$, and thus the real and imaginary part of $h_{\bar{\Gamma}}^{\mathrm{MMS}}$ are sums of two terms

$$
\begin{align*}
& \operatorname{Re}\left[h_{\Gamma}^{\mathrm{MMS}}\right]=\operatorname{Re}\left[Z_{\Gamma}^{\mathrm{MMS}}\right] \operatorname{Re}\left[h_{\Gamma}^{\text {bare }}\right]-\operatorname{Im}\left[Z_{\Gamma}^{\mathrm{MMS}}\right] \operatorname{Im}\left[h_{\Gamma}^{\text {bare }}\right] \\
& \operatorname{Im}\left[h_{\Gamma}^{\mathrm{MMS}}\right]=\operatorname{Re}\left[Z_{\Gamma}^{\mathrm{MMS}}\right] \operatorname{Im}\left[h_{\Gamma}^{\text {bare }}\right]+\operatorname{Im}\left[Z_{\Gamma}^{\mathrm{MMS}}\right] \operatorname{Re}\left[h_{\Gamma}^{\text {bare }}\right] . \tag{3.74}
\end{align*}
$$

Further details regarding the renormalization of the specific matrix elements presented in this thesis will be provided in Chapters 7 and 6 .

### 3.4.2 Matching procedure

Having obtained the renormalized quasi-PDFs in the MMS scheme, a matching procedure is necessary in order to make contact with the physical PDFs. It consists of a convolution of the quasi-distribution with a kernel $C(\xi, \eta)$ evaluated in continuum perturbation theory within LaMET [96]. In this work we employ the matching formula

$$
\begin{align*}
q(x, \mu)= & \int_{-\infty}^{\infty} \frac{d \xi}{|\xi|} C\left(\xi, \frac{\xi \mu}{x P_{3}}\right) \tilde{q}\left(\frac{x}{\xi}, \mu, P_{3}\right)  \tag{3.75}\\
& =\int_{-\infty}^{\infty} \frac{d y}{|y|} C\left(\frac{x}{y}, \frac{\mu}{y P_{3}}\right) \tilde{q}\left(y, \mu, P_{3}\right),
\end{align*}
$$

where the matching kernel $C(\xi, \eta)$ is computed in the M $\overline{M S}$ scheme to one-loop in perturbation theory [101]. At leading order, the quasi-PDF is equivalent to the lightcone PDF, while the next-to-leading order (NLO) term $\mathcal{O}\left(\alpha_{s}\right)$ is nontrivial. Up to NLO the matching is given by

$$
\begin{equation*}
C(\xi, \eta)=\delta(1-\xi)+C^{\mathrm{NLO}}(\xi, \eta)_{+(1)} . \tag{3.76}
\end{equation*}
$$

The subscript $+(1)$ denotes the plus-prescription at $\xi=1$, which implies

$$
\begin{align*}
q(x, \mu)= & \tilde{q}\left(x, \mu, P_{3}\right)+\int_{-\infty}^{\infty} \frac{d \xi}{|\xi|} C^{\mathrm{NLO}}\left(\xi, \frac{\mu \xi}{x P_{3}}\right) \tilde{q}\left(\frac{x}{\xi}, \mu, P_{3}\right)+ \\
& -\tilde{q}\left(x, \mu, P_{3}\right) \int_{-\infty}^{\infty} \frac{d \xi}{|\xi|} C^{\mathrm{NLO}}\left(\xi, \frac{\mu}{x P_{3}}\right) . \tag{3.77}
\end{align*}
$$

The next-to-leading order matching kernel for the unpolarized and helicity cases reads

$$
\begin{aligned}
& C^{\mathrm{NLO}}(\xi, \eta)_{+(1)}= \\
& +\frac{\alpha_{s} C_{F}}{2 \pi} \begin{cases}\left(\frac{1+\xi^{2}}{1-\xi} \ln \left(\frac{\xi}{\xi-1}\right)+1+\frac{3}{2 \xi}\right)_{+(1)}, & \xi>1, \\
\left(\frac{1+\xi^{2}}{1-\xi} \ln \left[\frac{1}{\eta^{2}}(4 \xi(1-\xi))\right]-\frac{\xi(1+\xi)}{1-\xi}+2 \iota(1-\xi)\right)_{+(1)}, & 0<\xi<1, \\
\left(-\frac{1+\xi^{2}}{1-\xi} \ln \left(\frac{\xi}{\xi-1}\right)-1+\frac{3}{2(1-\xi)}\right)_{+(1)}, & \xi<0 .\end{cases}
\end{aligned}
$$

with $\iota=0$ for the unpolarized and $\iota=1$ for the helicity. The matching kernel for the transversity PDFs reads

$$
\begin{aligned}
& C^{\mathrm{NLO}}(\xi, \eta)_{+(1)}= \\
& +\frac{\alpha_{s} C_{F}}{2 \pi} \begin{cases}\left(\frac{2 \xi}{1-\xi} \ln \left(\frac{\xi}{\xi-1}\right)+\frac{2}{\xi}\right)_{+(1)}, & \xi>1, \\
\left(\frac{2 \xi}{1-\xi} \ln \left[\frac{1}{\eta^{2}}(4 \xi(1-\xi))\right]-\frac{2 \xi}{1-\xi}\right)_{+(1)}, & 0<\xi<1, \\
\left(-\frac{2 \xi}{1-\xi} \ln \left(\frac{\xi}{\xi-1}\right)+\frac{2}{(1-\xi)}\right)_{+(1)}, & \xi<0 .\end{cases}
\end{aligned}
$$

Finally, to get rid of the residual dependence on the ratio between the nucleon mass to its momentum, we further apply the nucleon mass corrections (NMCs). In contrast to the corrections $\Lambda_{\mathrm{QCD}}^{2} / P_{3}^{2}$ applied perturbatively through the matching procedure, the NMCs can be computed analytically to all orders. In this work we employ the expressions derived in Ref. [19] for the unpolarized, helicity and transversity parton distributions.

## Inverse matching procedure

The inverse matching procedure allows one to obtain the matrix elements starting from the phenomenological PDFs. Given the light-cone PDF, the quasi-PDF operator can be computed using

$$
\begin{equation*}
\tilde{q}\left(y, \mu, P_{3}\right)=\int_{-1}^{1} \frac{d y}{|y|} \tilde{C}\left(\frac{x}{y}, \frac{\mu}{y P_{3}}\right) q(y, \mu) . \tag{3.78}
\end{equation*}
$$

The two kernels $C(\xi, \eta)$ (direct matching kernel) and $\tilde{C}(\xi, \eta)$ (inverse matching kernel) only differ in the overall sign of the next-to-leading order term, which is minus for the inverse matching. For a detailed description of the inverse matching procedure and the technical aspects of the computation of the integral in Eq. (3.78) we refer to Ref. [104].

## Chapter

4

## Nucleon correlation functions in lattice QCD

### 4.1 Two-point functions

In this section we will briefly analyze the two-point correlator, showing how the energy levels of a hadron can be computed from it. The definition of the two-point correlator is

$$
\begin{equation*}
C_{\alpha \beta}^{2 \mathrm{pt}}\left(x^{\prime}, x\right) \equiv\langle\Omega| \mathcal{J}_{\alpha}^{p}\left(x^{\prime}\right) \overline{\mathcal{J}}_{\beta}^{p}(x)|\Omega\rangle \tag{4.1}
\end{equation*}
$$

where $\mathcal{J}_{p}(x)$ is the proton interpolating field employed in this study, whose definition is

$$
\begin{equation*}
\mathcal{J}^{p}(x) \equiv \epsilon^{a b c} u_{\alpha}^{a}(x)\left(d^{b^{T}}(x) C \gamma_{5} u^{c}(x)\right), \tag{4.2}
\end{equation*}
$$

with $C=i \gamma_{2} \gamma_{4}$ the charge conjugation matrix. Besides reproducing the valence quark content of the proton, the interpolating field has the proton quantum numbers. Moreover, in order to fix the parity of the spinor $\mathcal{J}^{p}(x)$ one needs to project the correlation functions built from the interpolating field in the previous equation using a suitable parity projector. Given the plus and minus parity projectors $\Gamma=\left(1 \pm \gamma^{4}\right) / 2$, the projected two-point correlator in position space can be written as

$$
\begin{equation*}
C^{2 \mathrm{pt}}\left(x^{\prime}, x\right) \equiv \Gamma_{\alpha \beta}\langle\Omega| \mathcal{J}_{\alpha}^{p}\left(x^{\prime}\right) \overline{\mathcal{J}}_{\beta}^{p}(x)|\Omega\rangle \tag{4.3}
\end{equation*}
$$

This quantity can be interpreted as the probability amplitude for a proton propagating from $x$ to $x^{\prime}$. We call the space-time points $x$ and $x^{\prime}$, respectively, source position, where a state with the nucleon quantum numbers is created, and sink position, where the state is annihilated. As a consequence of the translational invariance of the two-point correlator, this quantity depends just on the difference $x^{\prime}-x$, and can be therefore assumed that the source position is set at zero, without loss of generality.

In what follows, we will study in detail the structure of the two-point correlators making explicit the dependence of this quantity on the energy states of the proton. In momentum space, the two-point correlator defined in Eq. (4.1) reads

$$
\begin{equation*}
C_{\alpha \beta}^{2 \mathrm{pt}}(t ; p)=\sum_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}} C_{\alpha \beta}^{2 \mathrm{pt}}(x), \tag{4.4}
\end{equation*}
$$

where $x=(t, \vec{x})$ is now the only space-time index, corresponding to the sink position. In the Heisenberg picture, the interpolating field computed at $x$ can be obtained as the operator computed in the origin transformed through the shift operator

$$
\begin{equation*}
C_{\alpha \beta}^{2 \mathrm{pt}}(t ; p)=\sum_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}}\langle\Omega| e^{-i \hat{\vec{p} \vec{x}}} e^{\hat{H} t} \mathcal{J}_{\alpha}^{p}(0) e^{-\hat{H} t} e^{i \vec{p} \vec{x}} \overline{\mathcal{J}}_{\beta}^{p}(0)|\Omega\rangle, \tag{4.5}
\end{equation*}
$$

where $\hat{\vec{p}}$ is the momentum operator and $\hat{H}$ the QCD Hamiltonian operator. we insert a complete set of momentum and energy states

$$
\begin{equation*}
\mathbf{1}=\sum_{\vec{k}, n}|n, \vec{k}\rangle\langle n, \vec{k}|, \tag{4.6}
\end{equation*}
$$

where $n$ counts the QCD Hamiltonian eigen states and $\vec{k}$ is the corresponding momentum. The resulting expression reads

$$
\begin{equation*}
C_{\alpha \beta}^{2 \mathrm{pt}}(t ; p)=\sum_{n} e^{-E(n ; \vec{p}) t}\langle\Omega| \mathcal{J}_{\alpha}^{p}(0)|n, \vec{k}\rangle\langle n, \vec{k}| \overline{\mathcal{J}}_{\beta}^{p}(0)|\Omega\rangle, \tag{4.7}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
C_{\alpha \beta}^{2 \mathrm{pt}}(t ; p)=Z_{0} e^{-E_{0}(\vec{p}) t}\left(1+Z_{1} e^{-t \Delta E_{1}(\vec{p})}+Z_{2} e^{-t \Delta E_{2}(\vec{p})}+\ldots\right), \tag{4.8}
\end{equation*}
$$

with $\left.Z_{n} \equiv\left|\langle\Omega| \mathcal{J}^{p}(0)\right| n, \vec{p}\right\rangle \mid$ and $\Delta E_{n}(\vec{p}) \equiv E_{n}(\vec{p})-E_{0}(\vec{p})$, where $E_{n}(\vec{p}) \equiv E(n ; \vec{p})$ is the $n$-th energy level of the QCD Hamiltonian in the boosted frame. Eq. (4.8) shows that we can explicitly write the two-point function as a sum over the energy levels of the QCD Hamiltonian each of which includes an exponentially decaying factor, with decay rate the energy of the state. In the limit where the source-sink time $t \rightarrow \infty$, the contribution of the excited states is exponentially suppressed and the two-point function reduces to the ground state energy

$$
\begin{equation*}
\left.\left.C_{\alpha \beta}^{2 \mathrm{pt}}(t ; p)=\sum_{n} e^{-E_{n}(\vec{p})} t\left|\langle\Omega| \mathcal{J}_{\alpha}^{p}(0)\right| n, \vec{k}\right\rangle\left.\right|^{2} \xrightarrow{t \rightarrow \infty}\left|\langle\Omega| \mathcal{J}^{p}(0)\right| n=0, \vec{p}\right\rangle\left.\right|^{2} e^{-E_{0}(\vec{p})} t . \tag{4.9}
\end{equation*}
$$

Therefore, the energy of the ground state can be extracted from two point correlators in the infinite Euclidean time limit. The most widespread procedure for computing $E_{0}(\vec{p})$ consists of performing a constant fit in the large $t$ region of the effective energy defined by

$$
\begin{equation*}
E_{\mathrm{eff}}(t ; \vec{p}) \equiv \log \left(\frac{C^{2 \mathrm{pt}}(t ; p)}{C^{2 \mathrm{pt}}(t+; p)}\right)=E_{0}(\vec{p})+\log \left(\frac{1+Z_{1} e^{-\Delta E_{1}(\vec{p}) t}+\ldots}{1+Z_{1} e^{-\Delta E_{1}(\vec{p})(t+1)}+\ldots}\right) \xrightarrow{t \rightarrow \infty} E_{0}(\vec{p}) . \tag{4.10}
\end{equation*}
$$

In Fig. 4.1 we show the nucleon effective energy and the plateau fit results, i.e. the results of a fit to a constant function. The two-point functions shown are produced using the twisted mass fermion ensemble cA211.30.32. The ensemble has $N_{f}=2+1+1$


Figure 4.1: Left: effective energy computed using the ensemble cA211.30.32 at four different values of the nucleon boost $|\vec{p}|=0,0.41,0.83,1.24 \mathrm{GeV}$. The values of the plateau fit are given in the legend. Right: Dispersion relation obtained using lattice data (blue points) and linear fit using Eq. (4.11).
dynamical twisted mass fermions, lattice volume $V=32^{2} \times 64$ and lattice spacing $a \approx 0.0938 \mathrm{fm}$. The complete list of parameters regarding the cA211.30.32 ensemble is given in Table 6.2. The figure shows the effective energy obtained at four different values of the nucleon boost, i.e. $|\vec{p}|=\{0,1,2,3\} \pi / L$ corresponding in physical units to $|\vec{p}|=\{0,0.41,0.83,1.24\} \mathrm{GeV}$. We also show a plot of the results of the plateau fit as a function of the nucleon boost: the data for $E^{2}(\vec{p})$ follow a linear trend with $|\vec{p}|^{2}$, which satisfy the continuum dispersion relation

$$
\begin{equation*}
E^{2}(\vec{p})=a^{2} m_{N}^{2} c^{4}+|\vec{p}|^{2} c^{2} \tag{4.11}
\end{equation*}
$$

$m_{N}$ being the nucleon mass. A linear fit performed on the data shown in Fig. 4.1 with parameters $a^{2} m_{N}^{2} c^{4}$ and $c^{2}$ gives $c^{2}=1.00(2)$ and $a^{2} m_{N}^{2} c^{4}=0.263(1)$, where $c$ is the speed of light confirming the fulfillment of the continuous dispersion relation.

### 4.1.1 Computation of two-point functions

Substituting in Eq. (4.3) the proton interpolator given in Eq. (4.2), and performing Wick contractions of the quark field we find

$$
\begin{align*}
C^{2 \mathrm{pt}}(x, 0)= & \varepsilon^{a b c} \varepsilon^{a^{\prime} b^{\prime} c^{\prime}}\left(C \gamma_{5}\right)_{\alpha \beta}\left(C \gamma_{5}\right)_{\alpha^{\prime} \beta^{\prime}} \Gamma_{\gamma \gamma^{\prime}} \\
& \langle\Omega| u_{\gamma^{\prime}}^{a^{\prime}}(x) d_{\alpha^{\prime}}^{b^{\prime}}(x) u_{\beta^{\prime}}^{c^{\prime}}(x) \bar{d}_{\alpha}^{a}(0) \bar{u}_{\beta}^{b}(0) \bar{u}_{\gamma}^{c}(0) u|\Omega\rangle \\
= & \varepsilon^{a b c} \varepsilon^{a^{\prime} b^{\prime} c^{\prime}}\left(C \gamma_{5}\right)_{\alpha \beta}\left(C \gamma_{5}\right)_{\alpha^{\prime} \beta^{\prime}} \Gamma_{\gamma \gamma^{\prime}} \mathcal{G}_{d}(x, 0)_{\alpha^{\prime} \alpha}^{b^{\prime} a}  \tag{4.12}\\
& {\left[\mathcal{G}_{u}(x, 0)_{\gamma^{\prime} \gamma}^{a^{\prime} \mathcal{G}_{u}}(x, 0)_{\beta^{\prime} \beta}^{c^{\prime} b}-\mathcal{G}_{u}(x, 0)_{\gamma^{\prime} \beta}^{a^{\prime} \mathcal{G}_{u}}(x, 0)_{\beta^{\prime} \gamma}^{c^{\prime} c}\right], }
\end{align*}
$$



Figure 4.2: Schematic representation of the two terms contributing to the proton two-point function in Eq. (4.12). Each solid line correspond to a quark propagator, connecting the space-time points where the quark is created and annihilated.
where $\mathcal{G}_{f}(x, 0)$ is the quark propagator of flavor $f$, with source position 0 and sink position $x$. In Fig. 4.2 we show a schematic representation of the two terms contributing to the proton two-point function.

### 4.2 Three-point functions

In Sec. 3.4 we showed that the computation of quasi-PDFs requires the evaluation of three-point functions, that can be generically written as

$$
\begin{equation*}
C_{\alpha \beta}^{3 \mathrm{pt}}\left(x ; y ; x^{\prime}\right)=\langle\Omega| \mathcal{J}_{\alpha}(x) O(y) \overline{\mathcal{J}}_{\beta}\left(x^{\prime}\right)|\Omega\rangle, \tag{4.13}
\end{equation*}
$$

where $x$ and $x^{\prime}$ are respectively the sink and source positions and $y$ is the operator insertion site. Analogously to the two-point functions, we take $x^{\prime}=0$ since the threepoint function only depends on the separation between the source-sink and sourceinsertion positions, due to translational invariance and thus it can be written as

$$
\begin{equation*}
C_{\alpha \beta}^{3 \mathrm{pt}}(x ; y) \equiv C_{\alpha \beta}^{3 \mathrm{pt}}(x ; y ; 0), \tag{4.14}
\end{equation*}
$$

with $x=\left(t_{s}, \vec{x}\right), y=\left(t_{\text {ins }}, \vec{y}\right)$ and $t_{s}<t_{\text {ins }}<0$. In what follows we show the results for the spectral decomposition of the nucleon three-point functions, following a procedure analogous to the one employed in Sec. 4.1 for the two-point function. The proton three-point function reads

$$
\begin{equation*}
C_{3 p t}\left(\vec{P}, \vec{q} ; t_{\text {ins }} ; t_{s}\right)=\mathcal{P}_{\alpha \beta} \sum_{\vec{x}, \vec{y}} e^{-i \vec{P} \cdot \vec{x}}\langle\Omega| \mathcal{J}_{\alpha}(x) O(y) \overline{\mathcal{J}}_{\beta}\left(x^{\prime}\right)|\Omega\rangle e^{i \vec{q} \cdot \vec{y}}, \tag{4.15}
\end{equation*}
$$

with $\vec{P}$ the final momentum and $\vec{q}$ the momentum transfer. In the Heisenberg picture, we can write

$$
\begin{align*}
C_{3 p t}\left(\vec{P}, \vec{q} ; t_{\text {ins }} ; t_{s}\right) & =\mathcal{P}_{\alpha \beta} \sum_{\vec{x}, \vec{y}} e^{-i \vec{P} \cdot \vec{x}} e^{i \vec{q} \cdot \vec{y}} \times  \tag{4.16}\\
& \times\langle\Omega| \mathcal{J}_{\alpha}(0) e^{-\hat{H} t_{s}} e^{i \vec{P} \cdot \vec{x}} e^{-i \overrightarrow{P^{\prime}} \cdot \vec{y}} e^{\hat{H} t_{\text {ins }}} O(0) e^{-\hat{H} t_{\text {ins }}} e^{i \overrightarrow{P^{\prime}} \cdot \vec{y}} \overline{\mathcal{J}}_{\beta}\left(x^{\prime}\right)|\Omega\rangle .
\end{align*}
$$

Following the procedure employed with the two-point functions, we now insert two sets of complete eigen states defined in Eq. (4.6), obtaining

$$
\begin{align*}
C_{3 p t}\left(\vec{P}, \vec{q} ; t_{\mathrm{ins}} ; t_{s}\right) & =\mathcal{P}_{\alpha \beta} \sum_{\vec{x} \vec{y} \cdot \vec{k}, \overrightarrow{k^{\prime}}, n, n^{\prime}}\langle\Omega| \mathcal{J}_{\alpha}\left|n^{\prime}, k^{\prime}\right\rangle\left\langle n^{\prime}, k^{\prime}\right| O|n, k\rangle\langle n, k| \overline{\mathcal{J}}_{\beta}|\Omega\rangle \times  \tag{4.17}\\
& \times e^{-i \vec{x} \cdot\left(\vec{P}-\vec{k}^{\prime}\right)} e^{-i \vec{y}\left(\vec{k}^{\prime}-\vec{k}-\vec{q}\right)} e^{-E_{n^{\prime}}\left(\overrightarrow{k^{\prime}}\right)\left(t_{s}-t_{\text {ins }}\right)} e^{-E_{n}(\vec{k}) t_{\text {ins }}} .
\end{align*}
$$

The sum over the sink and insertion points provides useful identities involving the momenta vectors $\vec{k}, \vec{k}^{\prime}, \vec{P}$ and $\vec{q}$. In particular, we obtain

$$
\begin{equation*}
\vec{k}^{\prime}=\vec{P}, \quad \vec{k}=\vec{P}-\vec{q} . \tag{4.18}
\end{equation*}
$$

Therefore, performing the sum over the momenta and positions we finally obtain

$$
\begin{align*}
C_{3 p t}\left(\vec{P}, \vec{q} ; t_{\text {ins }} ; t_{s}\right)= & \mathcal{P}_{\alpha \beta} \sum_{n, n^{\prime}}\langle\Omega| \mathcal{J}_{\alpha}\left|n^{\prime}, P\right\rangle\left\langle n^{\prime}, P\right| O|n, P-q\rangle\langle n, P-q| \overline{\mathcal{J}}_{\beta}|\Omega\rangle \times  \tag{4.19}\\
& \times e^{-E_{n^{\prime}}(\vec{P})\left(t_{s}-t_{\text {ins }}\right)} e^{-E_{n}(\vec{P}-\vec{q}) t_{\text {ins }}} .
\end{align*}
$$

In the limit $t_{s}-t_{\text {ins }} \rightarrow \infty$ and $t_{\text {ins }} \rightarrow \infty$ (aka forward limit), the contribution associated with the ground state dominates the sum. In this limit we obtain

$$
\begin{align*}
C_{3 p t}\left(\vec{P}, \vec{P}^{\prime} ; t_{\text {ins }} ;\right. & \left.t_{s}\right) \xrightarrow{t_{s}-t_{\text {ins }} \rightarrow \infty, t_{\text {ins }} \rightarrow \infty} \tag{4.20}
\end{align*} e^{-E_{0}(\vec{P})\left(t_{s}-t_{\text {ins }}\right)} e^{E_{0}\left(\vec{P}^{\prime}\right) t_{\text {ins }}}
$$

$\mathcal{H}(\vec{p})$ being the proton ground state and $P^{\prime}=P-q$. The large time limits allowing to isolate the ground-state contribution is not easy to obtain since the signal-to-noise ratio decreases exponentially with $t_{s}$, and thus the amount of statistics required to isolate the ground-state contribution with a sufficient degree of accuracy grow exponentially. Defining the quantity

$$
\begin{equation*}
Z_{\mathcal{H}}(P)=\sqrt{\frac{M}{E_{0}(P)}}\langle\Omega| \mathcal{J}_{\alpha}|\mathcal{H}(P)\rangle, \tag{4.21}
\end{equation*}
$$

with $M$ the hadron mass, we can write

$$
\begin{gather*}
C_{3 p t}\left(\vec{P}, \vec{P}^{\prime} ; t_{\text {ins }} ; t_{s}\right) \xrightarrow{t_{s}-t_{\text {ins }} \rightarrow \infty, t_{\text {ins }} \rightarrow \infty} Z(P) Z^{*}\left(P^{\prime}\right) \sqrt{\frac{M^{2}}{E_{0}(P) E_{0}\left(P^{\prime}\right)}}\langle\mathcal{H}(P)| O\left|\mathcal{H}\left(P^{\prime}\right)\right\rangle . \\
\times e^{-E_{0}(\vec{P})\left(t_{s}-t_{\text {ins }}\right)} e^{E_{0}\left(\vec{P}^{\prime}\right) t_{\text {ins }}} . \tag{4.22}
\end{gather*}
$$

The matrix element $\langle\mathcal{H}(P)| O\left|\mathcal{H}\left(P^{\prime}\right)\right\rangle$ can be obtained by taking the ratio

$$
\begin{array}{r}
R\left(P, P^{\prime} ; t_{\mathrm{ins}}, t_{s}\right)=\frac{C_{3 \mathrm{pt}}\left(\vec{P}, \overrightarrow{P^{\prime}} ; t_{\mathrm{ins}} ; t_{s}\right)}{C_{2 \mathrm{pt}}\left(t ; P^{\prime}\right)} \times \\
\sqrt{\frac{C_{2 \mathrm{pt}}\left(t_{s}-t_{\mathrm{ins}} ; P\right) C_{2 \mathrm{pt}}\left(t_{\mathrm{ins}} ; P^{\prime}\right) C_{2 \mathrm{pt}}\left(t_{s} ; P^{\prime}\right)}{C_{2 \mathrm{pt}}\left(t_{s}-t_{\mathrm{ins}} ; P^{\prime}\right) C_{2 \mathrm{pt}}\left(t_{\mathrm{ins}} ; P\right) C_{2 \mathrm{pt}}\left(t_{s} ; P\right)}}, \tag{4.23}
\end{array}
$$

since it cancels the factors $Z(P)$ and $Z\left(P^{\prime}\right)$, as well as the exponential terms of Eq. (4.20). The square root term in Eq. (4.23) reduces to the identity in the case of zero momentum transfer. All the computations presented in this thesis satisfy this condition, therefore to isolate the matrix element we will simply take the ratio between the three- and two-point function with zero momentum transfer.

### 4.2.1 Computation of three-point functions

We consider the isoscalar operator

$$
\begin{equation*}
O^{\rho}(x)=\bar{u}(x) \gamma^{\rho} u(x)+\bar{d} \gamma^{\rho} d(x) \tag{4.24}
\end{equation*}
$$

Performing the Wick contractions we obtain the three point function

$$
\begin{align*}
C_{\alpha \beta}^{3 \mathrm{pt}, \rho}(x, y)= & |\Omega\rangle \varepsilon^{a b c} u_{\mu}^{a}(x)\left(C \gamma_{5}\right)_{\mu \nu} d_{\nu}^{b}(x) u_{\alpha}^{c}(x) \times \\
& {\left[u_{\kappa}^{f}(y)\left(\gamma_{\rho}\right)_{\kappa \lambda} u_{\lambda}^{f}\left(x_{1}\right)-\bar{d}_{\kappa^{\prime}}^{f^{\prime}}(y)\left(\gamma_{\rho}\right)_{\kappa^{\prime} \lambda^{\prime}} d_{\lambda^{\prime}}^{f^{\prime}}(y)\right] \times }  \tag{4.25}\\
& \varepsilon^{a^{\prime} b^{\prime} c^{\prime}} \bar{u}_{\beta}^{c^{\prime}}(0)\left(C \gamma_{5}\right)_{\nu^{\prime} \mu^{\prime}} \bar{d}_{\nu^{\prime}}^{b^{\prime}}(0) \bar{u}_{\mu^{\prime}}^{a^{\prime}}(0)\langle 0| .
\end{align*}
$$

Three distinct terms contribute to the three-point function in Eq. (4.25), that can be written as

$$
\begin{equation*}
C_{\alpha \beta}^{3 \mathrm{pt}, \rho}=\mathcal{U}_{\alpha \beta}^{\rho}-\mathcal{D}_{\alpha \beta}^{\rho}+D_{\alpha \beta}^{\rho}, \tag{4.26}
\end{equation*}
$$

where $\mathcal{U}_{\alpha \beta}$ and $\mathcal{D}_{\alpha \beta}$ are respectively the contributions coming from the coupling of the current with the up and down quark fields, while $D_{\alpha \beta}$ is the disconnected term, resulting by the contraction of the quark fields within the operator. It is easy to show
that the three contributions can be written as

$$
\begin{gather*}
\mathcal{U}_{\alpha \beta}^{\rho}(x, y)=\varepsilon^{a b c} \varepsilon a^{\prime} b^{\prime} c^{\prime}\left[C \gamma_{5} \mathcal{G}_{d}(x ; 0) C \gamma_{5}\right]_{\mu \nu}^{a a^{\prime}} \times \\
\left\{\left[\mathcal{G}_{u}(x, y) \gamma_{\rho} \mathcal{G}_{u}(y, 0)\right]_{\alpha \beta}^{b b^{\prime}} \mathcal{G}_{u}\left(x_{2}, 0\right)_{\mu \nu}^{c c^{\prime}}+\right. \\
{\left[\mathcal{G}_{u}(x, y) \gamma_{\rho} \mathcal{G}_{u}(y, 0)\right]_{\alpha \nu}^{b b^{\prime}} \mathcal{G}_{u}\left(x_{2}, 0\right)_{\mu \beta}^{c c^{\prime}}+}  \tag{4.27}\\
{\left[\mathcal{G}_{u}(x, y) \gamma_{\rho} \mathcal{G}_{u}(y, 0)\right]_{\mu \nu}^{b b^{\prime}} \mathcal{G}_{u}\left(x_{2}, 0\right)_{\alpha \beta}^{c c^{\prime}}+} \\
\left.\left[\mathcal{G}_{u}(x, y) \gamma_{\rho} \mathcal{G}_{u}(y, 0)\right]_{\mu \beta}^{b b^{\prime}} \mathcal{G}_{u}\left(x_{2}, 0\right)_{\alpha \nu}^{c c^{\prime}}\right\}, \\
\mathcal{D}_{\alpha \beta}(x, y)=\varepsilon^{a b c} \varepsilon^{a^{\prime} b^{\prime} c^{\prime}}\left[C \gamma_{5} \mathcal{G}_{d}(x, y) \gamma_{\rho} \mathcal{G}_{d}(y, 0) C \gamma_{5}\right]_{\mu \nu^{\prime}}^{a a^{\prime}} \times \\
\left\{\mathcal{G}_{u}(x, 0)_{\alpha \beta}^{b b^{\prime}} \mathcal{G}_{u}(x, 0)_{\mu \nu}^{c c^{\prime}}+\mathcal{G}_{u}(x, 0)_{\mu \beta}^{b \mathcal{S}^{\prime}} \mathcal{G}_{u}\left(x_{2}, 0\right)_{\alpha \nu}^{c c^{\prime}}\right\},  \tag{4.28}\\
D_{\alpha \beta}(x, y)=-\operatorname{Tr}\left[\left(\mathcal{G}_{u}(y, y)+\mathcal{G}_{d}(y, y)\right) \gamma_{\rho}\right] \varepsilon^{a b c} \varepsilon^{a^{\prime} b^{\prime} c^{\prime}}\left[C \gamma_{5} \mathcal{G}_{d}\left(x_{2}, 0\right) C \gamma_{5}\right]_{\mu \mu^{\prime}}^{b b^{\prime}} \times \\
 \tag{4.29}\\
\quad \times\left(\mathcal{G}_{u}(x, 0)_{\alpha \beta}^{c c^{\prime}} \mathcal{G}_{u}(x, 0)_{\mu \mu^{\prime}}^{a a^{\prime}}+\mathcal{G}_{u}(x, 0)_{\alpha \mu^{\prime}}^{c \prime^{\prime}} \mathcal{G}_{\mu \beta}^{a c^{\prime}}\right) .
\end{gather*}
$$

Both the terms $\mathcal{U}_{\alpha \beta}$ and $\mathcal{D}_{\alpha \beta}$ do not include disconnected quark loops, i.e. quark propagators starting from a given point in space time and ending at the same point, the so-called all-to-all quark propagators. Indeed, we gathered such terms in the disconnected term $D_{\alpha \beta}$ : their signal-to-noise ratio is much smaller as compared to the connected contributions and their evaluation requires the use of appropriate stochastic and gauge noise reduction techniques that will be discussed in the following section.

### 4.3 Stochastic techniques

The evaluation of all-to-all propagators is one of the most computationally demanding aspects of lattice QCD computations. In particular, the exact evaluation of this quantity would require a number of inversions of the Dirac operator which is the same as the size of the lattice volume, i.e. $\mathcal{O}\left(10^{7}\right)$ inversions. In contrast, stochastic techniques allow to carry out the computation of the all-to-all propagators with a feasible but yet high computational cost. Such techniques are based on the definition of noise sources $\zeta_{r}(x)$, which obey the following properties:

$$
\begin{align*}
\frac{1}{N_{r}} \sum_{r} \xi_{r}(x) & =0+\mathcal{O}\left(\frac{1}{\sqrt{N_{r}}}\right) \\
\frac{1}{N_{r}} \sum_{r} \xi_{r}(x) \otimes \xi_{r}^{*}(y) & =\delta(x, y) \delta_{\alpha \beta} \delta_{a b}+\mathcal{O}\left(\frac{1}{\sqrt{N_{r}}}\right), \tag{4.30}
\end{align*}
$$

where $N_{r}$ is the total number of noise vectors and $\otimes$ denotes the tensor product in volume, spin and color subspaces. One possible choice for the noise vectors consists in randomly filling the entries with elements of $\mathcal{Z}_{2}=\{1,-1\}$ or $\mathcal{Z}_{4}=\{1,-1, i,-i\}$. Given a set of vectors $\zeta_{r}(x)$, the all-to-all propagator can be constructed by solving for
$\phi_{r}(x)$ the following equation

$$
\begin{equation*}
M(x, y) \phi_{r}(y)=\zeta_{r}(x) \tag{4.31}
\end{equation*}
$$

where $M(x, y)$ is the Dirac twisted mass operator. Having the set of solutions $\phi_{r}(x)$, the all-to-all propagator can be estimated via

$$
\begin{equation*}
\mathcal{G}(x ; y)=\frac{1}{N_{r}} \sum_{r} \phi_{r}(x) \zeta_{r}^{\dagger}(y)+\mathcal{O}\left(\frac{1}{\sqrt{N_{r}}}\right) . \tag{4.32}
\end{equation*}
$$

In order to show that the stochastic error becomes comparable to the gauge error, the number of stochastic vectors required is much smaller than calculating the all-to-all propagator exactly. The stochastic technique allows us to compute out the trace of the quark propagator required in the computation of the disconnected contribution.

Further improvements can be made by studying the properties of the Dirac matrix under examination, allowing one to design better strategies for the selection of the vectors $\zeta_{r}(x)$. In particular, given the sparsity pattern of the matrix, the following theorem can be applied

Theorem 4.3.1. If the $i$-th row of a matrix $Z \in \mathbb{C}^{V \times N_{r}}$ given by the $N_{r}$ stochastic vectors, is orthogonal to the rows of $Z$ for which $M(i, j) \neq 0$, then the stochastic estimator yields the exact trace [105].

In the following section, we will analyze in more detail advanced techniques allowing to reduce the contamination to the trace coming from off-diagonal terms when employing stochastic techniques.

### 4.3.1 Dilution

With stochastic techniques we can compute the all-to-all propagator with a precision related to the number of noise vector employed. Indeed, the truncation of the sum introduces stochastic noise to the all-to-all propagator, which is due to the mixing with off-diagonal contributions. In order to reduce this noise, one can perform different types of dilutions, that consist in reducing the density of the noise vectors. Time dilution is one of the simplest schemes that consists in defining a noise vector that is different from zero only for a specific time slice

$$
\begin{equation*}
\zeta_{r}^{\tau}=\zeta_{r} \delta(t-\tau) \tag{4.33}
\end{equation*}
$$

Dilution may also be applied on Dirac and color indices. In this case, given the color index $a$ and Dirac index $\alpha$, the noise vector reads

$$
\begin{equation*}
\tilde{\zeta}_{r}(x)_{\alpha}^{a}=\zeta_{r}(x)_{\beta}^{b} \delta_{b a} \delta^{\beta \alpha} . \tag{4.34}
\end{equation*}
$$



Figure 4.3: Graph $G=(V, E)$ with $V=\{1,2,3,4,5\}$ and $E=\{\{1,3\},\{1,2\},\{1,4\}$, $\{1,5\},\{3,5\},\{4,5\},\{2,3\}\}$. The chromatic number of the graph is $\chi_{k=1}(G)=3$, and the corresponding optimal 3 -coloring map is shown.

Finally, there are also dilution schemes acting on the spatial volume. For instance one may divide the lattice into even and odd points, thus ensuring that closest neighbors do not pollute the diagonal entries of the all-to-all propagator. A very efficient dilution scheme, which acts on the volume is the hierarchical probing algorithm described in the next subsection.

## Dilution techniques based on probing

Algorithms employing probing are among the most well performing methods for the stochastic evaluation of the trace of sparse matrices. The idea is to recover the nonzero entries of a sparse matrix by multiplying it with a small (compared to the size of the matrix) well-chosen set of vectors. In particular, given the sparsity pattern of the matrix $B$, special algorithms relying on graph coloring can be employed to identify a special set of probing vectors [106]. Before describing the hierarchical probing algorithm, which is the main topic of this section, the definition of some fundamental concepts will be provided. In what follows, we will assume that the matrix $B$ is symmetric and non-singular.

Definition 4.3.1 (Undirected graph [107]). A graph is a pair $G=(V, E)$, where $V$ are the vertices of the graph $G$ and and $E$ are its edges. In particular, each edge is associated with a couple of vertices, i.e. $E \subseteq[V]^{2}$ and, to avoid ambiguities, $V \cap E=\emptyset$. The usual graphical representation of a graph consists of drawing a dot for each vertex, while a line joining two of them represents an edge.

Definition 4.3.2 (Distance- $k$ neighbors [108]). Two distinct vertices $u, v$ of the graph $G$ are said to be distance $-k$ neighbors if the shortest path connecting them has at most length $k$.

Definition 4.3.3 (Distance- $k$ Graph coloring [107,108]). Given a graph $G=(V, E)$, a distance- $k$ vertex coloring is a map $\mathcal{C}: V \rightarrow S$, where $S$ is the set of colors, such that $\mathcal{C}(u) \neq \mathcal{C}(v)$ whenever $u, v$ are distance $-k$ neighbors. The $k$-chromatic number $\chi_{k}(G)$ of a graph $G$, is the smallest $k$ for which $G$ is distance $-k$ colorable.

A simple example of a graph with 5 vertices and 7 edges is shown in Fig. 4.3. The chromatic number of this simple graph is $\chi_{k=1}(G)=3$, and the corresponding optimal 3 -coloring map is shown in the figure. Given the matrix $B$, for which we want to compute the trace of its inverse, it is possible to unambiguously define a graph of $B$ as the intersection graph of the columns.

Definition 4.3.4 (Intersection graph of the matrix B [107]). Given the family $\mathcal{F}$ of sets, then the intersection graph $G$ of $\mathcal{F}$ is defined by $X Y \in E(G) \Longleftrightarrow X \cap Y \neq \emptyset$. In the case of the matrix $B$, the sets are the rows of the matrix. Two rows, identified with sets whose elements are their entries, have non-empty intersection if their elementwise product returns a non-zero vector. Given a symmetric matrix $B$, the resulting intersection graph is undirected.

For instance, one of the possible matrices generating the graph of Fig. 4.3 is the following

$$
B=\left[\begin{array}{ccccc}
b_{11} & 0 & b_{13} & 0 & b_{15}  \tag{4.35}\\
0 & b_{22} & b_{23} & 0 & 0 \\
b_{31} & b_{32} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & b_{45} \\
b_{51} & 0 & 0 & b_{54} & b_{55}
\end{array}\right]
$$

Given the intersection graph $G(V, E)$ with chromatic number $\chi_{k}(G)$ of the generic matrix $B$, with $n(c)$ we refer to the number of vertices of color $c$, with $c=0, \ldots, \chi_{k}(G)$. We can then define the probing vectors

$$
z_{c}(i)= \begin{cases}1 & \text { if } \mathcal{C}(i)=c  \tag{4.36}\\ 0 & \text { otherwise }\end{cases}
$$

which satisfy the requirements of theorem 4.3.1, allowing to compute exactly the trace with $\operatorname{Tr}[B]=\sum_{c=1}^{\chi_{k}(G)} z_{c}^{T} B z_{c}$. Then, if the chromatic number of the intersection graph is much smaller than the size of the matrix, provided a suitable coloring, this method allows exploiting the sparsity pattern to drastically reduce the computational cost of the trace.

In the case of the computation of the all-to-all propagator, we are interested in the trace of the inverse of the Dirac operator $D$. Therefore, given the sparsity pattern of the matrix $D$, it is crucial to know the pattern of the inverse. In general, the inverse of a sparse matrix is dense. However, in some cases, some elements of $D^{-1}$ rapidly decay away from the non-zero entries of the sparsity pattern of $D$, and can be neglected. In this sense the inverse $D^{-1}$ of the sparse matrix $D$ is itself sparse and thus colorable. If it is the case, computing the distance- 1 coloring of the inverse while dropping elements of $D_{i j}^{-1}$ whose vertices are more than $k$ links apart in the graph of $D$ is equivalent of evaluating the distance- 1 coloring of $D^{k}$ [106]. In light of these considerations, the problem of computing the trace of the inverse of a large sparse symmetric matrix $D$
can be now viewed in terms of how to perform probing on $D^{k}$, for large enough $k$. The hierarchical probing algorithm [109] allows to find a distance-1 probing basis of $B^{k}$ by making certain compromises, and can be summarized in two steps:

1. employ the hierarchical coloring algorithm [109], that recursively colors the submatrices obtained the previous iteration of the greedy coloring algorithm [110];
2. find a set of Hadamard vectors that spans exactly the probing basis.

A detailed description of the hierarchical coloring algorithm can be found in Ref. [109].

### 4.3.2 One-end trick

To compute the disconnected quark loop of the disconnected contribution to the threepoint function, we also use the so-called one-end trick. It allows to exploit the properties of the noise vectors in order to transform a sum over the volume to a sum over the $r$ index. We defined $\phi_{r}(x)$ as

$$
\begin{equation*}
\phi_{r}(\vec{x}, t)=\mathcal{G}\left(x ; x_{0}\right) \zeta_{r}\left(x_{0}\right), \tag{4.37}
\end{equation*}
$$

where $\mathcal{G}\left(x ; x_{0}\right)$ is the quark propagator. Then, we consider the expression

$$
\begin{align*}
\frac{1}{N_{r}} \sum_{r} \sum_{\vec{x}} \phi_{r}^{\dagger}(\vec{x}, t) \phi_{r}(\vec{x}, t) & =\sum_{\vec{x}, \vec{x}_{0}, \vec{x}_{1}} \mathcal{G}\left(x, x_{0}\right)_{\mu \nu}^{* a b} \mathcal{G}\left(x, x_{1}\right)_{\mu \kappa}^{a c} \frac{1}{N_{r}} \sum_{r} \zeta_{\nu}^{* b}\left(x_{0}\right)_{r} \zeta_{\kappa}^{c}\left(x_{1}\right) \\
& =\sum_{\vec{x}, \vec{x}_{0}, \vec{x}_{1}} \mathcal{G}\left(x, x_{0}\right)_{\mu \nu}^{* a b} \mathcal{G}\left(x, x_{1}\right)_{\mu \kappa}^{a c} \delta^{b c} \delta_{\nu \kappa} \delta\left(x_{0}-x_{1}\right)  \tag{4.38}\\
& =\sum_{\vec{x}, \vec{x}_{0}} \operatorname{Tr}\left[\left|\mathcal{G}\left(x, x_{0}\right)\right|^{2}\right]
\end{align*}
$$

This shows that one can transform a double sum over the space-time indices of the all-to-all propagator to a single sum over the volume and the noisy vectors.

## The standard one-end trick

The standard one-end trick exploits properties of the twisted-mass discretization. In particular, the standard one-end trick can be employed in the case that $\tau^{3}$ appears in the insertion operator $\Gamma$. In what follows, unless otherwise stated, operators and propagators are expressed in the twisted mass fermion formulation at maximal twist. For twisted mass fermions we know that

$$
\begin{equation*}
D_{u}-D_{d}=2 i \mu \gamma_{5}, \tag{4.39}
\end{equation*}
$$

and, given the fact that $\mathcal{G}_{u} D_{u}=\mathbf{I}$, then

$$
\begin{equation*}
\mathcal{G}_{u}-\mathcal{G}_{d}=\mathcal{G}_{u}\left(D_{d}-D_{u}\right) \mathcal{G}_{d} . \tag{4.40}
\end{equation*}
$$

using the previous two equations we find

$$
\begin{equation*}
\mathcal{G}_{u}-\mathcal{G}_{d}=-2 i \mu \mathcal{G}_{u} \gamma_{5} \cdot \mathcal{G}_{d} \tag{4.41}
\end{equation*}
$$

Because of (4.41) we can write

$$
\begin{equation*}
L(t ; \Gamma)=\sum_{\vec{x}}\left(\operatorname{Tr}\left[\mathcal{G}_{u}(x, x) \Gamma\right]-\operatorname{Tr}\left[\mathcal{G}_{d}(x, x) \Gamma\right]\right)=-2 i \mu \sum_{\vec{x}, y} \operatorname{Tr}\left[\mathcal{G}_{u}(x, y) \gamma_{5} \mathcal{G}_{d}(y, x) \Gamma\right] . \tag{4.42}
\end{equation*}
$$

Thus, we can now employ (4.38) to write

$$
\begin{align*}
L(t ; \Gamma) & =-\frac{2 i \mu}{N_{r}} \sum_{r} \sum_{\vec{x}} \operatorname{Tr}\left[\phi_{r}^{\dagger}(x) \gamma_{5} \Gamma \phi_{r}(x)\right] \\
& =\sum_{\vec{x}}\left(\operatorname{Tr}\left[\mathcal{G}_{u}(x, x) \Gamma\right]-\operatorname{Tr}\left[\mathcal{G}_{d}(x, x) \Gamma\right]\right)+\mathcal{O}\left(\frac{1}{\sqrt{N_{r}}}\right) . \tag{4.43}
\end{align*}
$$

To check this identity we need to use the property geven in (3.52)

$$
\begin{align*}
\sum_{r} \sum_{\vec{x}} \operatorname{Tr}\left[\phi_{r}^{\dagger}(x) \gamma_{5} \Gamma \phi_{r}(x)\right] & =\sum_{r} \sum_{\vec{x}, x_{0}, x_{1}} \operatorname{Tr}\left[\zeta_{r}^{\dagger}\left(x_{0}\right) \mathcal{G}_{u}^{\dagger}\left(x, x_{0}\right) \gamma_{5} \Gamma \mathcal{G}_{u}\left(x, x_{1}\right) \zeta_{r}\left(x_{1}\right)\right] \\
& =\sum_{r} \sum_{\vec{x}, x_{0}, x_{1}} \operatorname{Tr}\left[\zeta_{r}^{\dagger}\left(x_{0}\right) \gamma_{5} \mathcal{G}_{d}\left(x, x_{0}\right) \Gamma \mathcal{G}_{u}\left(x, x_{1}\right) \zeta_{r}\left(x_{1}\right)\right] \\
& =\sum_{\vec{x}, x_{0}} \operatorname{Tr}\left[\gamma_{5} \mathcal{G}_{d}\left(x, x_{0}\right) \Gamma \mathcal{G}_{u}\left(x, x_{0}\right)\right]+\mathcal{O}\left(\frac{1}{\sqrt{N_{r}}}\right)  \tag{4.44}\\
& =\sum_{\vec{x}, x_{0}} \operatorname{Tr}\left[\mathcal{G}_{u}\left(x, x_{0}\right) \gamma_{5} \mathcal{G}_{d}\left(x, x_{0}\right) \Gamma\right]+\mathcal{O}\left(\frac{1}{\sqrt{N_{r}}}\right) .
\end{align*}
$$

## The generalized one-end trick

The standard one-end trick can be employed only in case the the operator includes $\tau^{3}$. If this is not the case, the so-called generalized one-end trick comes in handy. In particular, we can write

$$
\begin{equation*}
D_{u}+D_{d}=2 D_{W} \tag{4.45}
\end{equation*}
$$

with $D_{W}$ being the massless Wilson-Dirac operator. By exploiting the definition $\mathcal{G}_{u} D_{u}=1$, we get

$$
\begin{equation*}
\mathcal{G}_{u}+\mathcal{G}_{d}=\mathcal{G}_{u}\left(D_{u}+D_{d}\right) \mathcal{G}_{d}, \tag{4.46}
\end{equation*}
$$

which, using the identity in Eq. (4.45), can be written as

$$
\begin{equation*}
\mathcal{G}_{u}+\mathcal{G}_{d}=2 \mathcal{G}_{u} D_{W} \mathcal{G}_{d} . \tag{4.47}
\end{equation*}
$$

From the definition of $D_{u}$ it follows that

$$
\begin{equation*}
D_{u} \gamma^{5} D_{W}=D_{W} \gamma^{5} D_{u}, \tag{4.48}
\end{equation*}
$$

which, multiplying on the left and right my $\mathcal{G}_{u}$, reads

$$
\begin{equation*}
\gamma^{5} D_{W} \mathcal{G}_{u}=\mathcal{G}_{u} D_{W} \gamma^{5} \tag{4.49}
\end{equation*}
$$

We are interested in evaluating the loop

$$
\begin{equation*}
\mathcal{L}^{u+d}(t)=2 \operatorname{Tr}\left[\mathcal{G}_{u} D_{W} \mathcal{G}_{d} \Gamma\right] . \tag{4.50}
\end{equation*}
$$

By exploiting the identities of Eq. (3.52) and Eq. (4.48), the previous equation can be written as

$$
\begin{equation*}
\mathcal{L}^{u+d}(t)=2 \sum_{\vec{x}} \sum_{y, z}\left[\left(\gamma^{5}\right)_{\alpha \beta} D_{W}(x ; y)_{\beta \gamma}^{a b} \mathcal{G}_{u}(y, z)_{\gamma \delta}^{b c} \mathcal{G}_{u}^{*}(x, z)_{\varepsilon \delta}^{a c}\left(\gamma^{5} \Gamma\right)_{\varepsilon \alpha}\right] . \tag{4.51}
\end{equation*}
$$

We insert now the unity in position, color and Dirac spaces in between the two propagators and introduce a set of stochastic vectors $\zeta_{r}$ satisfying the properties of Eq. (4.30)

$$
\begin{align*}
\mathcal{L}^{u+d}(t) & =2 \sum_{\vec{x}} \sum_{y, z}\left[\left(\gamma^{5}\right)_{\alpha \beta} D_{W}(x ; y)_{\beta \gamma}^{a b} \mathcal{G}_{u}(y, z)_{\gamma \delta^{\prime}}^{b c^{\prime}} \frac{1}{N_{r}} \sum_{r} \zeta_{r}\left(z^{\prime}\right)_{\delta^{\prime}}^{c^{\prime}} \zeta_{r}^{*}(z)_{\delta}^{c} \mathcal{G}_{u}^{*}(x, z)_{\varepsilon \delta}^{a c}\left(\gamma^{5} \Gamma\right)_{\varepsilon \alpha}\right]+ \\
& +\mathcal{O}\left(\frac{1}{\sqrt{N_{r}}}\right) . \tag{4.52}
\end{align*}
$$

Using the property in Eq. (4.37), the equation above becomes

$$
\begin{equation*}
\mathcal{L}^{u+d}(t)=2 \frac{1}{N_{r}} \sum_{\vec{x}} \sum_{y} \sum_{r}\left[\left(\gamma^{5}\right)_{\alpha \beta} D_{W}(x ; y)_{\beta \gamma}^{a b} \phi_{r}^{u}(y)_{\gamma}^{b} \phi_{r}^{u *}(x)_{\varepsilon}^{a}\left(\gamma^{5} \Gamma\right)_{\varepsilon \alpha}\right]+\mathcal{O}\left(\frac{1}{\sqrt{N_{r}}}\right) \tag{4.53}
\end{equation*}
$$

In summary, we have

$$
\begin{align*}
\mathcal{L}^{u+d}(t) & =2 \frac{1}{N_{r}} \sum_{\vec{x}} \sum_{r} \operatorname{Tr}\left[\phi_{r}^{\dagger}(x) \gamma^{5} \Gamma \gamma^{5} D_{W} \phi_{r}(x)\right] \\
& =\sum_{\vec{x}}\left(\operatorname{Tr}\left[\mathcal{G}_{u}(x, x) \Gamma\right]+\operatorname{Tr}\left[\mathcal{G}_{d}(x, x) \Gamma\right]\right)+\mathcal{O}\left(\frac{1}{\sqrt{N_{r}}}\right), \tag{4.54}
\end{align*}
$$

which is known as the generalized one-end trick.

### 4.4 Smearing techniques

The gauge field is subject to fluctuations which deteriorate the signal-to-noise ratio. Furthermore, one needs to optimize the overlap of the interpolating fields with the ground state when computing hadronic quantities. Various smearing methods are used to reduce gauge noise and to improve ground state dominance. In particular, Gaussian or Wuppertal smearing, APE smearing and momentum smearing are employed in our


Figure 4.4: Staples used to APE smear the gauge link $U_{\mu}(n)$.
studies to reduce the contamination by excited states and gauge noise. Stout smearing is employed on gauge links to smooth the power divergences present in non-local operators with Wilson line.

### 4.4.1 APE smearing

APE smearing [111], as well as stout smearing act on the gauge links. In both procedures each link variable $U_{\mu}(n)$ is replaced with a new one obtained from the sum over appropriately defined staples. A simple staple can be obtained by multiplying three elementary gauge links in a plane. In the case of APE smearing we have

$$
\begin{equation*}
U_{\mu}^{\mathrm{APE}}=\operatorname{Proj}_{\mathrm{SU}(3)}\left[\left(1-\alpha_{\mathrm{APE}}\right) U_{\mu}(n)+\frac{\alpha_{\mathrm{APE}}}{6} \sum_{\mu \neq \nu} C_{\mu \nu}(n)\right], \tag{4.55}
\end{equation*}
$$

with $C_{\mu \nu}(x)$ the sum of simple staples around $U_{\mu}(x)$ given by

$$
\begin{equation*}
C_{\mu \nu}(n)=U_{\nu}(n) U_{\mu}(n+\hat{\nu}) U_{\nu}^{\dagger}(n+\hat{\mu})+U_{\nu}^{\dagger}(n-\hat{\nu}) U_{\mu}(n-\hat{\nu}) U_{\nu}(n-\hat{\nu}+\hat{\mu}) . \tag{4.56}
\end{equation*}
$$

The sum over the staples can be on the four lattice dimensions or on the spacial dimensions only. APE-smearing is a recursive method, since the replacement of the gauge links described in Eq. (4.55) is performed $n_{\text {APE }}$ times. Since the sum of the staples is not an element of the $S U(3)$ group, an $S U(3)$ projection [112,113] is needed at each iteration to ensure that the algorithm remains effective. A schematic 2D representation of the staples employed to APE smear the gauge $\operatorname{link} U_{\mu}(n)$ is shown in Fig. 4.4. Besides improving the overlap of the interpolating fields with the ground state of the hadron of interest, APE smearing also helps in limiting the presence of exceptional configurations (see Sec. 3.3.3), whose eigenvalues of the Dirac operator are close to zero. However, such smearing technique cannot be employed when performing Hybrid Monte Carlo [114] simulations, which require the gauge action to be differentiable.

### 4.4.2 Stout smearing

Stout smearing [115] is an iterative smearing technique obtained by replacing each link variable by

$$
\begin{equation*}
U_{\mu}(n) \rightarrow U_{\mu}^{\prime}(n)=e^{i Q_{\mu}(n)} U_{\mu}(n) \tag{4.57}
\end{equation*}
$$

where $Q_{\mu}(n)$ is a traceless hermitian matrix defined as

$$
\begin{align*}
Q_{\mu}(n) & \equiv \frac{i}{2}\left(\Omega_{\mu}^{\dagger}(n)-\Omega_{\mu}(n)-\frac{\mathbf{1}}{3} \operatorname{Tr}\left[\Omega_{\mu}^{\dagger}(n)-\Omega_{\mu}(n)\right]\right) \\
\Omega_{\mu}(n) & \equiv\left(\sum_{\mu \neq \nu} \rho_{\mu \nu} C_{\mu \nu}(n)\right) U_{\mu}^{\dagger}(n) \tag{4.58}
\end{align*}
$$

and $C_{\mu \nu}(n)$ is the sum of staples defined in Eq. (4.56). The smearing can be tuned by setting an appropriate value of the parameters $\rho_{\mu \nu}$. In contrast to the APE smearing procedure, the new link variables are in $S U(3)$, eliminating the need for any projection. As a consequence, the updated link variables are analytic in the finite complex plane and the stout smearing can be employed in combination with Monte Carlo methods. In the present study we will refer to a single stout smearing parameter $\rho$, defined as

$$
\begin{equation*}
\rho_{i j}=\rho, \quad r h o_{4 \mu}=\rho_{\mu 4}=0 \tag{4.59}
\end{equation*}
$$

which is often referred to as the isotropic three-dimensional smearing. In some cases, it might be useful to smear the gauge links in the temporal direction as well, thus employing the four-dimensional isotropic setup

$$
\begin{equation*}
\rho_{\mu \nu}=\rho . \tag{4.60}
\end{equation*}
$$

### 4.5 Gaussian Smearing

To improve the overlap of the interpolating field with the ground state, thus suppressing the excited states contamination, we employ the so-called Gaussian smearing, also known as Wuppertal smearing [116]. Given a point source $\eta(\vec{y}, t)$, the smeared source reads

$$
\begin{equation*}
\eta^{\mathrm{sm}}(\vec{x}, t)=\sum_{\vec{y}} F(\vec{x}, \vec{y} ; U(t)) \eta(\vec{y}, t) \tag{4.61}
\end{equation*}
$$

where the operator $F$ is defined as

$$
\begin{equation*}
F(\vec{x}, \vec{y} ; U(t))=[1+\alpha H(\vec{x}, \vec{y} ; U(t))]^{n} \tag{4.62}
\end{equation*}
$$

and

$$
\begin{equation*}
H(\vec{x}, \vec{y} ; U(t))=\sum_{k=1}^{3}\left[U_{k}(\vec{x}, t) \delta_{\vec{x}, \vec{y}-a \hat{k}}+U_{k}(\vec{x}-a \hat{k}, t) \delta_{\vec{x}, \vec{y}+a \hat{k}}\right] . \tag{4.63}
\end{equation*}
$$

The parameter $\alpha$ and the number of smearing iteration $n$ are tuned to yield the approximate root mean sqaure radius of the hadron. Finally, since the operator $F$ depends on the gauge links, smearing techniques such as APE can be employed to reduce gauge noise.

## Chapter

## Bayes-Gauss-Fourier transform

On the lattice, renormalized matrix element is only available for a limited range of $z$ values, where $z$ is the length of the Wilson line entering the non-local operators. Since the theory is defined on a discrete set of lattice sites, the matrix element is known only for discrete values of $z$. Thus, the integral defining the quasi-PDF becomes a finite sum

$$
\begin{equation*}
2 P_{3} \int_{-\infty}^{\infty} \frac{d z}{4 \pi} e^{i x P_{3} z} \rightarrow 2 P_{3} \sum_{z=-z_{\max }}^{z_{\max }} \frac{a}{4 \pi} e^{i x P_{3} z} \tag{5.1}
\end{equation*}
$$

where $a$ is the lattice spacing. In particular, the transformation given in Eq. (5.1) means that, instead of computing the Fourier transform (FT), we compute an analytic continuation of the discrete Fourier transform (DFT) defined for continuous $x$ values. The DFT frequencies are

$$
\begin{equation*}
\omega_{k}=\frac{2 \pi}{N} k, \quad k \in\left[-k_{\max }, k_{\max }\right] \tag{5.2}
\end{equation*}
$$

with $N=\left(2 k_{\max } / a+1\right)$ and $a k_{\max }=z_{\max } / a$. However, the FT frequencies relevant for the computation of quasi-PDFs are

$$
\begin{equation*}
\omega_{x}=x P_{3}=2 \pi \frac{P}{L} x \tag{5.3}
\end{equation*}
$$

where the momentum $P_{3}=2 \pi P / L, L$ is the spatial extent of the lattice, $P \in \mathbb{N}$ and $x$ assumes continuous values in the interval $[-1,1]$.
The discretization procedure described in Eq. (5.1) introduces a systematic bias in the quasi-PDF [117]:

1. knowing the matrix element only at discrete $z$-values limits the high frequency components to $|x|<\frac{\pi}{a P_{3}}$. Therefore, higher frequency components cannot be resolved and they are wrongly measured as lower frequency components below the threshold. This phenomenon is also known as aliasing.
2. The finite spatial extent of the lattice introduces a cut-off on $z$ that is limited by $z_{\max } \leq \frac{L}{2}$. A limitation in the number of points reduces the frequency resolution of the discretized Fourier transform defined in Eq. (5.1). When frequency
components of the signal do not correspond to the discrete frequencies, the discretized Fourier transform suffers from a distortive effect known as frequency leakage. Cut-off effects become significant for $a P_{3} \sim 1$.

Different advanced reconstruction techniques attempting to overcome the limitations of the discrete FT have been proposed [48,117]. In the next section, we will introduce the Bayes-Gauss-Fourier transform, an algorithm based on Gaussian process regression we introduced in Ref. [48].

### 5.1 Bayes-Gauss-Fourier Transform

These two problems could be solved if it were possible to reconstruct a continuous form of the renormalized lattice matrix element, before evaluating the FT. In Ref. [48], we proposed a new method to overcome the limitations of the discretized FT in Eq.(5.1). The method, called Bayes-Gauss-Fourier Transform (BGFT) is based on the formalism of Gaussian Process Regression (GPR) [118]. The choice of GPR for the continuous reconstruction is based on the following reasons:

- the interpolation is non-parametric, so it has the flexibility to adapt to any dataset without being restricted to a specific parametrized function;
- since GPR is based on Bayesian inference, the information about the behavior of the function towards infinity (extrapolation) can be incorporated into the prior distribution, and taken into account for the interpolation;
- the uncertainties of the measurements are incorporated into the interpolation through Bayes theorem;
- it is possible to impose a chosen level of smoothness to the interpolating function;
- the result of the interpolation is continuous, defined over whole domain of interest and its Fourier transform is computable in closed form.

In the following sections we give a brief introduction to the Gaussian Process Regression (GPR) and the way we employed it in order to obtain a robust estimate of the quasiPDF through the Bayes-Gauss-Fourier transform.

### 5.2 Gaussian Process Regression

Gaussian process regression is a nonparametric regression technique based on Bayesian inference. Before moving to the description of GPR, it is crucial to define the meaning of nonparametric in contrast to parametric regression models. When performing a linear regression (parametric model) the number of parameters is fixed throughout the fit procedure. Nonparametric models instead, still are defined in terms of parameters,
but their number increases with the number of instances populating the training set. The more data we include in the regression, the larger will be the number of parameters the nonparametric regression model has and, as a consequence, the complexity of the model increases as well. This aspect will be evident once the definition of the Gaussian Process regression result will be provided.
The Bayes' rule reads

$$
\begin{align*}
\text { Posterior } & =\frac{\text { Likelihood } \times \text { Prior }}{\text { Marginal likelihood }} \\
P(A \mid B) & =\frac{P(B \mid A) P(A)}{P(B)}, \tag{5.4}
\end{align*}
$$

where the second line is equivalent to the first written in terms of probabilities. In our case $A$ will be the unknown model describing the observed data, given by $B$. The prior $P(A)$ is a key quantity when performing Gaussian Process Regression, since it is not present in the frequentist approach to regression and express our beliefs about the target model before we look at the observation. This term can encode theoretical constraints on the regression curve. The likelihood express the probability to obtain the data given the model describing them: the better the model describes the training set, the higher will be the likelihood. Finally, the marginal likelihood in Eq. (5.4) is a normalization factor, that does not depend on the model $A$. The explicit expression for the quantities reported in Eq. (5.4) will be provided in what follows.

Definition 5.2.1 (Gaussian Process [118]). A Gaussian process (GP) is a collection of random variables, any finite number of which have a multivariate Gaussian distribution

$$
\begin{equation*}
f(z) \sim \mathcal{G P}\left(m(z), k\left(z, z^{\prime}\right)\right), \tag{5.5}
\end{equation*}
$$

where $\mu(z)$ is the mean function and $k\left(z, z^{\prime}\right)$ the covariance function. This means that, given any number $n_{z}$ of domain points $z_{1}, \ldots, z_{n}$, the random variables $f_{1}, \ldots, f_{n}$, where $f_{i} \equiv f\left(z_{i}\right)$, are distributed according to:

$$
\begin{equation*}
p\left(f_{1}, \ldots, f_{n}\right)=\operatorname{det}(2 \pi K)^{-1 / 2} e^{-\frac{1}{2} \sum_{i j}\left(f_{i}-\mu_{i}\right) K_{i j}^{-1}\left(f_{j}-\mu_{j}\right)} \tag{5.6}
\end{equation*}
$$

where $\mu_{i} \equiv \mu\left(z_{i}\right)$ and $K_{i j}^{-1}$ is the inverse matrix of $K_{i j} \equiv k\left(z_{i}, z_{j}\right)$.
In summary, the Gaussian Process is completely defined by two functions

$$
\begin{align*}
\mu(z) & =\mathbf{E}[f(z)] \\
k\left(z, z^{\prime}\right) & =\mathbf{E}\left[(f(z)-\mu(z))\left(f\left(z^{\prime}\right)-\mu\left(z^{\prime}\right)\right)\right] \tag{5.7}
\end{align*}
$$

corresponding to the mean and the covariance of the multivariate Gaussian prior distribution.

If we assume the target model $f(z)$ is a Gaussian Process

$$
\begin{equation*}
f(z) \sim \mathcal{G P}\left(m(z), k\left(z, z^{\prime}\right)\right), \tag{5.8}
\end{equation*}
$$

then the likelihood in Eq. (5.4) can be written as a multivariate Gaussian distribution

$$
\begin{equation*}
\mathcal{L}(h \mid z, f)=\mathcal{N}(f, \boldsymbol{\Sigma}), \tag{5.9}
\end{equation*}
$$

being $f$ the mean and $\boldsymbol{\Sigma}$ the covariance matrix of the distribution. The latter is defined as a diagonal matrix of size $n_{z}$ (number of observations), whose entries are the uncertainties on the data points $h(z)$ included in the training set

$$
\boldsymbol{\Sigma}=\left(\begin{array}{cccc}
\Delta h\left(z_{1}\right)^{2} & 0 & \ldots & 0  \tag{5.10}\\
0 & \Delta h\left(z_{2}\right)^{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \Delta h\left(z_{n}\right)^{2}
\end{array}\right)
$$

In our application, they correspond to the total error given to the matrix element for each value of the independent variable $z$. In addition, from the definition of the Gaussian process follows that the prior distribution is a Gaussian multivariate distribution, defined in Eq. (5.6). Finally, the marginal likelihood ensuring the normalization of the posterior distribution is defined as the integral over the Gaussian process $f$ of the product of the likelihood times the prior

$$
\begin{equation*}
p(h \mid Z)=\int p(h \mid f, Z) p(f) d f \tag{5.11}
\end{equation*}
$$

where $Z$ is the set of values of the independent variable corresponding to the observations $h(z)$.
Once all the quantities appearing in the Bayes's rule in Eq. (5.4) are defined, the posterior can be evaluated and its mean correspond to the regression output. Denoting by $z_{1}, \ldots, z_{n}$ the $z$ values in which the matrix element measures $h_{1}, \ldots, h_{n}$ are available with uncertainties $\Delta h_{1}, \ldots, \Delta h_{n}$ and assuming the errors to be Gaussian, it is possible to analytically compute the mean function $\mu(z)$ of the posterior Gaussian process $f(z)$ in terms of the prior GP [118]:

$$
\begin{equation*}
\mu(z)=\mu_{P}(z)+\sum_{i j} k_{P}\left(z, z_{i}\right) \widetilde{K}_{i j}^{-1}\left(h_{j}-\mu_{P}\left(z_{j}\right)\right) \tag{5.12}
\end{equation*}
$$

where $\widetilde{K}_{i j}=k_{P}\left(z_{i}, z_{j}\right)+\Delta h_{i}^{2} \delta_{i j}$.
The GPR described until now is defined on real-valued data. There are many possible ways to extend the procedure to complex data. The approach that we choose consists in performing two independent fits: a GPR for the absolute values and a minimum $\chi^{2}$
linear regression for the complex argument.

### 5.2.1 Choice of the prior

It is possible to verify from Eq. (5.12) that, if the errors $\Delta h_{i}$ are zero, then $\mu(z)$ passes through all measured points. This property, together with smoothness conditions that can be imposed on GP, as it will be detailed below, ensures that the dependence of the mean posterior on the mean prior becomes weaker as we get closer to measured points. Therefore, the choice of GP prior does not affect the domain areas with high density of measured points. On the other hand, for $z$ values that are far from the measured values, the choice of the prior plays a decisive role.

With the choice of the prior GP, it is possible to impose different levels of smoothness to a GP $[119,120]$. In particular, choosing $\mu_{P}(z), k_{P}\left(z, z^{\prime}\right) \in C^{\infty}$ guarantees that both the GP prior and the GP posterior are infinitely mean-square differentiable, which we expect to be the most appropriate description for our problem at hand.

In order to not compromise the performance of the method and to reduce overfitting, the prior covariance function is commonly chosen to be stationary and symmetric so that $k_{P}\left(z, z^{\prime}\right)=k_{P}\left(\left|z-z^{\prime}\right|, 0\right)$. Another common choice is to use a covariance function monotonically decreasing with distance: $k_{P}(a, 0)>k_{P}(b, 0) \forall a, b$ such that $0<a<b$. This last property states that the correlation between predictions at different $z_{1}$ and $z_{2}$ decreases with their distance $\left|z_{1}-z_{2}\right|$, which means that the value of $\mu(z)$ will be mostly determined by the value of the neighboring measured points.

We opted for the squared exponential covariance function, which is the standard choice for a $C^{\infty}$ function that satisfy all the properties listed above. We thus consider

$$
\begin{equation*}
k_{P}\left(z, z^{\prime}\right)=\sigma^{2} e^{-\frac{\left(z-z^{\prime}\right)^{2}}{2 \ell^{2}}} \tag{5.13}
\end{equation*}
$$

where the real values $\sigma$ and $\ell$, also called hyper-parameters, are fixed using the maximum likelihood estimation of type II described in Ref. [118].

Since the behavior of the mean function tends to be independent of the measured values at long distances from them, the asymptotic behavior depends only on the choice of the prior mean function. Since the renormalized matrix element should tend to zero in the limit of $|z / a| \rightarrow \infty$, it is then possible to guarantee this limit for the posterior mean function by choosing a prior mean function that tends to zero at infinity.

### 5.2.2 Properties of the lattice matrix elements

We apply the BGFT approach to the MMS renormalized matrix element of the unpolarized PDF. We use the results of Ref. [101] that were computed using a gauge ensemble with two dynamical mass degenerate light twisted mass quarks ( $N_{f}=2$ ) generated by the Extended Twisted Mass Collaboration (ETMC) [121]. The lattice


Figure 5.1: Real and imaginary part of the renormalized matrix element computed at $P_{3}=10 \pi / L \simeq 1.38 \mathrm{GeV}$.
spacing is $a=0.0938(2)(3)$, the lattice size $48^{3} \times 96$ and the source-sink time separation is fixed at $t_{s}=12 a \approx 1.1 \mathrm{fm}$. All the relevant parameters regarding the employed gauge ensemble are reported in Table 5.1. This ensemble is referred to as the $c A 2.09 .48$ ensemble.

| $\beta=2.10$, | $c_{\mathrm{SW}}=1.57751, \quad a=0.0938(3)(2) \mathrm{fm}$ |
| :---: | :---: | :---: |
| $48^{3} \times 96$ | $a \mu=0.0009 \quad m_{N}=0.932(4) \mathrm{GeV}$ |
| $L=4.5 \mathrm{fm}$ | $m_{\pi}=0.1304(4) \mathrm{GeV} \quad m_{\pi} L=2.98(1)$ |

Table 5.1: Simulation parameters of the cA2.09.48 ensemble used to extract the unpolarized quasi-PDF. The nucleon mass $\left(m_{N}\right)$, the pion mass $\left(m_{\pi}\right)$ and the lattice spacing (a) were determined in Ref. [122].

We show the results on the renormalized nucleon matrix element of the unpolarized operator in Fig. 5.1 taken from ref. [101]. The momentum is $P_{3}=10 \pi / L \simeq 1.38 \mathrm{GeV}$. A total of $N_{\text {conf }}=811$ gauge configurations were analyzed, with a total number of measurements $N_{\text {measures }}=73000$. The errors were obtained using the jackknife resampling method.

Before presenting the methods used to determine the quasi-PDFs, it is necessary to analyze some important aspects regarding the properties of these lattice matrix element. In a recent paper [101], based on the data from the cA2.09.48 ensemble, the authors identified possible sources of systematic uncertainties in the reconstruction of PDFs from lattice QCD simulations, including the dependence on the cutoff $z_{\max }$.

The results showed that the PDFs extracted are contaminated by a larger noise and stronger oscillations as $z_{\max }$ increases above the value of $z_{\max } / a \gtrsim 10$. In particular,
the higher the value of $z_{\max }$, the bigger the errors prohibiting the PDFs from reaching a zero value in the large positive $x$ region. However, all the light-cone PDFs extracted using different values of the cut-off $z_{\max } / a$ are compatible within errors [101]. We chose to compare the results of the proposed non-parametric regression procedure with the DFT quasi-PDF obtained with $z_{\max } / a=10$.
Let us examine first some important properties exhibited by the renormalized matrix element that will be useful to better design our algorithm. Firstly, they are hermitian functions of $z$, namely

$$
\begin{equation*}
h\left(z, P_{3}, \mu\right)=h\left(-z, P_{3}, \mu\right)^{\dagger}, \tag{5.14}
\end{equation*}
$$

which means that the real part is even and the imaginary part is odd in $z$. This property will be exploited by our BGFT method in order to make the algorithm more stable, as described in Sec. 5.2.4.

Secondly, both the real and imaginary parts are expected to decay to zero, with a rate that increases with the nucleon boost. This crucial aspect will be reflected in the choice of the prior mean of the GPR, which encodes all the relevant information about the renormalized matrix element, as illustrated in Sec. 5.2.1. Thirdly, the real and imaginary parts of the matrix element can be written in polar coordinates, i.e. at fixed $z$, the complex function $h(z)=\Re h(z)+i \Im h(z)$ can be written as

$$
h(z)=\rho(z) e^{i \phi(z)},
$$

with

$$
\begin{aligned}
\rho(z) & =\sqrt{\Re h(z)^{2}+\Im h(z)^{2}} \\
\phi(z) & =\arg (h(z)) \\
& =\arctan 2(\Im h(z), \Re h(z)) .
\end{aligned}
$$

The function $\arctan 2(y, x)$ reads

$$
\begin{aligned}
& \arctan 2(y, x)= \\
& = \begin{cases}2 \arctan \frac{y}{\sqrt{x^{2}+y^{2}}+x} & \text { if } x>0 \text { or } y \neq 0 \\
\pi & \text { if } x<0 \text { and } y=0 \\
\text { undefined } & \text { if } x=0 \text { and } y=0\end{cases}
\end{aligned}
$$

In Fig. 5.2 we show the functions $\rho(z)$ and $\phi(z)$ for the renormalized nucleon matrix element of the unpolarized operator. The modulus $\rho(z)$ of the complex function $h(z)$ is an even function that decays to zero with a rate that depends on the nucleon boost. However, due to the increasing errors in the renormalization function, the function $\rho(z)$ deviates from zero as $z$ increases. On the other hand, the argument $\phi(z)$ shows a linear behavior for all relevant values of $z$. Such a property means that the matrix element
can be written as

$$
\begin{align*}
& \Re h(z)=\rho(z) \cos (\theta z)  \tag{5.15}\\
& \Im h(z)=\rho(z) \sin (\theta z),
\end{align*}
$$

or, equivalently

$$
\begin{equation*}
h(z)=\rho(z) e^{i \phi(z)}=\rho(z) e^{i \theta z}, \tag{5.16}
\end{equation*}
$$

This property will be used in the BGFT to improve the results as described in Sec. 5.2.4. The linear dependence of $\phi(z)$ on $z$ can also be observed directly from the phenomenological PDFs, as discussed in the following section.

### 5.2.3 Analysis of phenomenological data

To illustrate the relation between the real and imaginary parts of the underlying matrix element, we consider the NNPDF3.1 phenomenological determination of the unpolarized PDF [63]. This data set is shown in Fig. 5.3 and we apply the inverse matching procedure to derive the corresponding matrix element. The inverse matching can be interpreted as the inverse of the operation given in Eq. (3.71), which allows us to obtain the quasi-PDF from the light cone PDF by

$$
\begin{equation*}
\tilde{q}\left(x, \mu, P_{3}\right)=\int_{-1}^{1} \frac{d y}{|y|} \tilde{C}\left(\frac{x}{y}, \frac{\mu}{y P_{3}}\right) q(y, \mu) . \tag{5.17}
\end{equation*}
$$

The matching kernel $\tilde{C}(\xi, \eta)$ is reported in Sec. 3.4.2, while the quasi-PDF for $P_{3}=$ 1.38 GeV is shown in Fig. 5.4. Having the quasi-PDF, the lattice matrix element can be computed through the inverse FT

$$
\begin{equation*}
h\left(z, \mu, P_{3}\right)=\int_{-\infty}^{\infty} d x e^{-i z x P_{3}} \tilde{q}\left(x, \mu, P_{3}\right) . \tag{5.18}
\end{equation*}
$$

As can be seen in Fig. 5.5, the matrix elements extracted from the NNPDF3.1 phenomenological unpolarized PDF show qualitatively the same behavior as that seen in the lattice QCD data. In particular, they decay to zero at sufficient large $z / a$ with a trend that depends on the nucleon boost $P_{3}$. It is interesting to observe that one needs to boost to $P_{3}=2.75 \mathrm{GeV}$ so that the matrix element decay to zero for $z / a$ values larger than 10. Moreover, the $z$-dependent phase $\phi(z)$ behaves linearly within the range of $z / a$-values for which the real matrix elements is non-zero, as shown in Fig. 5.6. In order to measure the deviation from the linear behavior of the function $\phi(z)$, we present in Fig. 5.7 the difference between the argument of the matrix element computed at $P_{3}=0.83 \mathrm{GeV}$ and a linear fit performed in the interval $z / a \in[-11,11]$. The obtained curve is compatible with zero, therefore we have elements to presume that the linearity of $\phi(z)$ is indeed an intrinsic property of the matrix element that can be exploited to design an efficient regression algorithm. We will provide more details


Figure 5.3: NNPDF3.1 phenomenological determination of the unpolarized PDF.


Figure 5.4: Quasi-PDF for $P_{3}=1.37 \mathrm{GeV}$ obtained through the inverse matching procedure of the NNPDF3.1 data.
on how we exploit this property in the next section.

### 5.2.4 Strategy for complex Hermitian data

The GPR described until now is defined on real-valued data. There are many possible ways to extend the procedure to complex data. The approach that we choose consists in performing two independent fits: a GPR for the absolute values and a minimum $\chi^{2}$ linear regression for the complex argument.

Since our target functions are Hermitian, we can restrict the fit procedure to the positive semi axis and then use the Hermitian symmetry to obtain the results on the negative semi axis. With this strategy there is a reduction by half of the number of points used for the non-parametric regression, which improves the stability and the performance of the algorithm. Since the complex argument is an odd function of $z$, the linear regression is performed with the intercept fixed to zero.

Denoting by $\mu(z)$ the result of the GPR for the absolute value and $\theta$ the coefficient resulting from the linear regression, the surrogate model obtained for the renormalized matrix element in the positive semi axis reads:

$$
h_{\text {pos }}^{\mathrm{fit}}(z)=\mu(z) e^{i \theta z} \quad \text { for } z \geq 0
$$

The corresponding Hermitian function defined over the full real domain is then:

$$
\begin{equation*}
h^{\mathrm{fit}}(z)=\mu(|z|) e^{i \theta z} . \tag{5.19}
\end{equation*}
$$

A side effect of this procedure is the loss of continuity of the derivative at $z / a=0$. However this is not an issue for our procedure because no subsequent passages require this property to hold. A nice property of this parametrization consists of the possibility to evaluate analytically the Fourier transform of Eq. (5.19).


Figure 5.5: Matrix elements corresponding to the NNPDF3.1 phenomenological determination of the unpolarized PDF computed for three different values of the momentum $P_{3}$.


Figure 5.6: Modulus and argument of the matrix elements corresponding to the NNPDF3.1 phenomenological determination of the unpolarized PDF computed for three different values of the momentum $P_{3}$.


Figure 5.7: Deviation from the linear behavior of the argument of the matrix element corresponding to the NNPDF3. 1 phenomenological determination of the unpolarized PDF computed for $P_{3}=0.83 \mathrm{GeV}$.

### 5.3 Discrete Fourier Transform

The quasi-PDF given in Eq. (3.70) is defined as the Fourier transform of the renormalized lattice matrix element of the unpolarized operator. As mentioned in Sec. 3.4, the physical PDF can be obtained from the quasi-PDF by applying a perturbative matching procedure. In particular, at one-loop order, the integral of Eq. (3.71) consists of a convolution of the quasi-PDF with a function possessing a singularity at $x / \xi=1$. Therefore, to compute the light-cone PDF it is crucial to obtain a trustworthy reconstruction of the quasi-PDF for continuous $x$-values and, in particular, in the region $x \in[-1,1]$. In what follows we give more details on the issues that arise in the reconstruction of a continuous quasi-PDF originating from the renormalized matrix element.


Figure 5.8: Comparison between DFT and iDFT corresponding to the matrix element computed on the cA2.09.48 ensemble, the parameters of which are given in Table 5.1.

In particular, we show the difficulties in accessing the small- $x$ region having available a limited amount of lattice data, corresponding to $\mathcal{O}(10)$ values of the Wilson line length $z$.
The problem of reconstructing a continuous momentum-space function starting from a discrete and finite set of momentum-space points is mathematically ill-posed. Indeed, a well-defined transformation is the one that maps $N$-points discrete position-space sequence $h\left(z, P_{3}, \mu\right)$ defined in the interval $z \in\left[-z_{\max }, z_{\max }\right]$ into a $N$-points discrete momentum-space sequence $\tilde{q}\left(\omega_{k}, \mu\right)$. Such a transformation is the Discrete Fourier Transform (DFT), that can be defined as follows

$$
\begin{equation*}
\tilde{q}\left(\omega_{k}, \mu\right)=2 P_{3} \sum_{z=-z_{\max }}^{z_{\max }} \frac{a}{4 \pi} e^{i \omega_{k} z} h\left(z, P_{3}, \mu\right), \tag{5.20}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega_{k}=\frac{2 \pi}{N} k, k \in\left[-k_{\max }, k_{\max }\right] \tag{5.21}
\end{equation*}
$$

where $N=\left(2 z_{\max } / a+1\right)$ and $a k_{\max }=z_{\max } / a$. However, the DFT assumes periodicity of the matrix element $h\left(z, P_{3}\right)$ as a function of $z$

$$
\begin{equation*}
h\left(z, P_{3}\right)=h\left(z+T, P_{3}\right), \tag{5.22}
\end{equation*}
$$

with a period $T$ that is a function of $z_{\max }$ and the DFT frequencies given in Eq. (5.21) have a meaning only under this property. However, the matrix element is not periodic and Eq. (5.22) does not hold. In particular, this implies that we cannot attribute to the DFT frequencies of Eq. (5.21) any special meaning. However, as it will become clear
later on, it is still interesting to examine the DFT of the renormalized matrix element. In Fig. (5.8) we show the DFT corresponding to the matrix element of the unpolarized operator (introduced in Sec. 5.2.2) with a boost $P_{3}=10 \pi / L$ and $z_{\max } / a=10$.
As already pointed out, to compute the physical PDF a continuous momentum-space function $q\left(x, P_{3}\right)$ is required. A possible solution is to compute the sum in the righthand side of Eq. (5.1) for continuous $x$ values. The resulting transformation can be written as follows ${ }^{1}$

$$
\begin{equation*}
\tilde{q}\left(\omega, P_{3}\right)=2 P_{3} \sum_{z=-\infty}^{\infty} \frac{a}{4 \pi} e^{i x P_{3} z} h\left(z, P_{3}\right), \tag{5.23}
\end{equation*}
$$

with $x \in \mathbb{R}$. Such a transformation maps an $N$-point discrete position-space sequence $h\left(z, P_{3}\right)$ defined on the interval $z \in\left[-z_{\max }, z_{\text {max }}\right]$ into a continuous momentum-space function $\tilde{q}\left(x, P_{3}\right)$. However, since the matrix element is available up to $z_{\max }$, the definition in Eq. (5.23) cannot be applied. What we compute instead is the convolution of the matrix element with a function $\chi_{I}(z)$ defined by

$$
\chi_{I}(z)= \begin{cases}1 & \text { if }|z|<z_{\max }  \tag{5.24}\\ 0 & \text { if }|z|>z_{\max }\end{cases}
$$

that restricts $z$ in the interval $I=\left[-z_{\max }, z_{\max }\right]$. This procedure is equivalent to computing the sum in Eq. (5.23) within the interval $\left[-z_{\max }, z_{\max }\right]$, where the matrix element is known. In what follows, we will show that the transform obtained through this procedure is an interpolation of the DFT and, for this reason, will be referred to as interpolated-DFT (iDFT). The results of applying iDFT to the matrix element as compared to the DFT are shown in Fig. (5.8). The iDFT is the transformation that is being employed to compute the quasi-PDF starting from the renormalized matrix element and, for this reason, it is interesting to analyze in depth the features characterizing this quantity.
The matrix element can be expressed as the inverse DFT

$$
\begin{equation*}
h\left(z, P_{3}\right)=\frac{4 \pi}{2 a P_{3}} \frac{1}{2 N+1} \sum_{k=-k_{\max }}^{k_{\max }} e^{-i \omega_{k} z} \tilde{q}\left(\omega_{k}, P_{3}\right), \tag{5.25}
\end{equation*}
$$

where $\tilde{q}\left(\omega_{k}, P_{3}\right)$ is the $k$-th DFT coefficient, and $k_{\max }=z_{\max } / a$. Substituting Eq. (5.25) into Eq. (5.23), and computing the sum over $z$ we get

$$
\begin{equation*}
\tilde{q}\left(\omega, P_{3}\right)=\sum_{k=-k_{\max }}^{k_{\max }} \tilde{q}\left(\omega_{k}, P_{3}\right) D_{n}\left(\Delta \omega_{k}\right), \tag{5.26}
\end{equation*}
$$

where $\Delta \omega_{k}=\omega-\omega_{k}$ and

$$
\begin{equation*}
D_{n}(x)=\frac{1}{n} \frac{\sin (x n / 2)}{\sin (x / 2)} \tag{5.27}
\end{equation*}
$$

[^0]is the so-called Dirichlet kernel. In particular, in the limit $x \rightarrow 0$, the Dirichlet kernel converges to 1 , thus the iDFT is equivalent to the DFT for $\omega=\omega_{k}, k \in\left[-k_{\max }, k_{\max }\right]$. In summary, given an $N$-point discrete position space sequence $h\left(z, P_{3}, \mu\right)$, it is not possible to define an appropriate discrete transformation returning an $N$-point discrete momentum-space sequence $\tilde{q}\left(\omega_{k}, \mu\right)$. The most straightforward solution is to use analytical continuation for real values of the variable $x$ of the DFT. In particular, the iDFT is the convolution of a step function $\chi_{I}(z)$ defined in the interval $\left[-z_{\max }, z_{\max }\right]$ with the matrix element. This is equivalent to setting the value of the matrix element to zero for $|z|>z_{\max }$ and, as it will be shown in Sec. 5.3.1, this procedure introduces nonphysical oscillations in the quasi-PDF.

### 5.3.1 Testing BGFT on a mock dataset

To gain an insight on the artifacts that may be introduced by the discrete Fourier transform and on the effectiveness of the proposed method, we produced a mock dataset that mimics the behavior of the matrix element shown in Fig. 5.1. Given the rescaled Gaussian

$$
\begin{equation*}
g(x ; \mu, \sigma, c)=c \exp -(x-\mu)^{2} / 2 \sigma^{2} \tag{5.28}
\end{equation*}
$$

its inverse quasi-PDF transform of Eq. (A.2b) reads

$$
\begin{equation*}
\mathcal{T}^{-1}[g(x)](z)=c \sqrt{2 \pi} \sigma e^{-\sigma^{2} P_{3}^{2} z^{2} / 2+i \mu P_{3} z} \tag{5.29}
\end{equation*}
$$

To be consistent with the results reported in Sec. 5.4, we choose $P=5$ and $L=48$. The complex function of Eq. (5.29) is then sampled in the interval $z \in[-25,25], z \in \mathbb{N}$, with $c=2.22, \mu=0.315, \sigma=0.230$. The employed coefficients $\mu, \sigma$ and $c$ correspond to the best fit performed with the function of Eq. (5.28) on the data obtained by evaluating the iDFT using the discrete set of grid points. The resulting fit is shown in Fig. 5.9. In order to mimic the behavior of lattice data, we generated $N=100$ numbers at each fixed integer $z$ from a Gaussian distribution centered in $\mathcal{T}^{-1}[g(x)](z)$ with variance increasing linearly with $z^{2}$, obtaining a sample of $N$ mock matrix element. The average and the Jackknife standard deviation of this sample are shown in Fig. 5.10.

The dependence of the discrete Fourier transform on the cutoff $z_{\text {max }}$ is investigated. In Fig. 5.12 we show the DFT computed with four different values of $z_{\max }$, together with the shifted Gaussian $g(x, \mu, \sigma, c)$ from which we generate the mock dataset. In particular, setting $z_{\max }=5$, a huge bias is introduced in the DFT and big oscillations afflict the final result. Moreover, the bias becomes negligible only with $z_{\max }=18$, where the iDFT coincides with the analytical FT within the error. The observed behavior of the iDFT is due to the fact that, if the $z$ cutoff is too small, then the frequency resolution of the DFT is not fine enough to capture the behavior of the analytical FT in the small $x$ region. Considering the case of $z_{\max }=7$, we apply the regression


Figure 5.9: The function $g(x ; \mu, \sigma, c)$ (line dashed line) fitted on the iDFT data extracted using the grid of points (red circles).


Figure 5.11: nonparametric regression per-
Figure 5.10: Mock matrix element generated formed on the mock data set. Only data up according to Eq. (5.29).
to $z_{\max }=7$ (blue circles) are included in the fit.


Figure 5.12: Dependence of the DFT on the cutoff compared to the shifted Gaussian $g(x, \mu, \sigma, c)$ from which we generated the mock dataset.


Figure 5.13: BGF transform performed on the mock data set and comparison with the analytical FT (red dashed line) and the DFT (blue band).
described in Sec. 5.1 to the mock data set, using a constant zero function as the prior mean function.

The results are illustrated in Fig. 5.11. The conclusion is that, given the mock matrix element up to $z_{\max }=7$ and their asymptotic behavior specified by the prior as a zero constant function, the nonparametric regression is able to reproduce the data outside the fit range. As a consequence, the results, after applying the Bayes-GaussFourier transform shown in Fig. 5.13, are compatible with the analytical transform of the mock matrix-element within error.

### 5.4 Application of BGFT to the renormalized lattice matrix element

We apply the method detailed in Sec. 5.1 on the case of interest, namely the renormalized nucleon matrix element of the unpolarized operator, for which the data are given in Sec. 5.2.2. As pointed out in Sec. 5.2.1, in the region with high density of datapoints, the posterior mean is strongly dependent on the renormalized matrix element rather than on the prior mean.

However, as discussed in Sec. 5.2.2, the matrix elements at $z_{\max } / a \gtrsim 7$ carry large statistical errors, and, for this reason, they are excluded from the regression. As a consequence of this, the outcome of the posterior mean become increasingly more dependent on the prior mean function starting from $|z / a|>7$. The asymptotic behavior is almost entirely determined by the choice of the prior mean function. Therefore, any theoretical consideration on the asymptotic behavior should be incorporated into the prior mean function.

We choose to test our method with two different prior mean functions, namely the uniformly zero function and the function of Eq. (5.29) obtained through applying the


Figure 5.14: Lattice data for the matrix element rotated in the polar complex plane as described in Sec. 5.4. Only the points shown with the blue circles are considered in the fit.


Figure 5.15: Lattice data for the matrix element together with the non parametric regression. Only the points shown with the blue circles are considered in the fit.
inverse transform to the Gaussian fit of the DFT. Both of the chosen priors satisfy the requirement of being asymptotically zero. Using different prior distributions is a method to cross-check that the final conclusions are independent of the prior choice.

Let us here summarize the key steps of the procedure:

1. At a fixed $z$-value we rewrite the complex number $h(z)=\Re h(z)+i \Im h(z)$ in the polar complex plane as

$$
h(z)=\rho(z) e^{i \phi},
$$

with

$$
\begin{aligned}
\rho(z) & =\sqrt{\Re h(z)^{2}+\Im h(z)^{2}} \\
\phi(z) & =\arg (h(z)) \\
& =\arctan 2(\Im h(z), \Re h(z)) .
\end{aligned}
$$

The function $\arctan 2(y, x)$ is defined in Sec. 5.2.2
2. As pointed out in Sec. 5.2.2, the function $\rho(z)$ is asymptotically zero, while $\phi(z)$ can be taken as a linear function of $z$. After choosing a prior mean function, we perform a non parametric regression of the function $\rho(z)$, while a linear fit is sufficient to reproduce $\phi(z)$, as shown in Fig. 5.14;
3. In order to check the result of the fit to the renormalized matrix element, we can go back to the Cartesian coordinates, as shown in Fig. 5.15;
4. Employ the formula in Eq. (A.4) to compute the quasi-PDF.

In the upper panel of Fig. 5.16 we compare the iDFT quasi-PDF to the BGFT quasi-PDF. While in the physical region $x \in[-1,1]$ the two results are compatible, for


Figure 5.16: Unpolarized quasi-PDF computed with discrete Fourier transform (red circles), iDFT (blue band) and Gauss-BayesFourier transform (grey band) with zero mean prior (upper panel) and with mean prior $g(x, \mu, \sigma, c)$ (lower panel).


Figure 5.17: Comparison of light-cone PDFs obtained via iDFT reconstruction and BGFT with zero mean prior (upper panel) and with mean prior $g(x, \mu, \sigma, c)$ (lower panel).
larger $|x|$ nonphysical oscillations due to the periodicity of the discrete FT are strongly suppressed. However, the physical meaning of quasi-PDF can be made explicit only after having performed the matching procedure. In Fig. 5.17 we display the light-cone PDF reconstructions obtained via iDFT and BGFT. As can be seen, although the the nonphysical oscillations in the quasi-PDF are suppressed, in the physical PDF the effect is small. The nonphysical negative PDF in the antiquark region $x \sim-0.1$ remains, as well as a mild oscillatory behavior in the large $|x|$ region. This means that this behavior does not appear to be caused by the cutoff in $z$ and the discrete FT.

Finally, it is interesting to investigate how the nonparametric regression curves for the real and imaginary parts of the matrix element go to zero. In particular, both the tail of the real and imaginary parts of the nonparametric regression curves can be modeled by the function

$$
\begin{equation*}
s(z)=-a^{2} \exp -z b \tag{5.30}
\end{equation*}
$$

The parameters $a$ and $b$ have been computed by minimizing $\chi^{2}$. We obtained $a=$ $25(16), b=9.4(9) \mathrm{fm}^{-1}$ for the real part and $a=270(80), b=13.8(7) \mathrm{fm}^{-1}$ for the imaginary part. In Fig. 5.18, we show the result of the fit procedure performed with the exponential model of Eq.(5.30).

As previously stated, we use as an alternative prior mean the function of Eq. (5.29) with $\mu=0.315, \sigma=0.23$ and $c=2.22$ in order to cross-check our results. The outcome of the nonparametric regression with nonzero mean prior is shown in Fig. 5.19, while the lower panel of Fig. 5.16 shows the FT of this function together with the resulting BGFT. As pointed out in Sec. 5.2.1, the choice of the prior mean function modifies the


Figure 5.18: Fit (blue bands) with an exponential model of the tails of the nonparametric regression curves (grey bands) corresponding to the real (upper panel) and imaginary (lower panel) part of the matrix elements.


Figure 5.19: Lattice data for the matrix element of the unpolarized operator together with the non parametric regression performed with nonzero prior. Only points shown with blue circles are in the fit.
result of the GPR in the region where there is a low density of data points. In this specific case, it slightly modifies the decay rate in the large- $z$ region, further reducing the amplitude of the remnant oscillations present in the BGFT. However, the effect of the prior mean is not observable in the light-cone PDF that is still compatible with the reconstruction obtained with iDFT, as shown in the lower panel of Fig. 5.17.
The choice of the prior within the BGFT approach as well as the choice of the cutoff $z_{\max }$ introduce systematic uncertainties. In this work, we show that the differences between the light-cone PDFs obtained with two different priors $\mu_{P}(z)$ are negligible, suggesting that the systematic effect due to the choice of the model for the matrix elements outside the fit region does not lead to large effects. This finding suggests that the presence of the nonphysical negative values in the light-cone PDF for $x<0$ cannot be ascribed to the discrete Fourier transform, or at least, this cannot be the sole cause of this behavior.

## Chapter

## Flavor decomposition of the nucleon unpolarized, helicity and transversity parton distribution functions

In this chapter, we present the results of the study of Ref. [47] on the quark unpolarized, helicity and transversity parton distributions functions of the nucleon. We use the quasi-parton distribution approach within the lattice QCD framework and perform the computation using an ensemble of twisted mass fermions with the strange and charm quark masses tuned to approximately their physical values and light quark masses giving pion mass of 260 MeV . Parton distribution functions can be obtained from a number of scattering processes and have a wide kinematical coverage (see, e.g., Ref. [60, 66]) and the individual-flavor contributions are also studied in phenomenological fits for the collinear PDFs.

The present calculation is motivated by the fact that not all PDFs are well-constrained from global analyses. The number of available experimental data sets in the case of the transversity is less by $\mathcal{O}(10)$ compared to the helicity, and $\mathcal{O}(100)$ compared to the unpolarized PDFs. In addition, isolating the strange-quark PDF from the down-quark PDFs can be challenging, as most of the high-energy processes cannot differentiate between the two flavors. For example, there is a disagreement on the sign of the strange-quark helicity PDF, $\Delta s(x)+\Delta \bar{s}(x)$, from analysis of polarized inclusive deep inelastic scattering $[123,124]$ and global analyses of inclusive and semi-inclusive deep inelastic scattering data sets [65,125-127]. The large uncertainties in the strange PDFs have an effect on other quantities, such as the $W$-boson mass and the determination of the CKM matrix element $V_{c s}[128,129]$. Therefore, calculations of the individualquark PDFs from lattice QCD can, eventually, be used as input in analysis requiring knowledge of PDFs.

The flavor decomposition of proton charges and form factors had been under investigation in the last few years with calculations of disconnected diagrams using ensembles at or near the physical values for the quark masses(physical point) [130-143]. Such a success in lattice calculations of hadron structure is partly due to available computational resources, but also due to novel methodologies to extract the individual quark

Mellin moments and form factors. A notable example is the hierarchical probing [109], which improves the signal significantly. In this work, we extend hierarchical probing to non-local operators. Such an approach was shown to be successful in our first calculation on the helicity PDF [46].

Matrix elements of non-local operators are of great interest in recent years. These can be related to light-cone PDFs through a factorization and matching procedure. Methods to access the $x$ dependence of PDFs, such as the quasi-PDFs [8, 96], pseudoITDs [144], and current-current correlators $[145,146]$ are now well established. Progress in terms of the renormalizability, renormalization prescription, and factorization of light-cone PDFs has been made, alleviating major sources of systematic uncertainties. For their application in lattice QCD see Refs. $[10,11,14,15,17-21,24,26,31,45,46,101$, 103, 104, 117, 147-168] and the recent reviews of Ref. [169-171]. Results from lattice QCD simulations on the $x$-dependence of PDFs are very promising, and therefore, their flavor decomposition is the extension of these investigations. The matching for the singlet case, as well as the mixing with the gluon PDFs have been recently addressed [153, 172]. In Ref. [46] we presented the first calculation for the helicity PDFs including disconnected contributions and the flavor decomposition for the up-, downand strange-quark PDFs. Here we extend the calculation to the three types of collinear PDFs, that is the unpolarized, helicity and transversity PDFs. While such calculations are becoming feasible, there are a number of computational challenges before taming the statistical uncertainties. To date, calculations of disconnected contributions for matrix elements of non-local operators at the physical point do not exist.

In Sec. 6.1 we will provide an overview about the operators we evaluated on the lattice, including connected and disconnected diagrams. Next, in Secs. 6.1.1-6.1.2 a description of the perturbative renormalization and matching procedures employed in this study is provided. The lattice setup and the numerical methods allowing to evaluate the disconnected diagrams have been reported in Secs. 6.2.1. In Secs. 6.2.2-6.2.1 we provide the results of the excited states contamination analysis respectively on the twoand disconnected three-point functions. For the latter, we show as well the momentum dependence of the unpolarized, helicity and transversity operators. An analogous analysis for the connected diagram is reported in Sec. 6.4. In Sec. 6.5 we provide the results of the computation of the nucleon charges and, finally, in Sec. 6.6 the parton distribution functions resulting from our analysis.

### 6.1 Nucleon bare matrix elements

The main component of this study is the calculation of the nucleon matrix elements of non-local operators, that is

$$
\begin{equation*}
h_{\Gamma}^{\curlyvee}\left(z, P_{3}\right)=\left\langle N\left(P_{3}\right)\right| \bar{\psi}(z) \curlyvee \Gamma W(z) \psi(0)\left|N\left(P_{3}\right)\right\rangle, \tag{6.1}
\end{equation*}
$$

where $\left|N\left(P_{3}\right)\right\rangle$ is the nucleon state with momentum boost along the $z$-direction, i.e. $\vec{P}=\left(0,0, P_{3}\right)$. The fermionic field $\psi(x) \equiv \psi(\vec{x}, t)$ can be either the light quark doublet $\psi \equiv(u, d)^{T}$ or the strange quark field $\psi(x) \equiv s(x)$. The Wilson line $W(z)$ is constructed in the direction parallel to the nucleon boost $\vec{P}$ and extends from zero length to up to half of the lattice, $L / 2$, in both positive and negative directions. The Dirac structure of the operator, $\Gamma$, acts in spin space and depends on the type of the collinear PDF under study. Without loss of generality, one can take that the momentum boost is in the $z$-direction ( $k$ ).

The matrix elements are computed from the ratio of three- and two-point functions defined as

$$
\begin{align*}
C_{2 p t}\left(\vec{P} ; t_{s}, 0\right) & =\mathcal{P}_{\alpha \beta} \sum_{\vec{x}} e^{-i \vec{P} \cdot \vec{x}}\langle\Omega| N_{\alpha}\left(\vec{x}, t_{s}\right) \bar{N}_{\beta}(\overrightarrow{0}, 0)|\Omega\rangle \\
C_{3 p t}\left(\vec{P} ; t_{\text {ins }} ; t_{s}, 0\right) & =\tilde{\mathcal{P}}_{\alpha \beta} \sum_{\vec{x}, \vec{y}} e^{-i \vec{P} \cdot \vec{x}}\langle\Omega| N_{\alpha}\left(\vec{x}, t_{s}\right) \mathcal{O}\left(\vec{y}, t_{\text {ins }} ; z\right) \bar{N}_{\beta}(\overrightarrow{0}, 0)|\Omega\rangle, \tag{6.2}
\end{align*}
$$

where $t_{s}$ is the source-sink separation, and $t_{\text {ins }}$ the insertion time of the three-point function. We use the proton interpolating field $N_{\alpha}=\varepsilon^{a b c} u_{\alpha}^{a}(x)\left(d^{b T}(x) \mathcal{C} \gamma^{5} u^{c}(x)\right)$ with $\mathcal{C}=\gamma^{0} \gamma^{2}$. The three-point function projector depends on the operator under study and can be found in Table 6.1 and for the two-point function we use $\mathcal{P}=\left(1 \pm \gamma_{0}\right) / 2$. To increase the number of measurements for the disconnected diagrams, we average the three- and two- point functions over plus and minus parity projectors.

| PDF | $\Gamma$ | $\tilde{\mathcal{P}}_{\alpha \beta}$ |
| :---: | :---: | :---: |
| Unpolarized | $\gamma^{0}$ | $\frac{1 \pm \gamma^{0}}{2}$ |
| Helicity | $\gamma^{5} \gamma^{3}$ | $i \gamma^{3} \gamma^{5}\left(\frac{1 \pm \gamma^{0}}{2}\right)$ |
| Transversity | $\sigma_{3 j}$ | $i \gamma^{5} \gamma^{i}\left(\frac{\mathbf{1 \pm \gamma ^ { 0 }}}{2}\right), i \neq j$ |

Table 6.1: List of parity projectors and insertions for each collinear PDFs. The nucleon momentum boost is assumed to be in the $z$-direction, $P=\left(0,0, P_{3}\right)$.

The operator $\mathcal{O}$ is defined as

$$
\begin{equation*}
\mathcal{O}\left(\vec{y}, t_{\mathrm{ins}} ; z\right)=\bar{\psi}\left(\vec{y}+z \hat{z}, t_{\mathrm{ins}}\right) \Upsilon \Gamma W(\vec{y}+z \hat{z}, \vec{y}) \psi(\vec{y}, \tau), \tag{6.3}
\end{equation*}
$$

and is inserted in the three-point function of Eq. (6.2). The Wick contractions lead to two topologically different diagrams, as shown in Fig. 6.1b and 6.1c. In Fig. 6.1a, we also show pictorially the two-point function of Eq. (6.2). For the case that the fermionic field in Eq. (6.3) is $\psi=(u, d)^{T}$ and $\Upsilon=\tau^{3}$, we obtain the matrix elements for the isovector distribution $u-d$, which receive contribution from the connected diagram only (Fig. 6.1b). However, in the case where $\Upsilon=\nVdash$, the three-point function takes contributions from both connected and disconnected diagrams. For the nucleon,


Figure 6.1: Schematic representation of the two- and three-point functions. The time $t_{s}(t)$ indicates the source-sink separation for the three(two)-point function. The solid lines correspond to quark propagators, while the curly lines represent the Wilson lines of length $z$.
the strange-quark contribution comes exclusively from the disconnected diagram. We emphasize that, disconnected contributions have a considerably smaller signal-to-noise ratio compared to the connected ones and their evaluation requires the use of stochastic and gauge noise reduction techniques described in detail in Sec. 6.2.1.

The ratio of three- over two-point functions becomes,

$$
\begin{equation*}
\frac{\left\langle C_{3 p t}\left(P_{3} ; t_{\text {ins }} ; t_{s}, 0\right\rangle\right.}{\left\langle C_{2 p t}\left(P_{3} ; t_{s}, 0\right)\right\rangle} \stackrel{0 \ll t_{\text {ins }} \ll t_{s}}{=}\left(h_{\Gamma}^{\curlyvee}\right)^{\text {bare }}\left(z, P_{3}\right), \tag{6.4}
\end{equation*}
$$

and is used to obtain the matrix elements of Eq. (6.1). This relation is meaningful for the ground-state contribution. To isolate the latter, we apply constant (plateau) fits in a range where the operator insertion time is large enough, and away from the source and sink. Besides the plateau fit method, we employ different techniques allowing the extraction of the nucleon matrix element, as described in Sec. 6.3.1.

### 6.1.1 Non-perturbative renormalization

The bare matrix elements of Eq. ((6.1)) must be renormalized in coordinate space prior to obtaining the quasi-PDFs, which are defined in the momentum space (see Sec. 3.4). The renormalization of both the non-singlet and singlet quantities is multiplicative. In this work, we use the non-singlet renormalization function, as the difference with the singlet is expected to be small [173], which was demonstrated numerically for local operators $[137,139]$. The mixing between the unpolarized and helicity singlet-quark PDFs with the gluon PDFs arises at the matching level because there is no additional non-local ultraviolet divergence in the quasi-PDF [153, 172, 174].

To renormalize the matrix elements we apply the regularization independent ( $\mathrm{RI}^{\prime}$ ) scheme, and use the momentum source method [175] that offers high statistical accuracy. More details on the setup can be found in Refs. [101, 176]. In Refs. [102, 103], we proposed an extension of the renormalization prescription to include non-local operators, which we also follow in this work. The conditions for the renormalization
functions of the non-local operator, $Z_{\Gamma}$, and the quark field, $Z_{q}$, are

$$
\begin{gather*}
\left.\left(Z_{q}^{\text {impr }}\left(\mu_{0}\right)\right)^{-1} Z_{\Gamma}\left(z, \mu_{0}\right) \operatorname{Tr}\left[\mathcal{V}_{\Gamma}(p, z) \not p\right]\right|_{p^{2}=\mu_{0}^{2}}=\left.\operatorname{Tr}\left[\mathcal{V}_{\Gamma}^{\text {Born }}(p, z) \not p\right]\right|_{p^{2}=\mu_{0}^{2}}  \tag{6.5}\\
Z_{q}^{\text {impr }}\left(\mu_{0}\right)=\left.\left(\frac{1}{12} \operatorname{Tr}\left[(S(p))^{-1} S^{\text {Born }}(p)\right]-d Z_{q}^{\infty}(p)\right)\right|_{p^{2}=\mu_{0}^{2}} \tag{6.6}
\end{gather*}
$$

$\mathcal{V}(p, z)(S(p))$ is the amputated vertex function of the operator (fermion propagator) and $S^{\text {Born }}(p)$ is the tree-level of the propagator. These conditions are applied at each value of $z$ separately. We improve $Z_{q}$, and consequently $Z_{\Gamma}$, by subtracting lattice artifacts calculated to one-loop level in perturbation theory and to all orders in the lattice spacing, $d Z_{q}^{\infty}(p)$. The details of the calculation can be found in Ref. [176]. The RI-type schemes are mass-independent, and therefore $Z_{\Gamma}$ is calculated at several ensembles with different values for the quark masses. Eventually, a chiral extrapolation is applied to remove residual artifacts related to the quark mass. Here we use five ensembles that are generated at different pion masses in the range of $350 \mathrm{MeV}-520 \mathrm{MeV}$ with a lattice volume of $24^{3} \times 48$. For the chiral extrapolation to be meaningful, all quark masses should be degenerate. Therefore, we use $N_{f}=4$ ensembles generated by the Extended Twisted Mass collaboration (ETMC) that are dedicated to the renormalization program. These ensembles have the same lattice spacing and action parameters as the $N_{f}=2+1+1$ ensemble used for the production of the nucleon matrix elements.
$Z_{\Gamma}$ depends on the RI renormalization scale $\mu_{0}$, and it will be converted to $\overline{\mathrm{MS}}$ and evolved at a scale of choice. To reliably perform this procedure we use several values of $\mu_{0}$, and the conversion and evolution formulas is applied on $Z_{\Gamma}$ obtained at each scale. We choose the initial scale $\mu_{0}$ such that discretization effects are small [176]. In particular, the 4 -vector momentum $p$, which is set equal to $\mu_{0}$, has the same spatial components: $p=\left(p_{0}, p_{1}, p_{1}, p_{1}\right)$. The values of $p_{0}$ and $p_{1}$ are chosen such that the ratio $\frac{p^{4}}{\left(p^{2}\right)^{2}}$ is less than 0.28 , as suggested in Ref. [177]. The values of $a \mu_{0}$ cover the range [1,5]. For each $\mu_{0}$ value, we apply a chiral extrapolation using the fit

$$
\begin{equation*}
Z_{\Gamma}^{\mathrm{RI}}\left(z, \mu_{0}, m_{\pi}\right)=Z_{\Gamma, 0}^{\mathrm{RI}}\left(z, \mu_{0}\right)+m_{\pi}^{2} Z_{\Gamma, 1}^{\mathrm{RI}}\left(z, \mu_{0}\right), \tag{6.7}
\end{equation*}
$$

to extract the mass-independent $Z_{\Gamma, 0}^{\mathrm{RI}}\left(z, \mu_{0}\right)$ at each value of the initial scale. $Z_{\Gamma, 0}^{\mathrm{RI}}\left(z, \mu_{0}\right)$ is converted to the $\overline{\mathrm{MS}}$ scheme and evolved to $\mu=2 \mathrm{GeV}(\mu=\sqrt{2} \mathrm{GeV})$ using the results of Ref. [102] for the unpolarized and helicity (transversity) PDFs. The conversion and evolution depends on both the initial scale $\mu_{0}$ and the final scale in the $\overline{\mathrm{MS}}$. The appropriate expressions have been obtained to one-loop perturbation theory in dimensional regularization. Therefore, there is residual dependence on the initial scale $\mu_{0}$, which is eliminated by taking the limit $\left(a \mu_{0}\right)^{2} \rightarrow 0$ using a linear fit on the data in the region $\left(a \mu_{0}\right)^{2} \in[1-2.6]$. The last step of the renormalization program is the
conversion to a modified $\overline{\mathrm{MS}}$ scheme (M$\overline{\mathrm{MS}}$ ), developed in Ref. [101], and is given by

$$
\begin{equation*}
\mathcal{Z}_{\Gamma, 0}^{\mathrm{M} \overline{\mathrm{MS}}}(z, \bar{\mu})=\mathcal{Z}_{\Gamma, 0}^{\overline{\mathrm{MS}}}(z, \bar{\mu}) \mathcal{C}^{\overline{\mathrm{MS}}, \mathrm{MMS}} \tag{6.8}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{C}_{\Gamma}^{\overline{\mathrm{MS}}, \mathrm{M} \overline{\mathrm{MS}}}=1+\frac{C_{F} g^{2}}{16 \pi^{2}}\left[e_{\Gamma}^{(1)}+e_{\Gamma}^{(2)} \ln \left(\frac{\bar{\mu}^{2}}{4 \mu_{F}^{2}}\right)+e_{\Gamma}^{(3)}\left(\frac{i \pi\left|\mu_{F} z\right|}{2 \mu_{F} z}-\ln \left(\left|\mu_{F} z\right|\right)+\right.\right.  \tag{6.9}\\
&\left.\quad-\operatorname{Ci}\left(\mu_{F} z\right)-i \operatorname{Si}\left(\mu_{F} z\right)+\ln \left(\mu_{F} z\right)\right) \\
&\left.+e_{\Gamma}^{(4)}\left(e^{i \mu_{F} z}\left(2 \operatorname{Ei}\left(-i \mu_{F} z\right)+i \pi \operatorname{sgn}\left(\mu_{F} z\right)-\ln \left(-i \mu_{F} z\right)+\ln \left(i \mu_{F} z\right)\right)\right)\right] .
\end{align*}
$$

This scheme was introduced to satisfy particle number conservation. In Ref. [101] we showed that the difference between $\overline{\mathrm{MS}}$ and $\mathrm{M} \overline{\mathrm{MS}}$ is numerically very small, but brings the PDFs closer to the phenomenological ones. In Eq. ((6.9)) $\mu_{F}$ is the factorization scale set equal to the $\overline{\mathrm{MS}}$ scale. $\mathrm{Ci}, \mathrm{Si}, \mathrm{Ei}$ and sgn are the special functions cosine integral, sine integral, exponential integral, and sign function, respectively. The coefficients $e_{\Gamma}^{(i)}$ depend on the operator: $\left\{e_{\Gamma}^{(1)}, e_{\Gamma}^{(2)}, e_{\Gamma}^{(3)}, e_{\Gamma}^{(4)}\right\}$ is $\{-5,-3,+3,-3 / 2\}$, $\{-7,-3,+3,-3 / 2\},\{-4,-4,+4,-4 / 2\}$, for the vector, axial and tensor operator, respectively. Due to the presence of the Wilson line, both the matrix elements and renormalization functions are complex functions. As a consequence, a complex multiplication is required to extract the renormalized matrix element, that is

$$
\begin{aligned}
h_{\Gamma}^{\curlyvee}=Z_{\Gamma}^{\mathrm{M} \overline{\mathrm{MS}}} \cdot\left(h_{\Gamma}^{\curlyvee}\right)^{\text {bare }} & =\left(\operatorname{Re}\left[Z_{\Gamma}^{\mathrm{M} \overline{\mathrm{MS}}}\right] \operatorname{Re}\left[\left(h_{\Gamma}^{\curlyvee}\right)^{\text {bare }}\right]-\operatorname{Im}\left[Z_{\Gamma}^{\mathrm{M} \overline{\mathrm{MS}}}\right] \operatorname{Im}\left[\left(h_{\Gamma}^{\curlyvee}\right)^{\text {bare }}\right]\right) \\
& \left.+i\left(\operatorname{Re}\left[Z_{\Gamma}^{\mathrm{M} \overline{\mathrm{MS}}}\right] \operatorname{Im}\left[\left(h_{\Gamma}^{\curlyvee}\right)^{\text {bare }}\right]+\operatorname{Im}\left[Z_{\Gamma}^{\mathrm{MMS}}\right] \operatorname{Re}\left[\left(h_{\Gamma}^{\curlyvee}\right)^{\text {bare }}\right]\right) 66.10\right)
\end{aligned}
$$

For simplicity in the notation, the dependence on $z, P_{3}$, scheme and scale is implied. As can be seen, the real (imaginary) part of the renormalized matrix elements are not simple multiples of the real (imaginary) part of the bare matrix element. Therefore, controlling systematic uncertainties in the renormalization is an important aspect of the calculation.

### 6.1.2 Quasi-PDFs and matching to light-cone PDFs

Quasi-PDFs are defined as the Fourier transform of the renormalized nucleon matrix elements in Eq. (6.4) with respect to the Wilson line length $z$

$$
\begin{equation*}
\tilde{q}\left(x, P_{3}\right)=\int_{-\infty}^{\infty} \frac{d z}{4 \pi} e^{-i x z P_{3}} h_{\Gamma}^{\curlyvee}\left(z, P_{3}\right) . \tag{6.11}
\end{equation*}
$$

Note that the renormalized matrix elements, $h_{\Gamma}^{\curlyvee}$, depend on the scheme and scale, which also propagates to $\tilde{q}\left(x, P_{3}\right)$. For simplicity in the notation, this dependence is implied. As mentioned in the previous paragraph, the matrix elements are renormalized in the M $\overline{\mathrm{MS}}$ scheme and evolved to $2 \mathrm{GeV}(\sqrt{2} \mathrm{GeV})$ for the unpolarized and helicity (transversity) PDFs.

On the lattice, we can only evaluate the matrix elements for discrete and finite values of $z$. Therefore, the integral of Eq. (6.11) is replaced by a discrete sum over a finite number of Wilson line lengths

$$
\begin{equation*}
\tilde{q}\left(x, P_{3}\right)=\sum_{-z_{\max }}^{z_{\max }} \frac{d z}{4 \pi} e^{-i x z P_{3}} h_{\Gamma}^{\Upsilon}\left(z, P_{3}\right), \tag{6.12}
\end{equation*}
$$

where $d z / a=1$. For the summation in Eq. ((6.12)) to accurately reproduce Eq. ((6.11)), both the real and imaginary parts of the matrix element should be zero beyond $z_{\max }$. Practically, this is not always possible due to the finite momentum boost and limited volume in the lattice formulation. The choice of the cutoff $z_{\max }$, which is anyway limited up to $L / 2$, requires an extensive study. We note that systematic effects related to the reconstruction of the PDFs is operator dependent, as each matrix element may have different large- $z$ behavior. We will show the results of such analysis in Sec. 6.6.2.

From the finite-momentum quasi-PDF, it is possible to obtain the light-cone parton distribution function (infinite momentum) through the so-called matching procedure. This is accomplished through a convolution of the quasi distribution with a kernel evaluated in continuum perturbation theory within the large momentum effective theory (LaMET) [170, 178]. The matching formula reads

$$
\begin{equation*}
q(x, \mu)=\int_{-\infty}^{\infty} \frac{d \xi}{|\xi|} C\left(\xi, \frac{\mu}{x P_{3}}\right) \widetilde{q}\left(\frac{x}{\xi}, \mu, P_{3}\right), \tag{6.13}
\end{equation*}
$$

and the factorization scale $\mu$ is chosen to be the same as the renormalization scale. The matching kernel $C$ contains information on $P_{3}$ which, in principle, is eliminated in $q(x, \mu)$. However, there is residual $P_{3}$ due to the limitations in accessing large values of momentum from lattice QCD (see, e.g., Ref. [101]) and the matching kernel being available to limited order in perturbation theory. Most of the calculations of the matching kernel have been performed to one-loop level (see, e.g., Refs. [97-100,145,179181]). Recently, the computation of the kernel $C$ was extended to two loops [181-184]. In this study, we employ the kernel in the MMS-scheme which is known at one-loop level [101]. This matching kernel relates the quasi-PDFs defined in the M $\overline{M S}$ scheme at some scale, to the light-cone PDFs in the $\overline{\mathrm{MS}}$ at the same scale. For the unpolarized and helicity we choose a scale of 2 GeV , while for the transversity we choose $\sqrt{2} \mathrm{GeV}$.

To calculate the anti-quark distributions from $q(x)$, we exploit the crossing rela-
tions [53], that is

$$
\begin{equation*}
\bar{q}^{f}(x)=-q^{f}(-x), \quad \Delta \bar{q}^{f}(x)=\Delta q^{f}(-x), \quad \delta \bar{q}^{f}(x)=-\delta q^{f}(-x) . \tag{6.14}
\end{equation*}
$$

### 6.2 Lattice setup

The computation is performed using one gauge ensemble of $N_{f}=2+1+1$ cloverimproved twisted mass fermions and the Iwasaki improved gluonic action [185] generated by ETMC [186]. The fermionic action of the light quarks in the "twisted basis" takes the form

$$
\begin{equation*}
S_{\mathrm{tm}}^{l}\left(\chi_{l}, \bar{\chi}_{l}, U\right)=a^{4} \sum_{x} \bar{\chi}_{l}(x)\left[D_{W}[U]+i \mu_{l} \gamma_{5} \tau_{3}+m_{l}+\frac{i}{4} c_{\mathrm{SW}} \sigma^{\mu \nu} F^{\mu \nu}[U]\right] \chi_{l}(x) \tag{6.15}
\end{equation*}
$$

Here, $\chi_{l}^{T}(x)=(u, d)$ is the light quark doublet in the twisted basis, $D_{W}[U]$ is the massless Wilson-Dirac operator and $F_{\mu \nu}[U]$ is the field strength tensor. The last term is weighted by $c_{\text {SW }}$, the Sheikoleslami-Wohlert [187] clover coefficient. The heavy quark twisted mass action is similar to the light quark action in Eq. (6.15). However, it contains an additional term, proportional to the parameter $\mu_{\delta}$, due to the non-degeneracy of the heavy quarks and reads
$S_{\mathrm{tm}}^{h}\left(\chi_{h}, \bar{\chi}_{h}, U\right)=a^{4} \sum_{x} \bar{\chi}_{h}(x)\left[D_{W}[U]+i \mu_{\sigma} \gamma_{5} \tau_{3}+m_{h}-\mu_{\delta} \tau_{1}+\frac{i}{4} c_{\mathrm{SW}} \sigma^{\mu \nu} F^{\mu \nu}[U]\right] \chi_{h}(x \chi 6$.
where $\chi_{h}^{T}(x)=(s, c)$. Moreover, $\mu_{l}$ and $\mu_{\sigma}$ are the twisted mass parameter. The mass terms $m_{l}$ and $m_{h}$ are the (untwisted) Wilson quark masses tuned to the critical value $m_{\text {crit }}$ (i.e. at maximal twist), which ensures automatic $\mathcal{O}(a)$ improvement [188] for parity even operators. The equivalent discussion for non-local operators can be found in Refs. [45, 174, 189, 190]. Fields in the "physical basis" can be obtained from the twisted basis through the transformation

$$
\begin{equation*}
\bar{\psi}(x) \equiv \bar{\chi}(x) e^{i \frac{\alpha}{2} \gamma^{5} \tau^{3}}, \quad \psi(x) \equiv e^{i \frac{\alpha}{2} \gamma^{5} \tau^{3}} \chi(x) \tag{6.17}
\end{equation*}
$$

with $\alpha=\pi / 2$ at maximal twist. From now on we will use fields in the physical basis.
The ensemble we use has lattice volume $V=32^{3} \times 64$, with a lattice spacing of $a=0.0938 \mathrm{fm}$. The pion mass is approximately equal to $m_{\pi}=260 \mathrm{MeV}$ and $m_{\pi} L \approx 3$. In Table 6.2, one can find the summary of the main parameters characterizing the ensemble. For further details see Ref. [186].

| $\beta=1.726, c_{\mathrm{SW}}=1.74, a=0.0938(3)(2) \mathrm{fm}$ |  |
| :--- | :--- |
|  | $a \mu_{l}=0.003$ |
| $32^{3} \times 64, L=3.0 \mathrm{fm}$ | $m_{\pi} \approx 260 \mathrm{MeV}$ |
|  | $m_{\pi} L \approx 3$ |
|  | $m_{N}=1.09(6) \mathrm{GeV}$ |

Table 6.2: Parameters of the ensemble used in this work. The nucleon mass $\left(m_{N}\right)$, the pion mass ( $m_{\pi}$ ) and the lattice spacing (a) are determined in Ref. [122].

### 6.2.1 Numerical methods

## Connected diagrams

To improve the overlap between the states generated by the interpolating field $N_{\alpha}(x)=$ $\varepsilon^{a b c} u_{\alpha}^{a}(x)\left(d^{b T}(x) \mathcal{C} \gamma^{5} u^{c}(x)\right)$ and the proton ground state we employ Gaussian smearing $[116,191]$. In addition, we use APE smearing for the gauge links that enter the Gaussian smearing. The optimal parameters for the Gaussian and APE smearing techniques, determined in Ref. [192], are $\left(\alpha_{\mathrm{G}}, N_{\mathrm{G}}\right)=(4.0,50)$ and $\left(\alpha_{\mathrm{APE}}, N_{\mathrm{APE}}\right)=(0.5,50)$, respectively. Moreover, to further improve the overlap with the boosted proton ground state, we use momentum smearing [193], as it has been proven to drastically reduce the statistical noise in the matrix elements of boosted hadrons [20]. In Ref. [31] and in this work, the momentum smearing parameter has been tuned to $\xi=0.6$, which minimizes the statistical errors. The momentum smearing operator $\mathcal{S}$ on a quark field $\psi(x)$ reads

$$
\begin{equation*}
\mathcal{S} \psi(x)=\frac{1}{1+6 \alpha_{G}}\left(\psi(x)+\alpha_{G} \sum_{j=1}^{3} U_{j}(x) e^{i \xi \vec{P} \cdot \hat{j}} \psi(x+\hat{j})\right), \tag{6.18}
\end{equation*}
$$

where $\xi$ is the momentum smearing parameter and $j$ runs over the spatial directions, with $U_{j}(x)$ being the link in the spatial $j$-direction.

To evaluate the connected contributions to the three-point functions, we employ the sequential method [194] through the sink. Moreover, to further increase the number of measurements, we compute the three-point functions with $N_{\text {src }}$ different source positions on each configuration and we boost the nucleon along all the spatial directions and orientations, i.e. $\pm x, \pm y, \pm z$. Indeed, in Ref. [101] it was found that the statistical uncertainty decreases as $1 / \sqrt{N_{\text {src }} N_{\text {dirs }}}$ for all the operators under consideration, with $N_{\text {dirs }}=6$ being the number of directions of the nucleon boost. The number of source positions employed depends on the nucleon boost, and is $N_{\mathrm{src}}=8$ for the two lowest values of the momentum and $N_{\text {src }}=14$ at $P_{3}=1.24 \mathrm{GeV}$ for the third. The sourcesink separation is $t_{s}=0.94 \mathrm{fm}$ for the lowest momentum value, and $t_{s}=1.13 \mathrm{fm}$ for the two highest ones. The value employed for $t_{s}$ at $P_{3}=1.24 \mathrm{GeV}$ is expected to be
large enough to suppress excited-states contamination [101]. In Table 6.3 we report the number of measurements for the connected contributions at each value of $P_{3}$.

| $P_{3}[\mathrm{GeV}]$ | $N_{\text {conf }}$ | $N_{\text {src }}$ | $N_{\text {meas }}$ | $t_{s}[\mathrm{fm}]$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.41 | 50 | 8 | 400 | 0.94 |
| 0.83 | 194 | 8 | 1552 | 1.13 |
| 1.24 | 709 | 14 | 9926 | 1.13 |

Table 6.3: Number of measurements, $N_{\text {meas }}$, used for the connected diagrams. For each value of $P_{3}$ we report the number of configurations and source positions employed, as well as the source-sink separation, $t_{s}$, in physical units.

## Disconnected contribution

The evaluation of the disconnected quark loops with a Wilson line in the boosted frame constitutes the most computationally demanding aspect of this work. The isoscalar three-point function of Eq. (6.2) $\left(\tau=\mathbf{1}\right.$ and $\left.\psi(x)=(u(x), d(x))^{T}\right)$ reads

$$
\begin{align*}
& C_{3 p t}\left(\vec{P} ; t_{\text {ins }} ; t_{s}, 0\right)= \\
& =\tilde{\mathcal{P}}_{\alpha \beta} \sum_{\vec{x}, \vec{y}} e^{-i \vec{P} \cdot \vec{x}}\langle\Omega| \mathcal{J}_{N}(x)[\bar{u}(y+z) \Gamma W(z) u(y)+\bar{d}(y+z) \Gamma W(z) d(y)] \overline{\mathcal{J}}_{N}(0)|\Omega\rangle_{\beta \alpha} . \tag{6.19}
\end{align*}
$$

The three-point function $C_{3 p t}$ contains a connected and disconnected part. The latter is given by

$$
\begin{align*}
& C_{3 p t}^{\text {disc }}\left(\vec{P} ; t_{\text {ins }} ; t_{s}, 0\right) \\
& =-\tilde{\mathcal{P}}_{\alpha \beta} \sum_{\vec{x}, \vec{y}} e^{-i \vec{P} \cdot x}\left\langle\left(\mathcal{J}_{N}(x) \overline{\mathcal{J}}_{N}(0)\right)_{\beta \alpha} \operatorname{Tr}\left[\left(\mathcal{G}_{u}(y ; y+z)+\mathcal{G}_{d}(y ; y+z)\right) \Gamma W(z)\right]\right\rangle, \tag{6.20}
\end{align*}
$$

where $x=\left(t_{s}, \vec{x}\right), y=\left(t_{\text {ins }}, \vec{y}\right)$ and $z=(0,0,0, z)$. The quantity $\mathcal{G}_{f}\left(\vec{x}, t_{x} ; \vec{y}, t_{y}\right)$ is the all-to-all propagator with quark flavor $f=u, d, s$, from each lattice point $x$ to any point $y$. Eq. ((6.19)) is a correlation of two parts: the nucleon two-point function and the quark loop with a Wilson line. The latter can be written as

$$
\begin{align*}
\mathcal{L}^{\mathrm{u}+\mathrm{d}}(\tau ; z ; \Gamma) & =\sum_{\vec{y}} \operatorname{Tr}\left[\left(\mathcal{G}_{u}(y ; y+z)+\mathcal{G}_{d}(y ; y+z)\right) \Gamma W(z)\right] \\
& =\sum_{\vec{y}} \operatorname{Tr}[\bar{\psi}(y+z) \Gamma W(z) \psi(y)], \tag{6.21}
\end{align*}
$$

where the trace in the second line is intended over volume, spin and flavor indices. Due to the presence of the all-to-all propagator $\mathcal{G}_{f}\left(\vec{x}, t_{x} ; \vec{y}, t_{y}\right)$, the exact evaluation of the disconnected contribution in Eq. (6.21) would require $\approx 10^{7}$ inversions of the

Dirac operator per configuration for the lattice that we are considering. As explained in Sec. 4.3, stochastic techniques allow to overcome this limitation, and to compute the all-to-all propagator with reduced computational cost. In addition, exploiting a property of the twisted mass operator, it is possible to design a stochastic algorithm that further reduce the computational cost. Recalling the transformation of Eq. (6.17), the insertion operator $\Gamma$ in twisted basis reads

$$
\begin{equation*}
\Gamma^{\operatorname{tm}} \equiv e^{i \frac{\alpha}{2} \gamma^{5} \tau^{3}} \Gamma e^{i \frac{\alpha}{2} \gamma^{5} \tau^{3}} \tag{6.22}
\end{equation*}
$$

with $\alpha=\pi / 2$ at maximal-twist. Depending on the operator $\Gamma$ it is possible to exploit two properties of the twisted-mass operator to evaluate the loop of q. (6.21) with a stochastic technique [195, 196]:

1. If $\left[\Gamma^{\mathrm{tm}}, \gamma^{5}\right]=0$ for a particular $\Gamma$, then $\tau^{3}$ appears in the loop of Eq. (6.21) when expressed in the twisted basis

$$
\begin{align*}
\mathcal{L}^{u+d}(\tau ; z ; \Gamma) & =\mathcal{L}_{\mathrm{tm}}^{u+d}\left(\tau ; z ; i \gamma^{5} \tau^{3} \Gamma\right) \\
& =\sum_{\vec{y}} \operatorname{Tr}\left[\left(\mathcal{G}_{u}^{\mathrm{tm}}(y ; y+z)-\mathcal{G}_{d}^{\mathrm{tm}}(y ; y+z)\right) i \gamma^{5} \Gamma W(z, 0)\right] \tag{6.23}
\end{align*}
$$

In this case, we apply the standard one-end trick, introduced in Sec. 4.3.2, that exploit the following property of the twisted mass operator

$$
\begin{equation*}
\mathcal{G}_{u}^{\mathrm{tm}}-\mathcal{G}_{d}^{\mathrm{tm}}=-2 i \mu\left(\mathcal{M}_{u}^{\dagger} \mathcal{M}_{u}\right)^{-1} \gamma^{5} . \tag{6.24}
\end{equation*}
$$

The transversity operator $\Gamma=\sigma_{3 j}$ belongs in this category.
2. If $\left\{\Gamma^{\mathrm{tm}}, \gamma^{5}\right\}=0$, then the loop in twisted basis possess the same analytical form as in the physical basis

$$
\begin{align*}
\mathcal{L}^{u+d}(\tau ; z ; \Gamma) & =\mathcal{L}_{\mathrm{tm}}^{u+d}(\tau ; z ; \Gamma) \\
& =\sum_{\vec{y}} \operatorname{Tr}\left[\left(\mathcal{G}_{u}^{\mathrm{tm}}(y ; y+z)+\mathcal{G}_{d}^{\mathrm{tm}}(y ; y+z)\right) \Gamma W(z, 0)\right] . \tag{6.25}
\end{align*}
$$

The quantity of interest can be computed with the generalized one-end trick, introduced in Sec. 4.3.2, exploiting the following property

$$
\begin{equation*}
\mathcal{G}_{u}^{\mathrm{tm}}+\mathcal{G}_{d}^{\mathrm{tm}}=2 \gamma^{5} D_{W}\left(\mathcal{M}_{u}^{\dagger} \mathcal{M}_{u}\right)^{-1} \gamma^{5} \tag{6.26}
\end{equation*}
$$

where $D_{W}$ is the massless Wilson-Dirac clover operator. Note that if the twisted mass parameter becomes very small (close to the physical point) this type of one-end trick is approaching the standard definition in Eq. (4.32). The helicity operator $\Gamma=\gamma^{5} \gamma^{3}$ and the unpolarized $\Gamma=\gamma^{0}$ belong to this category.

One of the technical aspects of the calculation is the evaluation of the traces in Eqs. (6.23) - (6.25). With small quark masses, the contribution to the loops coming from the low modes of the spectrum of the Dirac operator may be sizeable, and contributes significantly to the stochastic noise [197]. Therefore, we compute the first $N_{e v}=200$ eigen-pairs $\lambda_{j},\left|v_{j}\right\rangle$ of the squared Dirac operator $\mathcal{M}_{u} \mathcal{M}_{u}^{\dagger}$, that allow to reconstruct exactly the low-mode contribution to the disconnected quark loops. At this stage, stochastic techniques can be employed with the deflated operator to evaluate the high-modes contribution to the traces. To reduce the stochastic noise, we use the hierarchical probing algorithm [109], that allows to reduce the contamination to the trace coming from off-diagonal terms up to a distance $2^{k}$. This improvement is achieved by partitioning the lattice with $2^{d(k-1)+1}$ Hadamard vectors, where $d=4$ is the number of dimensions of the lattice. Finally, to remove the contamination from off-diagonal terms in spin-color subspaces, we apply full dilution [198]. The algorithm employed in the present work has been successfully used in other studies involving the evaluation of disconnected contributions [136-139].

For each value of the proton boost $P_{3}=0.41,0.83,1.24 \mathrm{GeV}$, we evaluated the twopoint functions contributing to the disconnected diagram of Eq. (6.19) with $N_{\text {srcs }}=200$ source positions (see Sec. 6.2.2). In addition, apart from averaging over all possible directions and orientations of the nucleon boost, we also average over forward and backward projections. In Table 6.4, we report the total statistics collected for the disconnected three point correlators. We note that, for the second largest value of the momentum used, namely $P_{3}=1.24 \mathrm{GeV}$ we use $\approx 10^{6}$ measurements. In addition, we also compute the matrix elements for $P_{3}=1.65 \mathrm{GeV}$ and all $\Gamma$ using approximately the same statistics as the previous smaller boost. While this number of statistics is not sufficient to obtain the same statistical accuracy as lower momenta, it allows us to check whether convergence with $P_{3}$ is reached.

|  | Loops |  |  |  |  | Two-point functions |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{3}[\mathrm{GeV}]$ | $N_{\text {ev }}$ | $N_{\text {conf }}$ | $N_{\text {had }}$ | $N_{\text {sc }}$ | $N_{\text {inv }}$ | $N_{\text {srcs }}$ | $N_{\text {dir }}$ | $N_{\text {meas }}$ |  |
| 0.41 | 200 | 330 | 512 | 12 | 6144 | 200 | 6 | $396 \cdot 10^{3}$ |  |
| 0.83 | 200 | 349 | 512 | 12 | 6144 | 200 | 6 | $418.8 \cdot 10^{3}$ |  |
| 1.24 | 200 | 1103 | 512 | 12 | 6144 | 200 | 6 | $1.3236 \cdot 10^{6}$ |  |
| 1.65 | 200 | 1160 | 512 | 12 | 6144 | 200 | 6 | $1.392 \cdot 10^{6}$ |  |

Table 6.4: Number of measurements (last column) for each momentum (first column) used for computing the disconnected contributions. $N_{\mathrm{ev}}$ is the number of eigen-modes (second column), $N_{\text {conf }}$ the number of configurations (third column) and $N_{\text {had }}$ the number of Hadamard vectors (fourth column). $N_{\mathrm{inv}}$ is the number of inversions per configuration (sixth column), computed as the product of the number of stochastic vectors multiplied by $N_{\mathrm{sc}}$ (fifth column) which takes into account the spin-color dilution. The number of source positions for the two-point functions $N_{\text {srcs }}$ (seventh column) contributes to the total statistics $N_{\text {meas }}$ of the disconnected diagrams, as well as the number of directions and orientations of the nucleon boost $N_{\text {dir }}$ (eighth column).

### 6.2.2 Two-point functions

The two-point functions enter the calculation through the ratio of Eq. (6.4), but also contribute to the evaluation of the disconnected diagram, as shown in Eq. (6.19). For this reason, to obtain a significant amount of measurements for the disconnected contributions we compute the two-point functions with a large number of source positions, $N_{\mathrm{src}}^{2 \mathrm{pt}}=200$, and consider boosts of the nucleon along the different spatial directions and orientations. This procedure allowed us to considerably reduce the statistical error in the disconnected contributions at small computational cost because the same loops is combined with all 200 two-point functions on the same configurations. Given that the computational cost of the two-points function is considerably lower compared to the one required to evaluate the disconnected quark loops, using multiple source positions is highly beneficial. In Table 6.4 we report the number of measurements of the two-point function performed at each nucleon boost $P_{3}$.

The two-point function can be written as

$$
\begin{equation*}
\left.C_{2 p t}(\vec{P} ; t, 0)=\sum_{n}|\langle\Omega| N(\overrightarrow{0}, 0)| n\right\rangle\left.\right|^{2} e^{-t E_{n}(P)}, \tag{6.27}
\end{equation*}
$$

with $|n\rangle$ being the $n^{\text {th }}$ energy state of the interpolator $N_{\alpha}(x)$ and $E_{n}(P)$ its energy. We performed the analysis by keeping up to two terms in the expansion of Eq. (6.27). In particular, the two-state fit function of the two-point correlator consists of

$$
\begin{align*}
C_{2 p t}(\vec{P} ; t, 0) & =c_{0} e^{-t E_{0}}+c_{1} e^{-t E_{1}} \\
& =c_{0} e^{-t E_{0}}\left(1+\frac{c_{1}}{c_{0}} e^{-\Delta E t}\right), \tag{6.28}
\end{align*}
$$

while the effective energy reads

$$
\begin{equation*}
E_{\mathrm{Eff}}(\vec{P} ; t, 0) \equiv \log \left(\frac{C_{2 p t}(\vec{P} ; t, 0)}{C_{2 p t}(\vec{P} ; t+1,0)}\right)=E_{0}+\log \left(\frac{1+B e^{-\Delta E t}}{1+B e^{-\Delta E(t+1)}}\right) \tag{6.29}
\end{equation*}
$$

with $\Delta E=\left(E_{1}-E_{0}\right)$ and $B=c_{1} / c_{0}$. In Fig. 6.2 , we show the results of the twostate fits of the correlator and the effective energy for the parameters $E_{0}, \Delta E, c_{0}$ and $c_{1} / c_{0}$, varying the low-end of the fit interval $t_{\text {min }}$. The results show that the fits on the correlator or the effective energy lead to the same ground state energy. Furthermore, the plateau and two-state fits converge at $t_{s} / a=9$ for momentum 1.24 GeV .

In Table 6.5 we report the parameters extracted using one- and two-state fits. The results for $E_{0}$ are obtained with the plateau fit of the effective energy, and they are compatible with the values extracted using two-state fit results. In Fig. 6.3 we show the effective energy for the second largest momentum $P_{3}=1.24 \mathrm{GeV}$, together with the plateau fit and two-state fit results. By iterating the fit procedure described above


Figure 6.2: Results of the two-state and plateau fits performed on the two-point correlator and on the effective energy at $P_{3}=1.24 \mathrm{GeV}$ as a function of the lowest time, $t_{\min }$ used in the fit, using the expansion of Eqs. (6.28) - (6.29). In the lower panel we report the reduced $\bar{\chi}^{2}$ for each fitting procedure. The gray bands correspond with the selected values for $E_{0}$ and the remaining parameters $\Delta E, c_{0}, c_{1} / c_{0}$, respectively obtained with the plateau fit of the effective energy and the two-state fit of the correlator. The numerical results for the parameters are reported in Tab. 6.5.
over the data for the different nucleon boosts, we reconstructed the dispersion relation

$$
\begin{equation*}
a^{2} E^{2}=a^{2} m_{N}^{2} c^{4}+a^{2} \vec{P}^{2} c^{2} \tag{6.30}
\end{equation*}
$$

with $m_{N}$ being the nucleon mass. In Fig. 6.3 we show the observed trend of the energy with the nucleon boost $P_{3}$ together with a linear fit performed with the function of Eq. (6.30), giving $a^{2} m_{N}^{2} c^{4}=0.2678(8)$ and $c^{2}=1.003(7)$. As can be seen, the lattice data are fully compatible with the dispersion relation for all values of $P_{3}$.

| $P_{3}[\mathrm{GeV}]$ | $a E_{0}$ | $a \Delta E$ | $c_{1} / c_{0}$ | $c_{0}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $0.5139(9)$ | $0.51(9)$ | $0.80(2)$ | $8.99(9) \times 10^{-8}$ |
| 0.41 | $0.5504(9)$ | $0.49(2)$ | $0.82(2)$ | $6.74(7) \times 10^{-8}$ |
| 0.83 | $0.647(4)$ | $0.48(3)$ | $0.88(4)$ | $3.59(5) \times 10^{-8}$ |
| 1.24 | $0.784(2)$ | $0.50(1)$ | $1.14(1)$ | $1.26(1) \times 10^{-8}$ |
| 1.65 | $0.942(3)$ | $0.53(1)$ | $1.34(2)$ | $3.28(5) \times 10^{-9}$ |

Table 6.5: Results for the parameters $E_{0}, \Delta E, c_{1} / c_{0}$ and $c_{0}$ for $P_{3}=$ $0,0.41,0.83,1.24,1.65 \mathrm{GeV}$. The remaining parameters are obtained with the two-state fit of the two-point correlator of Eq. (6.28).


Figure 6.3: Left panel: effective energy computed for $P_{3}=1.24 \mathrm{GeV}$, together with the twostate fit (red) and plateau-fit (green) results. Right panel: dispersion relation obtained using the plateau fit for $P_{3}=0,0.41,0.83,1.24 \mathrm{GeV}$ (blue points). We also report the results for the linear fit using Eq. (6.30) (red line).

### 6.3 Disconnected matrix elements

Obtaining the disconnected contributions to the up-, down- and strange-quark PDFs is the central goal, and most laborious aspect of this work. We use the techniques outlined in Section 6.2.1 to extract the matrix elements and study systematic uncertainties, such as excited-states contamination.

### 6.3.1 Excited-states contamination

To extract reliably the ground-state contribution to the matrix elements, we evaluate the ratio between the three- and two-point functions at seven source-sink separations, ranging from $t_{s}=0.563 \mathrm{fm}$ to $t_{s}=1.126 \mathrm{fm}$ in steps of $a=0.0938 \mathrm{fm}$. For disconnected contributions, the evaluation of different source-sink separations does not require new inversions. This allowed us to study the excited-states contamination to the matrix elements using several $t_{s}$ values and three analysis methods: plateau fit, two-state fit and summation method. We briefly summarize these methods.

1. Two-state fit. In Sec. 6.2.2, the two-point correlator is expanded up to the first excited state. Likewise, we can expand the three-point correlator keeping terms
up to the first excited state. This gives four terms, that is

$$
\begin{align*}
C_{3 p t}\left(\vec{P} ; t_{s}, \tau\right) & =\mathcal{A}_{0,0}(\vec{P}) e^{-E_{0}(\vec{P}) t_{s}} \\
& +\mathcal{A}_{0,1}(\vec{P}) e^{-E_{0}(\vec{P}) t_{s}} e^{-\Delta E(\vec{P}) \tau} \\
& +\mathcal{A}_{1,0}(\vec{P}) e^{-E_{1}(\vec{P}) t_{s}} e^{\Delta E(\vec{P}) \tau}  \tag{6.31}\\
& +\mathcal{A}_{1,1}(\vec{P}) e^{-E_{1}(\vec{P}) t_{s}} .
\end{align*}
$$

Being interested in the forward kinematic limit allows one to reduce the number of independent parameters, since $\mathcal{A}_{0,1}=\mathcal{A}_{1,0}$. We performed a fit of the ratio of Eq. (6.4) with the function

$$
\begin{align*}
& \frac{\left\langle C_{3 p t}\left(\vec{P} ; t ; t_{s}, 0\right\rangle\right.}{\left\langle C_{2 p t}(\vec{P} ; t, 0)\right\rangle}= \\
& =\frac{\mathcal{A}_{0,0}}{c_{0}} \frac{\left[1+\left(\mathcal{A}_{0,1} / \mathcal{A}_{0,0}\right) e^{-\Delta E \tau}+\left(\mathcal{A}_{0,1} / \mathcal{A}_{0,0}\right) e^{-\Delta E\left(t_{s}-\tau\right)}+\left(\mathcal{A}_{1,1} / \mathcal{A}_{0,0}\right) e^{-\Delta E t_{s}}\right]}{\left[1+\frac{c_{1}}{c_{0}} e^{-\Delta E t_{s}}\right]}, \tag{6.32}
\end{align*}
$$

where the parameters $c_{1} / c_{0}$ and $\Delta E$ are determined through the effective energy fit and the results are reported in Table 6.5. Thus, the parameters determined by fitting the ratio of three- and two-point functions are $\mathcal{A}_{0,0} / c_{0}, \mathcal{A}_{0,1} / \mathcal{A}_{0,0}$ and $\mathcal{A}_{1,1} / \mathcal{A}_{0,0} . \mathcal{A}_{0,0} / c_{0}$ corresponds to the matrix element we are interested in. Such fits are weighted by the statistical errors, and therefore the fit is driven by the most accurate data. Since the statistics for the disconnected contributions are independent of th $t_{s}$ value, we repeat the two-state fits modifying, each time, the starting value of $t_{s}$ entering the fit $\left(t_{s}^{\text {low }}\right)$. The results from the two-state fit method, allows us to verify ground-state dominance by comparing the matrix elements from the individual $t_{s}$ values.
2. Plateau fit. For $0 \ll \tau \ll t_{s}$ and $\Delta E t_{s} \gg 0$, the first term in the ratio of Eq. (6.32) dominates. Thus, the matrix elements can be extracted by performing a constant fit on the ratio of Eq. (6.4) in the region defined $0 \ll \tau \ll t_{s}$, with large enough source-sink separation. We exclude from the fit range three points from left and right, i.e. we evaluate the weighted average in the interval $\tau \in\left[3, t_{s}-3\right]$. While the excited-states contamination decreases with $t_{s}$, at the same time the statistical uncertainty exponentially increases. For this reason, the determination of the ground state of the matrix elements with the plateau fit method is a challenging task, and the results need to be compared with other analysis techniques.
3. Summation method. Summing over the insertion time $\tau$ of the ratio of the three- and two-point functions we find [199, 200]

$$
\begin{equation*}
S\left(t_{s}\right)=\sum_{\tau=2}^{\tau=t_{s}-2} \frac{\left\langle C_{3 p t}\left(\vec{P} ; t ; t_{s}, 0\right\rangle\right.}{\left\langle C_{2 p t}(\vec{P} ; t, 0)\right\rangle}=t_{s} \frac{A_{0,0}}{c_{0}}+c+\mathcal{O}\left(e^{-\Delta E t_{s}}\right) . \tag{6.33}
\end{equation*}
$$

Thus, the matrix elements corresponds with the slope of the straight line $S\left(t_{s}\right)$, and can be measured by performing a linear regression.

Using the three aforementioned approaches we analyze the excited-states effects on the matrix elements for the unpolarized, helicity and transversity PDFs. In the next three subsections, we present the analysis of the real and imaginary parts of the matrix elements at $P_{3}=1.24 \mathrm{GeV}$, as a representative example.

## Unpolarized

We start by discussing the analysis of the unpolarized isoscalar $u+d$ disconnected matrix elements. In Fig. 6.4 we show the ratio of three- and two-point functions at $P_{3}=1.24 \mathrm{GeV}$ for the unpolarized operator for $z / a=3$ and we compare the results obtained with the three analysis methods reported in Sec. 6.3.1. The real part of the matrix elements shows no substantial dependence on the source-sink separation, and the plateau fit results obtained at different $t_{s}$ give all compatible results. The dependence of the two-state fit on the lowest source-sink separation $t_{s}^{\text {low }}$, included in the fit shows a constant trend, which is also compatible with the results obtained with the summation method. The reduced chi-square $\chi^{2} /$ d.o.f $=0.96$ suggests that the function of Eq. (6.32) provides a good description of the data. To extract the matrix elements, we compute the constant correlated fit of the plateau fit results starting from $t_{s}^{\text {low }} / a=9$. In contrast to the real part, the imaginary part shows a large effect due to the excited-states contamination. However, the two-state fit is compatible with the plateau value using $t_{s} / a=11$. Also, the results obtained at different $t_{s}^{\text {low }}$ using the summation method are compatible with the other methods within uncertainties. As final results for the unpolarized matrix element, we report the ones from the plateau fit for $t_{s} / a=11$, which is compatible with the results obtained with the two-state fit and summation method.


Figure 6.4: Left: Results on $C_{3 p t}\left(t ; t_{s}\right) / C_{2 p t}(t)$ for the unpolarized PDFs for $P_{3}=1.24 \mathrm{GeV}$, at $t_{s} / a=6,8,10,12$ for $z / a=3$. The data for $t_{s} / a=7,9,11$ are omitted to improve the readability. The two-state fit results (gray band), and the value of the two-state fit of Eq. (6.31) evaluated at the same $t_{s}$ as the data-points are also shown. Only the data-points with open symbols are taken into account in the two-state fit procedure. Center: the plateau fit results as a function of $t_{s} / a$. Each source-sink separation is associated with a different color. The orange band is the predicted $t_{s}$ dependence of the function in Eq. (6.31) at $t_{\text {ins }}=t_{s} / 2$. Our final value for the matrix elements is determined as the correlated constant fit of the plateau values shown with open symbols. Right: results of the two-state fit (navy blue) as a function of the lowest source-sink separation $t_{s}^{\text {low }}$ included in the fit. The empty data-point is the selected two-state fit result, which corresponds to the gray band. For each $t_{s}^{\text {low }}$ we report the reduced $\chi^{2}$ of the two-state fit. The results obtained with the summation method are reported with the red open crosses as a function of $t_{s}^{\text {low }}$.

## Helicity

The disconnected contributions to the helicity isoscalar matrix elements is purely real and exhibits a non-negligible dependence on the source-sink separation. We observe a decreasing behavior as $t_{s}$ increases, which is a behavior also observed in the axial charge [137]. In addition, the plateau fit for $t_{s} / a>10$ are compatible with the twostate fit. Therefore, we use the plateau fit for $t_{s} / a=10$ as our final results, so that statistical uncertainties are controlled.


Figure 6.5: The same as Fig. 6.4 but for the isoscalar helicity matrix elements.

## Transversity

The ratio of the three- and two-point functions for the disconnected contributions to the isoscalar transversity matrix elements does not shows dependence on the sourcesink separation for both the real and imaginary parts (see Fig. 6.6). Thus, the matrix elements are computed from the plateau fit for $t_{s} / a=9$, both for the real and the imaginary parts.


Figure 6.6: The same as Fig. 6.4 but for the isoscalar transversity matrix elements.

Using the criterion adopted for selecting the final results for each PDF case we compared the extracted matrix elements in Fig. 6.7 for all values of $z$. In summary, the
plateau fits are evaluated at $t_{s} / a=9,10,9\left(t_{s} / a=11,10,9\right)$ for the real (imaginary) part of the unpolarized, helicity and transversity, respectively. For the summation method, we employ all $t_{s}$ values available, except for the imaginary part of the unpolarized and the real part of the helicity matrix elements, where $t_{s} / a=6$ is excluded as explained above. The two-state fit is performed in the range $t_{s} / a \in[6,12]$ in all cases, except for the imaginary part of the unpolarized and transversity matrix elements, where the $t_{s} / a=6$ value, as explained, is not included in the regression.

Our conclusions for the isoscalar disconnected matrix elements apply also to the strange matrix elements, with the excited-states contamination showing similar effects.


Figure 6.7: Comparison of the matrix elements obtained from the one- (red points) and twostate (green points) fits and the summation method (blue points) for the disconnected isoscalar matrix elements at $P_{3}=1.24 \mathrm{GeV}$. From top to bottom we show the unpolarized, helicity and transversity PDFs. See text for more details.

### 6.3.2 Momentum dependence

As explained in Sec. 6.1, the matrix elements and the quasi-PDFs have a dependence on the nucleon boost $P_{3}$, which also enters the matching formula leading to the PDFs. An important aspect of the study is the investigation of the momentum dependence of the matrix elements, which affects the convergence to the light-cone PDFs. In Fig. 6.8, we present the results for the renormalized strange and isoscalar disconnected matrix elements as a function of the momentum boost. For the unpolarized case, the real part decreases in magnitude as the $P_{3}$ increases, and becomes compatible with zero. In contrast, its imaginary part is non-zero and shows convergence for the two largest values of $P_{3}$. We find that the isoscalar disconnected matrix elements share the same qualitative behavior as the strange-quark ones.

First results on the helicity distribution appeared in Ref. [46]. Here we show re-


Figure 6.8: Momentum dependence of the renormalized matrix elements for the strange (upper figure) and isoscalar disconnected (lower figure) unpolarized (top panels), helicity (middle panels) and transversity (bottom panels) distributions. We show the matrix elements computed at $P_{3}=0.41 \mathrm{GeV}$ (blue), 0.83 GeV (green), 1.24 GeV (red) and 1.65 GeV (yellow). Data points are slightly shifted to improve readability.
sults with increased statistics, and with the addition of $P_{3}=1.65 \mathrm{GeV}$. The matrix elements show a mild residual dependence on the momentum. The imaginary part of the renormalized matrix elements arises entirely from the complex multiplication with the renormalization function and the bare matrix elements (see Eq. ((6.10))). Indeed, as mentioned already in Sec. 6.3.1, the disconnected contribution to the bare matrix element for the helicity distribution is purely real. The real part of the matrix elements for the transversity distribution exhibit a strong dependence on the nucleon boost, changing dramatically as we increase $P_{3}$ from 0.83 GeV to 1.24 GeV . However, results obtained for $P_{3}=1.65 \mathrm{GeV}$ show agreement with those for $P_{3}=1.24 \mathrm{GeV}$
albeit the large uncertainty. From the current results it is still unclear if convergence is reached. However, in order to fully check this would require a larger momentum and much more measurements to reach the required accuracy. This is beyond the current study and will be tested in a followup work. We thus, construct the PDFs using the results for $P_{3}=1.24 \mathrm{GeV}$. In Sec. 6.6.4, we comment on the region of $x$ affected by the gap observed in the real part of the matrix elements as momentum increases. In contrast, the imaginary part is fully compatible with zero for the two lowest momenta, while it is slightly non-zero at large $z$ at the highest momentum.

### 6.4 Connected matrix elements

The evaluation of the connected matrix elements contributing to the three types of PDFs has been studied in our previous works. In particular, we refer the reader to the study of Ref. [101], where several sources of systematic uncertainties were discussed in great detail. For completeness, we briefly discuss here the connected contributions which are needed for the flavor decomposition. In Fig. 6.9, we show the momentum dependence of the bare connected contributions to the isoscalar and isovector matrix elements for the three types of PDFs. In all cases, as the nucleon boost increases, the real part of the matrix elements decay to zero faster, and the magnitude for the imaginary part increases in the region $z / a \lesssim 9$. The unpolarized matrix elements show convergence with $P_{3}$ while the imaginary parts of the helicity and transversity distributions increase in magnitude. We note that in order to compute the connected contributions for a fourth larger boost would require new inversions and large number of measurements to reduce the errors sufficiently enough to check convergence. Thus for the current work we opt to use the results for $P_{3}=1.24 \mathrm{GeV}$ for the connected parts since the focus of this work is the evaluation of the disconnected contributions. The uncertainty on the unpolarized distribution is smaller as compared to the other two distributions. This behavior is due to the fact that both the three- and two-point functions share the same projector, $\left(1+\gamma^{0}\right) / 2$, which increases the correlation between the two quantities and, as a result, drastically decreases the noise-to-signal ratio. We note also that the transversity distribution reported here is the average over the two insertions $\sigma_{3 j}$ with $j=1,2$.


Figure 6.9: Momentum dependence of the bare connected contributions to the matrix elements. The first two rows show respectively the isoscalar connected contribution and the isovector unpolarized matrix elements. The left column shows the real part and the right the imaginary part. The same flavor combinations are reported respectively for the helicity and transversity distributions in the $3^{\text {rd }}$ and $4^{\text {th }}$ rows, and in the last two rows. We show the matrix elements at $P_{3}=0.41 \mathrm{GeV}$ (blue), 0.83 GeV (green) and 1.24 GeV (red). Data points are slightly shifted to to improve readability.

### 6.5 Nucleon charges

The nucleon charges are usually extracted from the nucleon matrix elements of local operators. This limit is obtained from the matrix elements of non-local operators at $z=0$. Since the charges are frame independent, any value of $P_{3}$ may be used.

Indeed, in Sec. 6.4 we demonstrate that the $z=0$ have little dependence on $P_{3}$ For the disconnected contributions, we have the matrix elements at $P_{3}=0$ (rest frame). For the connected contributions to the charges, we use the lowest momentum, so we control statistical uncertainties. In what follows, we will show the results obtained for the isovector $u-d$, isoscalar $u+d$ and strange-quark vector, axial and tensor charges, $g_{V}, g_{A}$ and $g_{T}$.


Figure 6.10: Isoscalar $u-d$ (left) and strange (right) disconnected contributions to the renormalized $g_{V}$ (top panels), $g_{A}$ (middle panels) and $g_{T}$ (bottom panels). In each subplot we show the results obtained with the plateau fit (open green squares), two-state fit (open blue circles) and summation method (open red crosses) as a function of $t_{\text {low }}$. We also include $\chi^{2} /$ d.o.f. for the two-state fit. The horizontal band corresponds to the selected plateau fit result.

First, we describe our results for the disconnected contributions, whose total number of measurements in the rest frame is $N_{\text {meas }}=66 \cdot 10^{3}$. In Fig. 6.10 we show our results for the renormalized disconnected vector, axial and tensor charges. The integral over the volume (i.e. Fourier transform at zero momentum transfer) of the trace of the vector current $\bar{\psi}(x) \gamma^{0} \psi(x)$ is zero because quark and antiquark loops contributions cancel each other. Thus, the disconnected contribution to the unpolarized isoscalar and strange matrix elements in the absence of the Wilson line and at $P_{3}=0$ expected to be zero is verified and this constitutes a consistency check of our computations. Due to excitedstates contamination, the disconnected isoscalar and strange vector charges $g_{V}^{\mathrm{u}+\mathrm{d}(\text { disc })}$ and $g_{V}^{s}$ obtained with the two-state and plateau fits are not compatible with zero at small source-sink separation. In particular, the two-state fit results become compatible with zero when $t_{\text {low }} \geq 10$. The results obtained with the summation method have the
largest uncertainties and are compatible with zero.
The axial charge shows the larger contamination from excited states. In particular, the plateau fit results show a decreasing trend with the $t_{\text {low }}$, converging to a constant value for $t_{\text {low }} / a \geq 11$ for the isoscalar and $t_{\text {low }} / a \geq 8$ for the strange charges, which are selected as our final values. In contrast, both the results obtained with two-state fit and summation are constant and compatible with the selected plateau fit results. We find

$$
\begin{equation*}
g_{A}^{\mathrm{u}+\mathrm{d}(\mathrm{disc})}=-0.104(10), \quad g_{A}^{s}=-0.0320(28) \tag{6.34}
\end{equation*}
$$

The results on the disconnected contributions of the tensor charge show very mild excited states effects. We use the plateau value extracted by fitting the ratio to a constant for $t_{s} / a \geq 9$ for the isoscalar connected tensor charge $g_{T}^{\mathbf{u}+\mathrm{d}(\text { disc) }}$ and for $t_{s} / a \geq 8$ for $g_{T}^{s}$. Our final results for these two quantities are

$$
\begin{equation*}
g_{T}^{\mathrm{u}+\mathrm{d}(\mathrm{disc})}=-0.00818(91), \quad g_{T}^{s}=-0.00265(60) \tag{6.35}
\end{equation*}
$$

We stress that despite the agreement of the strange tensor charge with the value extracted using local operators [131,201], a direct comparison is not meaningful since we are using gauge ensembles simulated with heavier than physical pion mass. It thus comes with no surprise that the disconnected isoscalar tensor charge differs from the value obtained at the physical pion mass.

The connected contributions to the nuclear charges are computed for the smallest momentum $P_{3}=0.41 \mathrm{GeV}$. Using these results we can extract the values for each quark flavor for the vector, axial an tensor charges. The details on the computation of the connected isoscalar and isovector contributions are given in Sec. 6.4. The connected contributions used to extract the charges are obtained from plateau fits with $t_{s} / a=12$. The nucleon axial and tensor charges are given in Table 6.6. We note that for the vector charge $g_{V}$ we find results that are consistent with charge conservation.

|  | $u-d$ | $u+d$ (conn.) | $u+d$ (disc.) | $u$ | $d$ | $s$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $g_{A}$ | $1.25(4)$ | $0.66(7)$ | $-0.104(10)$ | $0.90(2)$ | $-0.35(2)$ | $-0.0320(28)$ |
| $g_{T}$ | $1.11(2)$ | $0.68(2)$ | $-0.00818(91)$ | $0.89(1)$ | $-0.22(1)$ | $-0.00265(60)$ |

Table 6.6: Results for the isovector (first column), isoscalar connected (second column) and disconnected (third column) and for the up (fourth column), down (fifth column) and strange (sixth column). We show our results on the axial (second row) and tensor (third row) nucleon charges.

| $P_{3}$ | $h^{u-d}(z=0)$ | $h^{u+d}(z=0)$ | $\Delta h^{u-d}(z=0)$ | $\Delta h^{u+d}(z=0)$ | $\delta h^{u-d}(z=0)$ | $\delta h^{u+d}(z=0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.41 GeV | $1.005(4)$ | $3.046(4)$ | $1.25(4)$ | $0.52(5)$ | $1.11(2)$ | $0.67(2)$ |
| 0.83 GeV | $1.004(8)$ | $3.053(8)$ | $1.26(11)$ | $0.45(9)$ | $1.04(6)$ | $0.69(5)$ |
| 1.24 GeV | $1.000(4)$ | $3.026(5)$ | $1.23(5)$ | $0.52(5)$ | $1.08(3)$ | $0.69(3)$ |

Table 6.7: Momentum dependence of the unpolarized, helicity and transversity isovector (first column) and isoscalar (second column) matrix elements at $z=0$.

### 6.6 Parton distribution functions

### 6.6.1 Isoscalar and isovector renormalized matrix elements

In Fig. 6.12 we show the momentum dependence of the total renormalized isoscalar and isovector matrix elements, including disconnected contributions. The renormalized matrix elements are reported as a function of $z P_{3}$. We renormalize and apply the matching procedure independently for the isoscalar and isovector distributions, allowing us to obtain the individual up and down quark PDFs.

The source-sink separation used is $t_{s}=0.94 \mathrm{fm}$ for the lowest momentum and $t_{s}=1.13 \mathrm{fm}$ for $P_{3}=0.83$ and 1.24 GeV . From previous studies of the isovector distributions (see, e.g. Ref. [101]) and nucleon charges [137], we expect that excited-states contamination is more significant for the nucleon three-point correlators of the axial and tensor currents as compared to the vector. However, the statistical uncertainty is larger for these quantities and within our current errors the source-sink separation employed at the highest momentum is sufficient to suppress excited states to this level of accuracy [101].

A summary of the results for the connected matrix elements in the absence of the Wilson line are reported in Table 6.7. The momentum dependence of all the matrix elements analyzed is negligible for $z=0$ as expected For example, the isoscalar connected matrix elements for the unpolarized distribution, $h^{\mathrm{u}+\mathrm{d}}(z=0)$, for the largest momentum differs from the others by less then $1 \%$. The isovector unpolarized matrix elements at $z=0$ is independent of the momentum boost, and equal to 1 , as expected from charge conservation. Regarding the isoscalar helicity case, we still find agreement for different $P_{3}$ within uncertainties, but with larger fluctuations of the mean values, as the disconnected contribution is about $\sim 17 \%$ of the connected part. We note that the $\Delta h^{u-d}(z=0)$ is compatible with the experimental value $g_{A}^{\mathrm{u}-\mathrm{d}}=1.27641(56)$ [202]. Insensitivity to the momentum boost is also observed in the transversity case.

### 6.6.2 Truncation of the Fourier transform

In order to construct the x -dependence of PDFs we need to take the Fourier transform. Since the matrix elements are determined for discrete finite number of $z$ values, we study the dependence on the cutoff $z_{\max }$ to understand systematic effects related to the reconstruction. In particular, for all types of distributions we verify that a $z_{\max }$
exists such that, addition of information for $z>z_{\max }$ in the Fourier transform leaves the PDF unchanged within statistical uncertainties. This value of $z$ is selected as the maximum value $z_{\max }$ included in the Fourier transform and, typically, the matrix elements at this value has a vanishing real part. Note that the latter is just a qualitative criterion and in practice we always check by increasing $z$ for convergence.


Figure 6.11: Cutoff dependence ( $z_{\max }$ ) of the isoscalar (left) and isovector (right) unpolarized (upper panels), helicity (middle panels) and transversity (bottom panels) at $P_{3}=1.24 \mathrm{GeV}$. Results from BGFT are shown with a blue band. The distributions corresponding to the value of the cutoff reported in Tab. 6.8 are reported in red.

In Fig. 6.11 we show the dependence on the cutoff $z_{\max }$ for the isoscalar and isovector distributions at $P_{3}=1.24 \mathrm{GeV}$. We compare the results obtained with the discrete Fourier transform of Eq. ((6.12)) with the results from the Bayes-Gauss-Fourier transform (BGFT) [48]. The latter is an advanced reconstruction technique based on Gaussian process regression, which allows to obtain an improved estimate of quasi-PDF for continuous values of $x$, starting from a discrete set of data obtained with lattice QCD computations. The chosen values of $z_{\max }$ for each quark flavor and each operator are given in Table. 6.8. From Fig. 6.11 it is clear that increase of the cutoff beyond the reported values of Table 6.8, does not affect the results for the PDFs. We also find compatible of the discreet Fourier transform with the results using BGFT

|  | Isoscalar | Isovector | Strange |
| :---: | :---: | :---: | :---: |
| Unpolarized | $15,14,12$ | $15,13,10$ | $15,12,12$ |
| Helicity | $15,10,10$ | $15,12,12$ | $14,14,14$ |
| Transversity | $15,11,10$ | $15,11,11$ | $14,12,12$ |

Table 6.8: Values of $z_{\max } / a$ used in the Fourier transform for each type of distribution. Each triplet of numbers corresponds to the cases for $P_{3}=0.41,0.83$ and 1.24 GeV , respectively.

### 6.6.3 Isoscalar and isovector distributions

The isoscalar and isovector PDFs are extracted from the corresponding renormalized matrix elements shown in Fig. 6.12. For the isoscalar combination, we add both the connected and disconnected contributions. We plot the matrix elements against $z P_{3}$, which is the argument of the exponential in the Fourier transform.

In all cases, we find that the matrix elements for the lowest momentum $P_{3}=$ 0.41 GeV do not decayed to zero for large $z$, demonstrating, as expected, that the momentum is not large enough. By increasing the momentum to $P_{3}=1.24 \mathrm{GeV}$, the matrix elements become consistent with zero within their uncertainties. While the imaginary parts show a residual momentum dependence, the convergence must be checked at the level of the reconstructed PDF. This is due to the fact that $P_{3}$ enters the matching kernel and affects the convergence. Therefore, to address the momentum convergence as we increase $P_{3}$, we show in Fig. 6.13 the momentum dependence of the isoscalar and isovector PDFs. We use the standard Fourier transform, with the values of $z_{\text {max }}$ given in Table 6.8, as discussed in Sec. 6.6.2. As can be seen in Fig. 6.13, the overall dependence on the two largest values of the momentum is relatively small. Dependence on $P_{3}$ is observed in the unpolarized isoscalar PDF. In general, the PDFs for the smallest momentum, do not show convergence, and exhibit non-physical oscillations due to the presence of systematic effects in the reconstruction of the $x$-dependence. However, such oscillations are suppressed for the higher values of $P_{3}$. The isoscalar and isovector helicity distributions have a similar magnitude and exhibit milder dependence on the boost as compared to the unpolarized. In particular, both isoscalar and isovector helicity distributions are consistent for $P_{3}=0.83 \mathrm{GeV}$ and $P_{3}=1.24 \mathrm{GeV}$. Finally, the isoscalar and isovector transversity distributions also show nice convergence with $P_{3}$ for the two largest values. These distributions will be used for the flavor decomposition presented in Sec. 6.6.4 together with comparison of our data with phenomenology.


Figure 6.12: Real (left) and imaginary (right) parts of the renormalized matrix elements as a function of $z P_{3}$. From top to bottom and in rows of two we show the isoscalar and the isovector matrix elements for the unpolarized, helicity and transversity cases, respectively. The points included in the Fourier transform of Eq. (6.11) are shown with open symbols. Each sub-figure shows the momentum dependence of the corresponding matrix element, where the blue circles correspond to $P_{3}=0.41 \mathrm{GeV}$, the green squares to $P_{3}=0.83 \mathrm{GeV}$ and the red triangles to $P_{3}=1.24 \mathrm{GeV}$.


Figure 6.13: Results for the isoscalar (left) and isovector (right) unpolarized (first row), helicity (middle row) and transversity (bottom row) PDFs for different values of $P_{3}$. Each sub-figure shows the momentum dependence of the corresponding distribution, where the blue line corresponds to $P_{3}=0.41 \mathrm{GeV}$, the green line to $P_{3}=0.83 \mathrm{GeV}$, and the red one to $P_{3}=1.24 \mathrm{GeV}$.

### 6.6.4 Flavor decomposition and comparison with phenomenology

## Light quark distributions

Our results on the isoscalar and isovector distributions presented in Sec. 6.6.3 allow us to extract the up and down quark contributions for the unpolarized, helicity and transversity distributions. The disconnected contributions are taken into account in all cases. We stress that the comparison with phenomenology can only be qualitative for a number of reasons: i) We use an ensemble with larger than physical pion mass. We know from previous studies that there is a non-negligible pion mass dependence on the PDFs; ii) lattice systematics, such as cut-off effects, are not taken into account; iii) the renormalization ignores mixing present in the case of the unpolarized and helicity singlet PDFs; and iv) errors are still sizable and may hide systematics, such as convergence with the boost. However, it is still interesting to compare with phenomenology keeping these caveats in mind. The results for the unpolarized PDF at the largest momentum are compared with data by NNPDF3.1 [63], while the helicity distribution is compared with JAM17 [67] and NNPDF PoL1.1 $^{\text {[66]. Finally, the }}$ quark transversity distribution obtained in this study is compared against the SIDIS data [54] and SIDIS data constrained by the value of tensor charge $g_{T}$ computed in lattice QCD [54]. For the anti-quark region for the NNPDF3.1 data, we include the
crossing relations of Eq. (6.14), such that we show the antiquark distributions in the negative- $x$ region. The light-quark contributions to the unpolarized PDF show good


Figure 6.14: Up (left) and down (right) quark unpolarized (upper panels), helicity (middle panels) and transversity (bottom panels) distributions at $P_{3}=1.24 \mathrm{GeV}$ (red band). We also show the NNPDF results [63, 66, 203] (blue band) and JAM17 [67] (orange band) phenomenological results. For the transversity PDF we compare against the SIDIS data [54] (green band) and SIDIS data constrained by the value of tensor charge $g_{T}$ computed in lattice $Q C D$ [54] (gray band).
agreement with phenomenology in the region $x \gtrsim 0.2$. Also, the region $x \lesssim-0.2$ both estimates are compatible with zero. Note that lattice results for the small-x region $(|x| \lesssim 0.15)$ suffer from uncontrolled uncertainties due to the reconstruction of the PDFs and the values of the lattice spacing used. The case of the helicity distributions is very interesting, as it has non-negligible contribution from the disconnected diagram. Our results for the up quark helicity show similar features as the NNPDF data, but are have higher values. The down quark distribution gives compatible results both with NNPDF $_{\text {POL1.1 }}$ and JAM17 data for all $x$ in the physical region $[-1,1]$. The transversity distribution is the least known collinear PDF and it is not well-constrained by SIDIS data. As a result, global fits for the light quark $\delta q(x)$ carry large relative error of $\approx 50-100 \%$ [54]. A more precise phenomenological estimate of the transversity PDFs can be obtained by constraining the distributions with the value of the tensor charge $g_{T}$ computed within lattice QCD [54]. A comparison with the latter, reveals a similar agreement as for the helicity PDFs. We would like to stress that the overall qualitative agreement is very promising, as this computation is done using simulations with heavier than physical pions.

## Strange quark distributions

The strange distributions presented here are computed using the renormalized matrix elements shown in Fig. 6.8. The values of $z_{\text {max }}$ employed in the Fourier transform defining the quasi-PDF are reported in Table 6.8. The criterion adopted to select $z_{\max }$ is to analyze the dependence of the PDF as $z_{\max }$ is increased, as discussed in the previous section. In Fig. 6.15 we show the unpolarized, helicity and transversity PDFs. The antiquark distribution reported here takes into account the crossing relations in Eq. (6.14), showing the anti-quark distributions in the negative $x$ region. Although the unpolarized PDFs extracted from the matrix element using the two largest momenta tend towards the phenomenological result, there is still some residual dependence, which points to the need to increase the momentum boost to check the independence on $P_{3}$. Due to the simultaneous suppression of the real part of the matrix elements and the enhancement of the imaginary part, $\bar{s}(x)$ becomes symmetrical with respect to $x=0$ as the momentum boost increases. This symmetry feature is exploited in the global fits. The results for the helicity distribution are approximately symmetric in the quark and


Figure 6.15: Results on the strange unpolarized (top panel), helicity (center panel) and transversity (bottom panel) distributions for three values of $P_{3}$. We compare with the NNPDF ${ }_{\text {PoL1.1 }}$ [66, 203] (light blue) and JAM17 [67] (light purple) phenomenological data. Lattice data for $P_{3}=0.41,0.83,1.24 \mathrm{GeV}$ are shown with green, red and dark blue bands, respectively.
antiquark regions, and are compatible with the results from the NNPDF POL1.1 $^{\text {[66] }}$ and with JAM17 global fits analysis both of which have larger uncertainties. Our results, thus, provide valuable input for phenomenological studies. In fact, this is more evident for the strange transversity distribution where experimental results are lacking. We obtained results on the transversity PDF with small uncertainties that show no residual momentum dependence for the two largest momentum values.


Figure 6.16: The strange-quark asymmetry for the unpolarized PDF for three values of $P_{3}$. We compare with NNPDF [203] (pink) phenomenological data. Lattice data for $P_{3}=0.41,0.83,1.24 \mathrm{GeV}$ are shown with green, red and dark blue bands, respectively.

Besides the individual $s(x)$ and $\bar{s}(x)$ distributions, there is also an interest on the strange-quark asymmetry. This is partly due to the fact that there is no symmetry to suggest that the two distributions have to be the same. The strange and anti-strange asymmetry has been discussed within chiral effective theory [204, 205], perturbative evolution of QCD [206], and a physical model for parton momenta [207]. Constraints on the $s(x)-\bar{s}(x)$ asymmetry have also been discussed in Ref. [208] using lattice results for the strange form factor with predictions based on a baryon-meson fluctuation model. Here, we study the asymmetry using our data for $P_{3}=0.41,0.83,1.24 \mathrm{GeV}$, and the results are shown in Fig. 6.16. In contrast to the individual $s(x)$ and $\bar{s}(x)$ distributions, here we find that there is no momentum dependence in the strange-quark asymmetry. We also note that the difference between $s(x)$ and $\bar{s}(x)$ is a non-singlet combination and, thus, does not mix with the gluon PDFs. Focusing on the most accurate results at $P_{3}$, we find that the asymmetry vanishes at $x \gtrsim 0.2$ and is small but non negligible in the small- $x$ region. This conclusion is, at present stage, qualitative, and an investigation of systematic effects is needed before drawing quantitative conclusions. We observe that our conclusions are similar to those of Ref. [208], that is, the $s(x)-\bar{s}(x)$ asymmetry is very small with its peak value less than 0.01 .

### 6.6.5 Moments of nucleon PDFs

In this section, we calculate the moments $\left\langle x^{n}\right\rangle$ of the three PDFs considering $n=$ $0, \ldots, 3$. The $n-$ th moment of the unpolarized, helicity and transversity distributions
are defined as

$$
\begin{align*}
\left\langle x^{n}\right\rangle_{q} & =\int_{0}^{1} x^{n}\left[q(x)+(-1)^{n+1} \bar{q}(x)\right] d x=\int_{-1}^{1} x^{n} q(x) d x \\
\left\langle x^{n}\right\rangle_{\Delta q} & =\int_{0}^{1} x^{n}\left[\Delta q(x)+(-1)^{n} \Delta \bar{q}(x)\right] d x=\int_{-1}^{1} x^{n} \Delta q(x) d x  \tag{6.36}\\
\left\langle x^{n}\right\rangle_{\delta q} & =\int_{0}^{1} x^{n}\left[\delta q(x)+(-1)^{n+1} \delta \bar{q}(x)\right] d x=\int_{-1}^{1} x^{n} \delta q(x) d x
\end{align*}
$$

where we employed the crossing relations of Eq. (6.14), to write the moments as a function of the quark distributions only. In Table 6.9 we report the results for the isovector, isoscalar and flavor diagonal moments. The zero-th moments are compatible with the nucleon charges reported in Tab 6.6. This is a non-trivial check, as the calculation of the charges follows a totally different procedure and undergoes a Fourier transform and matching.

| PDF |  | $u-d$ | $u+d$ | $u$ | $d$ | $s$ |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: |
| Unpolarized | $\langle x\rangle_{q}$ | $0.28(1)$ | $0.75(2)$ | $0.51(2)$ | $0.234(9)$ | $0.030(2)$ |
|  | $\left\langle x^{2}\right\rangle_{q}$ | $0.118(5)$ | $0.23(1)$ | $0.176(8)$ | $0.058(4)$ | $-0.00054(46)$ |
| Helicity | $\langle 1\rangle_{\Delta q}$ | $1.26(6)$ | $0.50(6)$ | $0.88(5)$ | $-0.38(3)$ | $-0.033(3)$ |
|  | $\langle x\rangle_{\Delta q}$ | $0.49(2)$ | $0.32(2)$ | $0.40(2)$ | $-0.087(9)$ | $-0.00029(26)$ |
|  | $\left\langle x^{2}\right\rangle_{\Delta q}$ | $0.127(9)$ | $0.067(7)$ | $0.097(7)$ | $-0.030(4)$ | $-0.0019(4)$ |
| Transversity | $\langle 1\rangle_{\delta q}$ | $1.06(4)$ | $0.67(4)$ | $0.86(3)$ | $-0.20(2)$ | $-0.0015(6)$ |
|  | $\langle x\rangle_{\delta q}$ | $0.49(2)$ | $0.33(2)$ | $0.41(2)$ | $-0.075(7)$ | $-0.00038(37)$ |
|  | $\left\langle x^{2}\right\rangle_{\delta q}$ | $0.118(6)$ | $0.086(5)$ | $0.102(5)$ | $-0.016(2)$ | $0.00038(9)$ |

Table 6.9: Moments of the unpolarized, helicity and transversity PDFs. We refer to the zero-th moment $\left\langle x^{0}\right\rangle$ as $\langle 1\rangle$.

## Chapter

## Continuum limit of nucleon quasi-PDFs

In this chapter, we present the results of the study [45] analyzing the approach to the continuum limit of isovector nucleon unpolarized and helicity parton distributions using three lattice ensembles, each having a different lattice spacing but with otherwise similar parameters. We use three lattice ensembles that differ primarily in their lattice spacings $a=0.0644,0.0820$, and 0.0934 fm . These have dynamical degenerate up and down quarks with pion mass approximately 370 MeV and dynamical strange and charm quarks with near-physical masses, i.e. $N_{f}=2+1+1$. The gauge action is Iwasaki $[185,209]$ and the fermions use Wilson twisted mass tuned to maximal twist. These ensembles were generated by ETMC [210]; parameters for the three used in this work are given in Table 7.1. The ensemble with intermediate lattice spacing, B55, was previously used by some of us for studying quasi-PDFs in Refs. [18, 20, 103].

### 7.1 Excited-states contamination

In this study, we computed the ratio between the three- and two-point function at seven values of the source-sink separation for the ensemble A60. In Tab. 7.2 we reported the statistics required for each value of $t_{s}$. In Sec. 6.3.1 we introduced the analysis techniques that have been employed in this study to measure the excited states contamination to the quantities of interest. The results of the analysis for the unpolarized and helicity matrix elements have been reported respectively in Fig. 7.1 and 7.2 . Although the helicity matrix elements show a much higher signal-to-noise

| Name | $a \mu_{l}$ | size | $a(\mathrm{fm})$ | $m_{\pi}(\mathrm{MeV})$ | $p_{z} L /(2 \pi)$ | $p_{z}(\mathrm{GeV})$ | $t_{s} / a$ | $t_{s}(\mathrm{fm})$ | $N_{\text {conf }}$ | $N_{\text {samp }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A60 | 0.0060 | $24^{3} \times 48$ | $0.0934(13)(35)$ | 365 | 3 | 1.66 | 10 | 0.934 | 1260 | 40320 |
| B55 | 0.0055 | $32^{3} \times 64$ | $0.0820(10)(36)$ | 373 | 4 | 1.89 | 12 | 0.984 | 1829 | 58528 |
| D45 | 0.0045 | $32^{3} \times 64$ | $0.0644(07)(25)$ | 371 | 3 | 1.80 | 15 | 0.966 | 1259 | 40288 |

Table 7.1: Parameters of the three $N_{f}=2+1+1$ lattice ensembles: gauge coupling $\beta$, bare light quark mass a $\mu_{l}$, and size. The pion mass $m_{\pi}$ and lattice spacing a (determined via the nucleon mass) are taken from Ref. [211]. Nucleon three-point functions are computed with momentum $\vec{p}=\left(0,0, p_{z}\right)$ and source-sink time separation $t_{s}$. The total number of gauge configurations is given by $N_{\text {conf }}$; on each one, we use an evenly-spaced grid of 32 source positions, with a random overall displacement, yielding $N_{\text {samp }}=32 N_{\text {conf }}$ samples.

| $t_{s} / a$ | $N_{\text {conf }}$ | $N_{\text {src }}$ | $N_{\text {samp }}$ |
| :---: | ---: | :---: | ---: |
| $\{4,5,6,7\}$ | 315 | 4 | 1260 |
| 8 | 315 | 8 | 2520 |
| 9 | 315 | 16 | 5040 |
| 10 | 1260 | 32 | 40320 |

Table 7.2: Statistics used for excited-state study on ensemble A60.


Figure 7.1: Unpolarized matrix elements for the A60 ensemble as a function of the Wilson line length $z$. The red points have been obtained using seven source-sink separations increasing from left to right. The blue points are obtained with the summation method, varying the left-end of the linear regression using the shortest three source-sink separations.
ratio, especially in the real part, the two quantities show the same qualitative behavior with the source-sink separation. In most cases, the results obtained with the plateau fit method show a constant trend within uncertainties for $t_{s} \geq 8$, as well as compatibility with the summation method results. Therefore, it is well established that the excited-contamination is reasonably under control when considering the plateau fit results at the largest source-sink separation. To prevent the possibility that the excited states effect on the ensembles B55 and D45 may be larger than what observed with the A60, we chose slightly larger source-sink separations on the two ensemble with smaller lattice spacings, that lack an excited-states study.


Figure 7.2: Helicity matrix elements for the A60 ensemble as a function of the Wilson line length $z$. The red points have been obtained using seven source-sink separations increasing from left to right. The blue points are obtained with the summation method, varying the left-end of the linear regression using the shortest three source-sink separations.

### 7.2 Continuum limit

### 7.2.1 Renormalized matrix elements

Given the renormalized ratio between the three- and two-point function for the three ensembles employed in this study, we need to define how the continuum limit has to be taken. In the first place, the matrix elements corresponding to the three ensembles have slightly different boosts (see Tab. 7.1). To account at leading order for the small differences in $p_{z}$ we interpolate the matrix elements at finite lattice spacing, extracting the lattice data at a common value of $z p_{z}$ in physical units. In addition, different models for the continuum extrapolation can be employed. At zero Wilson line length, the matrix elements are defined from a local operator which, since we work at maximal twist, benefits from automatic $O(a)$ improvement $[188,212]$. At $z \neq 0$, the operator is non-local and it can be contaminated by $O(a)$ contributions [190]. Therefore, at non-zero Wilson line length we extrapolate both with $a$ and $a^{2}$ models.
In Fig. 7.3 we show the results of the continuum extrapolation for the unpolarized and helicity matrix elements. For most values of $z p_{z}$, there is a large dependence on the lattice spacing and the extrapolated values are far from those of the individual ensembles. The extrapolations tend to reduce the magnitude of the matrix element, except for the unpolarized case at large $z p_{z}$, where both the real and imaginary parts are positive and growing. For the unpolarized matrix element, the $O(a)$ and $O\left(a^{2}\right)$


Figure 7.3: Real part (top) and imaginary part (bottom) of the unpolarized (left) and helicity (right) renormalized matrix elements, converted to the $M \overline{M S}$ scheme at scale 2 GeV . The curves with error bands depict the results from the continuum extrapolations assuming leading artifacts linear in a (red) and quadratic in a (blue).
extrapolations are not in good agreement, particularly in the real part at large $z p_{z}$ and the imaginary part at medium $z p_{z}$. Details of these continuum extrapolations for selected values of $z p_{z}$ are shown in Figs. 7.4 and 7.5.

### 7.2.2 Comparison with phenomenology - Matrix elements

The ultimate goal of this analysis is to perform the matching of the continuumextrapolated matrix elements obtaining the physical PDFs and comparing them with phenomenology. However, in this section, we show the results of the reverse exercise. Specifically, starting with phenomenological parton distributions determined by NNPDF $[63,66]$, we invert the matching and the Fourier transform to determine the position-space matrix elements that yield those PDFs, up to higher-order corrections in the matching. Figure 7.6 compares this with the continuum-extrapolated lattice matrix elements. Full agreement cannot be expected, since the lattice calculation was done at a heavy pion mass and other systematics such as the dependence on $p_{z}$ and finite-volume effects have not been included in this study.

The real part of the unpolarized matrix elements shows agreement with phenomenology up to $z p_{z} \leq 5$, while at larger Wilson line length the phenomenological curve goes to zero, while the continuum extrapolations diverge. The same qualitative behavior is observed in the imaginary part, with the NNPDF results being compatible with the $O(a)$ extrapolation in the small $z p_{z}$ region and showing different asymptotic behavior. Both the $O(a)$ and $O\left(a^{2}\right)$ extrapolations of the real part of the helicity matrix element lay below the phenomenological results in the small $z p_{z}$ region. This behavior can be partly understood by recalling that at heavy pion masses, the nucleon axial charge (i.e. the helicity matrix element at $z=0$ ) lies below its physical value. The extrapolated imaginary parts of the unpolarized and helicity matrix elements show larger slopes close to $z=0$ and a faster decay to zero compared to phenomenology. However, comparing


Figure 7.4: Continuum extrapolation of unpolarized matrix elements renormalized using the whole operator approach: real part (top) and imaginary part (bottom), versus $a^{2}$. Results are shown for $z p_{z}=1.2$ (left), 2.9 (center), and 5.9 (right). Black diamonds show the data from ensemble D45 and interpolated data from ensembles B55 and A60. The solid red curve and red circle show the $O(a)$ extrapolation; the dashed blue line and blue square show the $O\left(a^{2}\right)$ extrapolation.


Figure 7.5: Continuum extrapolation of helicity matrix elements renormalized using the whole operator approach. See the caption of Fig. 7.4.


Figure 7.6: Unpolarized (left) and helicity (right) matrix elements from continuum extrapolation of lattice data renormalized using the whole operator approach via the RI'-MOM intermediate scheme (blue, red) and from the inverse Fourier transform of the quasi-PDFs obtained by applying inverse matching to phenomenological PDFs from NNPDF [63, 66] (dark gray). Note that in the lattice calculation, the pion mass is much larger than in nature, so that exact agreement should not be expected.
with Fig. 7.3, it is evident that the continuum extrapolation produces results that lie closer to phenomenology.

### 7.2.3 Parton distributions

In this section, we present the main results of this study, namely the effect of the continuum extrapolation on PDFs. However, we first discuss another source of systematic uncertainty: how to perform the Fourier transform in the definition of the quasi-PDF using a finite set of position-space data. We illustrate this using data on the finest ensemble, D45. Next, we perform the continuum extrapolation at fixed $x$, using the PDFs determined on each ensemble, and compare the result with the PDF determined from the continuum-limit matrix elements obtained in the previous section. Finally, we compare our continuum-limit PDFs with phenomenology.

In Chap. 5 we discussed how the Fourier transform introduces a systematic uncertainty. For this reason, we supplement the naïve truncated FT with more sophisticated reconstruction techniques $[48,117]$. In these approaches, obtaining the Fourier transform from a finite number of data points is seen as an ill-defined inverse problem. Its solution is not unique and one approach is to use explicit models for the shape of the (quasi-)PDF. By contrast, we choose to use two approaches that do not contain an explicit model: the Bayes-Gauss-Fourier Transform (BGFT) [48] which was discussed in depth in Chap. 5 and the Backus-Gilbert method, first applied for PDFs calculations in [117]. The latter address the reconstruction problem as follows.

Backus-Gilbert (BG) The inverse problem is obtained by inverting Eq. (3.70) to write the real and imaginary parts of the unpolarized matrix element in terms of


Figure 7.7: Unpolarized (left) and helicity (right) quasi-PDFs (top panels) and PDFs (bottom panels) of the D45 ensemble for different values of the cutoff $z_{\max }$. The curves with cutoff at $z_{\max } p_{z}=\{3.5,4.7,5.9\}$ are depicted in green, blue and gray.
the quasi-PDF:

$$
\begin{align*}
& \Re h_{\gamma_{0}}\left(p_{z}, z ; \mu\right)=\int_{0}^{\infty} d x \cos \left(x p_{z} z\right) \tilde{q}_{+}\left(x, p_{z} ; \mu\right), \\
& \Im h_{\gamma_{0}}\left(p_{z}, z ; \mu\right)=\int_{0}^{\infty} d x \sin \left(x p_{z} z\right) \tilde{q}_{-}\left(x, p_{z} ; \mu\right) \tag{7.1}
\end{align*}
$$

where for $x \geq 0, \tilde{q}_{ \pm}(x)=\tilde{q}(x) \pm \tilde{q}(-x)$, and likewise for the helicity case ${ }^{1}$. The reconstruction is applied independently to $\tilde{q}_{+}$and $\tilde{q}_{-}$, so for brevity we describe the procedure applied to $\tilde{q}_{+}$. We also omit the labels $p_{z}$ and $\mu$. For each $x$, the solution is assumed to be a linear combination of the finite set of lattice data:

$$
\begin{equation*}
\tilde{q}_{+}^{\mathrm{BG}}(x)=\sum_{z / a=0}^{z_{\max } / a} \mathbf{a}_{+}(x, z) \Re h_{\gamma_{0}}(z), \tag{7.2}
\end{equation*}
$$

where $\mathbf{a}_{+}$can be understood as an approximation to the inverse of the Fourier transform in Eq. (7.1). The accuracy of this approximation is governed by the function

$$
\begin{equation*}
\Delta_{+}\left(x, x^{\prime}\right)=\sum_{z / a=0}^{z_{\max } / a} \mathbf{a}_{+}(x, z) \cos \left(x^{\prime} p_{z} z\right) \tag{7.3}
\end{equation*}
$$

that approximates $\delta\left(x-x^{\prime}\right)$. Specifically, the result is an integral over the quasiPDF:

$$
\begin{equation*}
\tilde{q}_{+}^{\mathrm{BG}}(x)=\int_{0}^{\infty} d x^{\prime} \Delta_{+}\left(x, x^{\prime}\right) \tilde{q}_{+}\left(x^{\prime}\right) . \tag{7.4}
\end{equation*}
$$

The function $\mathbf{a}_{+}$is determined by the Backus-Gilbert procedure [213], which

[^1]

Figure 7.8: Comparison of quasi-PDFs (top panels) and PDFs (bottom panels) of the D45 ensemble obtained from Bayes-Gauss-Fourier Transform (BGFT), Backus-Gilbert (BG) and discrete FT (DFT) for the unpolarized (left) and helicity (right).
minimizes the width of $\Delta_{+}\left(x, x^{\prime}\right)$. For more details, see Refs. [117, 161].
In Fig. 7.8, we compare results from the truncated discrete Fourier transform, Eq. (5.1), and the BG and BGFT reconstruction methods described above, again using ensemble D45 as our reference data set. For a fair comparison, in all cases we use $z_{\max } p_{z}=4.7$. We begin by discussing the quasi-PDFs (upper two panels). The most striking difference is that the Backus-Gilbert result has a discontinuity at $x=0$ that is not present in the other results. This is because $\tilde{q}_{-}^{\mathrm{BG}}(x)$ is not constrained to vanish at $x=0$. Such a discontinuity could occur if $\Im h(z)$ has a slowly decaying tail $\sim 1 / z$. For $x$ between -0.5 and 1.0, the DFT and BGFT results are similar, although the BGFT distribution is slightly narrower. For larger values of $|x|$, the DFT produces stronger oscillations, which are suppressed by the BGFT. The BG result is the outlier, being considerably smaller at small negative $x$ and also having a smaller dip below zero.

We next discuss the physically relevant parton distributions, obtained after matching and nucleon mass corrections (lower two panels). For most values of $x$, the DFT and BGFT method produce very similar results, although for BGFT the the dip below zero in the antiquark region occurs at smaller negative $x$ and the magnitude is smaller at $x=-1$ and +1 . Again, the BG result is somewhat different: in the antiquark region at small negative $x$, the small positive bump is gone and the result is either consistent with zero (unpolarized) or slightly negative (helicity). This discrepancy at small $x$ may be associated with a lack of data for the matrix element at large $|z|$; better data or a more rigorous understanding of the large- $|z|$ behavior could help to improve this situation. In the quark region for $x$ greater than about 0.5 , the BG result has a much weaker downward trend than the other two methods. Given that the DFT produces a result not substantially different from BGFT, we exclude the DFT from further analyses presented in the next sections.


Figure 7.9: Matched unpolarized (left) and helicity (right) PDFs obtained using the gauge ensembles A60 (blue), B55 (orange), D45 (green), whose lattice spacings are reported in Table 7.1. The PDF in the continuum, after $O(a)$ extrapolation (gray) and $O\left(a^{2}\right)$ extrapolation (pink), is also shown.

### 7.2.4 Continuum extrapolation

In what follows, we compare the distributions at finite lattice spacings with continuum extrapolations. In the reconstruction of the quasi-PDFs we use the lattice data with $\left|z p_{z}\right| \leq z_{\max } p_{z}=4.7$, at which point either the real part or the imaginary part of the continuum matrix element is compatible with zero, as shown in Fig. 7.3. Moreover, we estimate the systematic uncertainty from this choice of the cutoff by varying $z_{\text {max }}$ :

$$
\begin{equation*}
\varepsilon_{\text {cutoff }}(x)=\frac{\left|q_{z_{\max } p_{z}=5.9}(x)-q_{z_{\max } p_{z}=3.5}(x)\right|}{2} . \tag{7.5}
\end{equation*}
$$

Finally, we estimate the combined uncertainty as the quadrature sum of $\varepsilon_{\text {cutoff }}(x)$ and the statistical uncertainty.

One approach for obtaining continuum-limit PDFs is to take the PDF determined on each ensemble and then perform an $O(a)$ or $O\left(a^{2}\right)$ extrapolation of the data at each $x$. This is shown in Fig. 7.9, for both unpolarized and helicity PDFs determined using the BG and BGFT methods. In the quark region with $x$ between roughly 0 and 0.7 , the PDFs decrease monotonically with the lattice spacing; at larger $x$, the D45 data (with the finest lattice spacing) move relatively upward to lie between those of the other two ensembles. For all $x>0$, the $O\left(a^{2}\right)$ extrapolation lies below all of the individual lattice spacings and the $O(a)$ extrapolation is even lower. Using the BGFT approach, both of the extrapolations are consistent with the expected value of zero at $x=1$, whereas for BG , this is true only of the $O(a)$ extrapolation. In the antiquark region, the extrapolated results lie above the PDFs determined at finite lattice spacing, except for the BGFT unpolarized distribution near $x=-1$. This produces a more prominent positive region at small negative $x$, particularly in the unpolarized case. At larger


Figure 7.10: Comparison between the results for the unpolarized (left) and helicity (right) PDFs in the continuum limit obtained with the $O(a)$ extrapolation at fixed $x$ (gray; see Fig. 7.9) and at fixed $z p_{z}$ (pink, based on the continuum-limit data in Fig. 7.3). The distributions has been obtained using the $B G$ (top panels) and BGFT (bottom panels) reconstruction techniques.
negative $x$, the extrapolations are generally closer to zero.
Another approach is to obtain PDFs from the continuum limit of $h(z)$ as determined in Section 7.2 .1 by extrapolating data at fixed $z p_{z}$. By changing the order in which the continuum limit and the combination of the Fourier transform and PDF matching are performed, we obtain results affected by different systematic effects. The comparison of the $O(a)$ extrapolations from both approaches is shown in Fig. 7.10. They are consistent within uncertainties, except near $x=1$, where the fixed- $x$ extrapolation is in all cases lower than the fixed $z p_{z}$ extrapolation and only the former is consistent with zero at $x=1$.

For comparing with phenomenology in the next section, we take the fixed- $x$ extrapolation as our central value and add an additional systematic uncertainty in quadrature, namely half the difference with the fixed $-z p_{z}$ extrapolation.

### 7.2.5 Comparison with phenomenology - PDFs

In Fig. 7.11, we compare the distributions obtained using $O(a)$ and $O\left(a^{2}\right)$ extrapolations with those obtained from phenomenology by NNPDF [63, 66]. This comparison is intended to be qualitative, since our calculation was not done at the physical pion mass and does not include a study of other sources of systematic uncertainty such as finite-volume effects or the dependence on $p_{z}$.

In the antiquark region $(x<0)$, the NNPDF result is slightly positive for $x>$ -0.25 , particularly in the unpolarized case. Focusing on the latter case, both of the extrapolations using both BG and BGFT methods reproduce this feature, although the $O(a)$ extrapolation (which has a larger uncertainty) prefers a wider and larger


Figure 7.11: Unpolarized (left) and helicity (right) distributions in the continuum, using $B G$ (top) and BGFT (bottom) methods. $O(a)$ and $O\left(a^{2}\right)$ extrapolations are shown in gray and pink, respectively. PDFs extracted through global fits from the releases NNPDF [63, 66] (dark gray) are included for qualitative comparison.
positive region. This agreement with NNPDF is only present after the continuum extrapolation and does not appear in the analyses of any of the individual ensembles. For larger negative $x$, the NNPDF distributions are close to zero. However, the BGFT result is below zero, particularly when using an $O\left(a^{2}\right)$ extrapolation.

In the quark region $(x>0)$, the distributions obtained from our data tend to have smaller peaks at larger $x$ than phenomenology and fall off more slowly at large $x$. All of the analyses are consistent with zero at $x=1$, except for the $O\left(a^{2}\right)$-extrapolated BG data. For small $x$, the lattice unpolarized distributions are consistent with phenomenology, whereas the lattice helicity distributions have smaller slopes. In the unpolarized case, the agreement holds for a wider range of $x$ when using the BGFT approach, and this approach also produces less disagreement in the helicity distribution.

## Chapter

## Conclusions

A number of different approaches are being developed to evaluate PDFs from first principles. Some of them, including quasi-PDFs, are now in an advanced status, where the methodology is consolidated and many exploratory studies have been performed.

A major outcome of this work is to demonstrate that one can compute the flavor decomposition of the proton unpolarized, helicity and transversity distributions. To accomplish this task we use algorithmic developments and access to large computational resources to perform the first computation of the disconnected diagrams with extended operators contributing to the quark isoscalar $u+d$ and strange matrix elements. We obtain results using a twisted mass fermion ensemble with a pion mass of $m_{\pi} \approx 260 \mathrm{MeV}$. We find that the light-quark disconnected contributions are largest in the case of the helicity distribution. However, a clear non-zero signal is obtained also for the unpolarised and transversity PDFs. The strange-quark PDFs are also nonzero up to $x \sim 0.5$ for all all PDFs with largest contributions for the unpolarized and helicity PDFs. For the transversity they suppressed by an order of magnitude. These distributions are very challenging to extract from experimental data due to the lack of sensitivity to the strange quark. In a qualitative comparison of our results with phenomenologically extracted PDFs we find: i) our results on the unpolarized have a statistical precision which is similar to the NNPDF data; ii) the helicity strange-quark PDF is significantly more accurate than the JAM and NNPDF results and iii) our results for the strange-quark transversity PDF serve as a prediction. Although there are a number of systematic effects that still need to be addressed, this work clearly demonstrates the great potential in the extraction of the x-dependence of individual quark PDFs from lattice QCD.

A number of systematic effects are still to be studied in depth. Another aim of this work was to address some of the lattice artifacts. One such systematic error arises from the finite lattice spacing. How large cut-off effects are was not known at the beginning of this work. In our study we use three twisted mass fermion ensembles simulated with pion mass $m_{\pi} \approx 370 \mathrm{MeV}$ and different lattice spacings to investigate the the continuum limit of the unpolarized and helicity distributions. We observed significant discretization effects both in the position-space matrix elements and in the final parton distribution functions. In particular, in the antiquark region, the continuum limit
brings better agreement with what is expected from phenomenology. This finding suggests that the discretization effects are to a large extend responsible for the observed discrepancy between phenomenology and lattice QCD results at finite lattice spacing in the negative- $x$ region.

Another issue arising from the discretization of space-time is connected to taking the Fourier transform using a discrete data set. The naive discrete Fourier transform (DFT), which is usually employed to overcome this limitation, may introduce large artifacts in the resulting quasi-PDF thus preventing in principle the light-cone distribution from reaching a good agreement with phenomenology. In this work, we implemented a new data-driven approach, the Bayes-Gauss Fourier transform, that is proven successful in reducing the unphysical oscillations in the quasi-PDF that arise due to the truncation of the Fourier transform. However, the final results on the light-cone distribution show little improvement compared to the standard DFT, suggesting that the truncation and discretization of the FT may not be the sole cause of disagreement with phenomenology. The BGFT technique is also employed in the study of the continuum limit and compared with the well-established Backus-Gilbert method [213], showing agreement within uncertainties.

In conclusion, the results presented in this thesis constitute a significant step forward for a more precise determination of PDFs through lattice QCD simulations.

Appendices

## Chapter

A

## Analytic Fourier transform of the GPR prediction

A useful feature of the GPR is the possibility to perform analytically the FT of the posterior mean, obtaining an improved stability and performance compared to what is achievable with a numerical integration.

The FT definition that we adopt is the following:

$$
\begin{align*}
\mathcal{F}[f(z)](x) & \equiv \frac{1}{2 \pi} \int_{-\infty}^{\infty} d z e^{i x z} f(z)  \tag{A.1a}\\
\mathcal{F}^{-1}[F(x)](z) & \equiv \int_{-\infty}^{\infty} d x e^{-i x z} F(x) \tag{A.1b}
\end{align*}
$$

If $\mathcal{T}$ is the integral transform defined by Eq. (3.70), it is possible to write $\mathcal{T}$ and $\mathcal{T}^{-1}$ in terms of the FT of Eq. (A.1a) as follows

$$
\begin{gather*}
\mathcal{T}[h(z)](x)=P_{3} \mathcal{F}[h(z)]\left(P_{3} x\right)  \tag{A.2a}\\
\mathcal{T}^{-1}[H(x)](z)=\mathcal{F}^{-1}[H(x)]\left(P_{3} z\right) \tag{A.2b}
\end{gather*}
$$

Thus, after performing the fit, it is possible to estimate the quasi-PDF by computing the FT of the fit function of Eq. (5.19) using the convention of Eq. (A.1a), and then by evaluating it using Eq. (A.2a).

When computing the FT, the phase of Eq. 5.19 simply corresponds to a shift in the FT:

$$
\mathcal{F}\left[h^{\mathrm{fit}}(z)\right](x)=\mathcal{F}[\mu(|z|)](x+\theta)
$$

In order to compute the FT of $\mu(|z|)$, it is useful to observe that Eq. (5.12) is just a linear combination of the covariance function reported in Eq. (5.13):

$$
\mu(|z|)=\mu_{P}(|z|)+\sum_{i} w_{i} k_{P}\left(|z|, z_{i}\right),
$$

where $w_{i} \equiv \sum_{j} \widetilde{K}_{i j}^{-1}\left(h_{j}-\mu_{P}\left(z_{j}\right)\right)$ and $\mu_{P}(z)$ is a generic prior mean assigned to the absolute value of the renormalized matrix element.

The FT of $k_{P}\left(|z|, z_{i}\right)$ is available in closed form given by

$$
\begin{align*}
\mathcal{F}\left[k_{P}\left(|z|, z_{i}\right)\right](x)= & \frac{e^{-i x z_{i}-\ell^{2} x^{2} / 2}}{2 \sqrt{2 \pi} / \ell}\left(1+e^{2 i x z_{i}}+\operatorname{erf}\left(\frac{z_{i} / \ell-i \ell x}{\sqrt{2}}\right)+\right.  \tag{A.3}\\
& \left.+e^{2 i x z_{i}} \operatorname{erf}\left(\frac{z_{i} / \ell-i \ell x}{\sqrt{2}}\right)\right) .
\end{align*}
$$

Thus, the quasi-PDF transform of the fit is

$$
\begin{align*}
\mathcal{T}\left[h^{\mathrm{fit}}(z)\right](x) & =P_{3} \mathcal{F}\left[\rho_{P}(|z|)\right]\left(P_{3}(x+\theta)\right) \\
& +P_{3} \sum_{i} w_{i} \mathcal{F}\left[k_{P}\left(|z|, z_{i}\right)\right]\left(P_{3}(x+\theta)\right) \tag{A.4}
\end{align*}
$$

If the chosen prior mean $\rho_{P}(|z|)$ has a known analytical FT, then the quasi-PDF transform of the fit is available in closed form.
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[^0]:    ${ }^{1}$ In signal processing, this kind of transformation is referred to as the Discrete-Time Fourier Transform (DTFT).

[^1]:    ${ }^{1}$ For the unpolarized case, this is not the same as the convention commonly used for PDFs, where $q_{ \pm}(x) \equiv q(x) \pm \bar{q}(x)=q(x) \mp q(-x)$. For helicity, $\Delta q_{ \pm}(x) \equiv \Delta q(x) \pm \Delta \bar{q}(x)=\Delta q(x) \pm \Delta q(-x)$.

