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Περίληψη

Στη νέα εποχή του διαδικτύου των πραγμάτων και των ασύρματων δικτύων αισθητήρων,

η ασύρματη μεταφορά ισχύος (ΑΜΙ) έχει αναγνωριστεί ως μια πολλά υποσχόμενη τεχνο-

λογία για να ξεπεραστεί η κρίσιμη πρόκληση της εξ αποστάσεως και ασύρματης παροχής

ενέργειας, σε ένα μεγάλο αριθμό συσκευών χαμηλής ισχύος. Συγκεκριμένα, τα σήμα-

τα ραδιοσυχνοτήτων θεωρούνται κατάλληλα για ΑΜΙ, επειδή έχουν την ικανότητα να

ενεργοποιούν συσκευές σε μεγάλη απόσταση, ενώ χρησιμοποιούνται επίσης για ασύρματη

μετάδοση πληροφοριών (ΑΜΠ). Αυτή η διατριβή ασχολείται με τεχνικές χαμηλής πολυ-

πλοκότητας, που εφαρμόζονται σε τεχνολογίες όπως η οπισθοσκέδαση και η ταυτόχρονη

ΑΜΙ και ΑΜΠ (ΑΜΙΠ), με στόχο τη βελτίωση της απόδοσης του συστήματος.

Ως εκ τούτου, πέρα από τα παραδοσιακά συστήματα επικοινωνίας οπισθοσκέδασης,

προτείνουμε μια τοπολογία πολλαπλών κεραιών και μελετάμε εξελιγμένες τεχνικές χωρι-

κής διαμόρφωσης, αξιοποιώντας τον χώρο και τον χρόνο για τη μετάδοση πληροφοριών.

Επιπλέον, για την τεχνολογία ΑΜΙΠ μελετάμε τεχνικές χαμηλής πολυπλοκότητας για την

ανίχνευση πληροφορίας και αποθήκευση ενέργειας, με διάφορες αρχιτεκτονικές. Συγκε-

κριμένα, διερευνούμε την αρχιτεκτονική του δέκτη και της ετικέτας οπισθοσκέδασης, μαζί

με το κύκλωμα ανόρθωσης, τα μοντέλα αποκωδικοποίησης πληροφορίας και τα μοντέλα

αποθήκευσης ενέργειας, ως μέσα για περαιτέρω βελτίωση της απόδοσης.

Οι προτεινόμενες λύσεις στοχεύουν τη βελτίωση των συστημάτων όσον αφορά το

ποσοστό σφάλματος αποκωδικοποίησης και αποθήκευσης ενέργειας. Συγκεκριμένα, οι

προτεινόμενες τοπολογίες χρησιμοποιούν εργαλεία από τη θεωρία επεξεργασίας σήματος,

παρέχοντας μετρήσεις, όρια και ασυμπτωτικά αποτελέσματα. ΄Επειτα από την απαραίτητη

ανάλυση, επιλέγουμε κρίσιμες παραμέτρους του συστήματος που επηρεάζουν τις επιδόσεις,

όπως ο αριθμός των κεραιών, η ισχύς μετάδοσης, το σχήμα διαμόρφωσης που υιοθετείται,

καθώς και η γνώση του καναλιού στην πλευρά του δέκτη.

vii

Elen
i G

ou
de

li



viii

Elen
i G

ou
de

li



Abstract

In the new era of the Internet of Things (IoT) and wireless sensor networks, wireless

power transfer (WPT) has been recognized as a promising technology to overcome

the critical challenge of supplying power, remotely and wirelessly, to an extensive

number of low-power IoT devices. Specifically, radio-frequency (RF) signals are

considered as a viable source for WPT, since they have the ability to energize devices

over a long distance, while are also used for wireless information transmission (WIT).

This thesis deals with low-complexity information and power transfer techniques,

applied over wireless information and power transfer (WIPT) technologies, such

as backscatter and simultaneous WIPT (SWIPT), targeting to enhance the system’s

performance.

As such, over traditional backscatter communication systems, we study a mul-

tiple antenna topology and propose sophisticated spatial-modulation based tech-

niques, exploiting space and time domain for transmitting information. Further-

more, for SWIPT technology we study low-complexity energy detection schemes

and propose solutions for an integrated SWIPT architecture. In this direction, we

investigate the receiver’s and backscatter tag’s (BT) architecture, along with the rec-

tifying circuits, decoding and energy harvesting (EH) models adopted, as means for

further performance gains.

The proposed frameworks are provided to capture the systems’ enhancement

in terms of error rate and EH. Specifically, the proposed topologies utilize tools

from communication and signal processing theory, providing metrics, bounds and

asymptotical results for a thorough performance analysis. Through the analysis,

we draw insights about critical system parameters that affect the performance, such

as the number of antennas/rectennas, the transmit power, the modulation scheme

applied and the knowledge of the channel state information (CSI) at the receiver’s

side.
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Chapter 1

Thesis Motivation and Contribution

In this thesis, we focus our interest on B5G IoT networks, due to the expected mas-

sive deployment of low power and sensor networks. Specifically, we recognize

the importance of wireless information and power transfer (WIPT) in such net-

works and investigate how low-complexity information and power techniques, can

be adopted in simultaneous WIPT (SWIPT) and backscatter communication (Back-

Com) solutions, in order to succeed enhanced information decoding (ID) and energy

harvesting (EH).

1.1 Introduction

The current generation of cellular systems, referred to as the fifth Generation (5G)

is undoubtedly more than just a new generation of wireless communications. It

represents a fundamental change in the mobile ecosystem, unleashing a combina-

tion of enhanced speed, expanded bandwidth, low latency, and increased power

efficiency. In particular, it is anticipated that 5G networks will connect at least 100

billion devices worldwide with approximately 7.6 billion mobile subscribers due to

the tremendous popularity of smartphones, laptops, sensors, etc. [1].

It is evident that 5G spurs innovation across many industries and provides a

platform enabling emergent technologies such as the IoT. In fact, the 3rd generation

partnership project (3GPP) has incorporated IoT characteristics into the 5G specifi-

cations, confirming their long term status as part of future 5G standards [2]. Fig. 1.1

presents the key capabilities of International Mobile Telecommunications (IMT) Ad-

vanced standard (4th generation) compared to IMT-2020 (5th generation), according
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Figure 1.1: Key capabilities of IMT-Advanced compared to IMT-2020 according to

ITU-R.

to International Telecommunication Union Radiocommunication Sector (ITU-R).

As seen in Fig. 1.1, 5G networks provide, among other targets, 1000 times larger

mobile data volume per area, 10 to 100 times higher user data rate, and serve 10

to 100 times more connected devices than 4G cellular systems. However, the initial

network deployments do not use all the capabilities currently defined for 5G IoT.

While the optimization of networks and early 5G devices is an ongoing process,

researchers have initiated discussions on what comes B5G IoT and leads to the next

generation of wireless communications.

In the new era of B5G IoT, in order to fulfill the requirements of communication

networks, various disruptive techniques, such as non-orthogonal multiple access

(NOMA) [3], millimetre wave (mmWave) communications [4], and mobile-edge

computing [5], have been proposed in the literature. On top of this, advanced

signal processing algorithms have been developed to improve the energy efficiency

of communication systems. Nevertheless, despite the potential system throughput
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Internet of Things (IoT) connected devices installed base worldwide 
from 2015 to 2025 

(in billions)

Figure 1.2: IoT connected devices installed base worldwide from 2015 to 2025 (in

billions).

improvements and the reductions in consumed energy brought by these techniques,

energy-limited communication devices with short life span still create a system

performance bottleneck.

More specifically, from statistical point of view, in the following years we are

expecting worldwide, billions of IoT connected devices (see Fig. 1.2). These small

wireless sensor modules will be unobtrusively and invisibly integrated into clothing,

walls, and vehicles at locations which are inaccessible for wired/manual recharging.

Furthermore, battery-powered wireless communication devices have limited energy

storage capacity and their frequent replacement can be costly or even impossible,

which creates a serious performance barrier for realizing reliable and ubiquitous

wireless communication networks.

A promising approach to prolong the lifetime of traditional wireless communi-

cation systems is to enable the wireless communication devices harvest energy from

the environment. These energy sources can be easily accessed without any costs. In

the context of wireless sensors, the use of solar cells for harvesting energy from the

environment is a mature technique and is the most common mechanism used for

prolonging the lifetime of the power supply [6], [7]. However solar power is uncon-
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trollable, and the conversion efficiency is affected by the day-night cycle, seasonal

changes, weather conditions, and temperature. On the other hand, electromagen-

tic (EM) signals, between 3 kilohertz (kHz) and 300 gigahertz (GHz) of frequency

spectrum, can be converted into electrical energy with the help of an antenna and

a rectifier circuit, while are constantly present even throughout the night. As such,

wireless power transfer (WPT), as a harvesting technology where the nodes charge

their batteries from EM radiation, is nowadays one of the most widely used and

favorable technology for facilitating efficient and sustainable communication net-

works, while serving energy-limited communication devices [8] - [10]. In Chapter 2,

we delve into WPT and EH sources, with more details.

1.2 Motivation and Research Objectives

Motivated from the above, in the new era of wireless sensor networks, there is

a critical need to cover energy sustainability for B5G IoT networks. At the same

time, we need to take into consideration the ability for information flow in these

networks. Therefore, radio-frequency (RF) WPT has been recognized as a promising

technology to overcome not only the critical challenge of supplying power, remotely

and wirelessly, to an extensive number of low-power IoT devices, but also to be used

for wireless information transmission (WIT). RF signals are considered as a viable

source for WPT and WIT, since they have the ability to energize low-power devices

over a long distance and transfer information, at the same time.

Motivated by this, we co-design solutions for WIPT, targeting enhanced per-

formance in terms of ID and EH, for B5G IoT networks. In order to achieve this,

we herein identify the key technologies of WIPT and several of their system de-

sign parameters, that have high impact on the performance of WIPT and should be

carefully chosen in order to optimize ID and EH.

1.2.1 Key Technologies of WIPT

WIPT can be categorized into three different types, as seen in Fig.1.3.

Simultaneous WIPT (SWIPT): Regarding the SWIPT concept, Varshney first

proposed the idea of transmitting information and energy simultaneously in [11].

The term was coined in [12] and refers to scenarios where information and power are

4

Elen
i G

ou
de

li



Wireless Information & Power Transfer
Wireless Power Transfer

Wireless Information Transfer

(a) (b)

Wireless Sensor

Wireless Medical Implant

Access Point

Access Point

Wireless Powered Device

(c)

Base Station
Base Station

BT

Access Point

SWIPT WPC BackCom

Figure 1.3: Key technologies for WIPT.

simultaneously sent from the transmitter(s) to the receiver(s) [13]. The information

receiver(s) and energy harvester(s) can be collocated or separated as in Fig. 1.3

(a). With collocated receivers, a single (typically low-power) device equipped with

an information receiver and energy harvester, simultaneously harvests energy and

receives/transmits data. With separate receivers, these two operations are in different

devices, with EH being processed by a low-power device being wirelessly powered

and information receiver being a device receiving data.

Wirelessly Powered Communication Networks (WPCNs): Energy is transmit-

ted in the downlink from a base station to a device, and information is transmitted in

the uplink [14]. The device harvests energy in the downlink and uses the harvested

energy to transmit data in the uplink. As seen in Fig. 1.3 (b), wireless-powered

devices first harvest energy, either from a dedicated power station or from ambient

RF signals, and then exploit the harvested energy to transmit information signals.

Wirelessly Powered Backscatter Communication (BackCom): As seen in Fig.

1.3 (c), the downlink is used to transmit energy to a device, and the uplink is

used to transmit information using backscatter modulation from a backscatter tag

(BT) to a reader node (RN), e.g. an access point, by reflecting and modulating the

incoming RF signal [15]. BTs do not require oscillators to generate carrier signals,

and power consumption can be decreased by several orders of magnitude compared

to conventional wireless communications [16].

Moreover, a network could have a mixture of all of these types of transmissions

with multiple collocated and/or distributed energy and information transmitter(s).
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Figure 1.4: SWIPT architecture for separated receiver.

Among the different types of WIPT and its many indicated challenges, this dis-

sertation focuses on the potential of SWIPT and BackCom, in B5G IoT networks.

1.2.2 Architectures of SWIPT

In practice, existing RF-based EH circuits harvest the energy of the received signal

directly in the RF domain. In fact, the EH process destroys the modulated infor-

mation (e.g., phase-embedded information) in the signal. In addition, conventional

ID is performed in the digital baseband and the frequency down-converted signals

cannot be used for EH. Despite the continuous advances in SWIPT technology, till

recently in the literature of RF circuits, it was impossible to perform SWIPT from

the same received signal by using one antenna [17]. As such, SWIPT was achieved

through a separated receiver in time, power or spatial domain, where the received

RF signal is split for ID and EH [18] or with the use of an integrated architecture.

Recently, a scheme which achieves SWIPT without the split of the resources with the

use of a diplexer at the receiver’s side was proposed [19].

Separated receiver: Most studies in literature use the structure of a separated

receiver. Specifically, since ID and EH cannot be performed on the same received

signal, practical implementations split the received signal in two parts, where one

part is used for information transfer and another part is used for power transfer.

This signal split can be performed in time, power or spatial domain, as shown in

Fig. 1.4. More details about time switching (TS), dynamically power splitting (DPS)

and antenna switching (AS) schemes, are given in Appendix A.1.

Integrated receiver: In [20], a different type of SWIPT receiver, was introduced,

characterized as integrated. The difference lies in that the ID and the EH circuits

are integrated, as shown in Fig. 1.5. Specifically, the RF to baseband conversion
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Figure 1.5: SWIPT architecture for integrated receiver.

Diplexer
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Decoder Battery

Figure 1.6: SWIPT architecture for diplexer-based receiver.

is replaced by a rectifying antenna (rectenna), which receives and converts the RF

signal to direct current (DC) power that is used both for EH and ID. Taking into

consideration that the rectification circuit and the low-pass filter (LPF) are passive

devices, the energy consumption for the information decoder is really small. Thus,

ID and EH cannot only be achieved by the same signal, but also result in a higher

EH.

Diplexer-based receiver: Diplexers are passive devices that implement frequency-

domain multiplexing. In particular, their ports are frequency-selective, while revers-

ing their input and output, can be used for separating higher from lower frequency

signals, at one receive antenna. As such, with the proposed circuit, as shown in Fig.

1.6 there is no need for a power splitter, since the low-pass band-pass diplexer allows

the dual and continuous use of the same signal for SWIPT. More details about this

architecture are given in Appendix A.2.

Targeting an enhanced performance in terms of ID and EH, this thesis focuses

on the study of the integrated SWIPT receiver, where the conversion from RF

to baseband has been replaced from a passive rectifier and LPF. Furthermore,

the novel diplexer-based receiver is studied, where SWIPT is achieved without

splitting the signal either in the RF or the DC domain.
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Figure 1.7: Backscatter architectures.

1.2.3 Architectures of Backscatter Communications

ff BackCom systems can be clasified into three major types based on their architecture:

monostatic, bistatic and ambient BackCom systems [21].

Monostatic BackCom: In this architecture e.g. a RF identification (RFID) system,

there are two main components: a BT and a RN as shown in Fig. 1.7. The RN

consists of, in the same device, an RF source and a backscatter receiver. The RF

source generates RF signals to activate the BT. Then, the BT modulates and reflects

the RF signals sent from the RF source to transmit its data to the backscatter receiver.

As the RF source and the backscatter receiver are placed on the same device, i.e.,

the RN, the modulated signals may suffer from a round-trip path loss [22], while

the near-far problem may be one of this architecture’s limitations. In addition, in

case where the BT is located far from the RN, due to signal loss from the RF source,

it experiences higher energy outage probability and degradation of the received

modulated backscatter signal strength [23]. Thus, this architecture is mainly adopted

for short-range RFID applications.

Bistatic BackCom: Conversely from monostatic BackCom, in the bistatic Back-

Com, the RF source, i.e., the carrier emitter, and the backscatter receiver are separated

as shown in Fig. 1.7. As such, with this architecture we avoid the round-trip path

loss. Additionally, the performance can be improved dramatically by placing the

carrier emitter at an optimal location. Specifically, one centralized RN can be located

in the field while multiple carrier emitters are well placed around BTs. Moreover,

the doubly near-far problem can be mitigated as BTs can derive unmodulated RF

signals sent from nearby carrier emitters to harvest energy and backscatter data [24].

Although carrier emitters are bulky and their deployment is costly, the manufac-

8

Elen
i G

ou
de

li



turing cost for carrier emitters and RNs of bistatic BackCom is cheaper than that of

monostatic BackCom due to the simple design of the components [25].

Ambient BackCom: Similar to bistatic BackCom, carrier emitters in ambient

architecture, are also separated from RNs. Different from bistatic BackCom, carrier

emitters in ambient BackCom, are available ambient RF sources, e.g. TV towers

and cellular base stations, instead of using dedicated RF sources. As a result, the

ambient architecture has some advantages compared to the bistatic one. Firstly, there

is no need to deploy and maintain dedicated RF sources, thereby reducing the cost.

Secondly, by utilizing existing RF signals, there is no need to allocate new frequency

spectrum [26]. However, because of using modulated ambient signals, there are

some disadvantages. Modulated ambient RF signals are unpredictable, dynamic

and opportunistic, acting as a direct interference to RNs, which largely limits the

performance [27].

Motivated by the above, in this thesis we investigate BackCom with the use of

a bistatic architecture. Specifically, this architecture is more appropriate, since we

consider multiple antennas at the BT, in order to apply physical layer techniques

and achieve enhanced ID. As such, the devoted RF sources are necessary for

securing the uninterrupted power of the BT.

1.2.4 EH Model

To enable RF-based EH at a wireless communication receiver, a rectenna is usu-

ally deployed for the conversion of EM energy into DC signal. In practice, various

rectifier technologies (Schottky diodes, complementary metal oxide semiconduc-

tors, backward tunnel diodes e.t.c.) and topologies (single and multiple diodes)

are used. In general, an accurate EH model can be obtained by deriving mathe-

matical equations to describe the input-output characteristic of an EH circuit based

on its schematic. However, this might lead to complicated expressions which are

intractable for performance analysis. In this section we present the most common

EH models used in the literature.

Most previous studies on SWIPT systems assumed an ideal linear energy har-

vester [28], [20], [29], in which the RF-to-DC power conversion efficiency is modeled

as a fixed constant independent of the input power. This was the most utilized

model up to recent years and did not take into consideration harvester’s sensitivity
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and saturation levels. It is a single parameter model, where the harvested power is

linearly increased with the input power. The input-output relation of this model is

given by

PDC = ζPRF, (1.1)

where PDC is the output harvested DC power, PRF is the RF power received by the

antenna, and ζ is a constant power conversion efficiency that is less than 1. The linear

EH model is simple allowing for further analysis of WPT systems, while avoiding

complicated or intractable analysis for more sophisticated nonlinear EH models.

On the other hand, the rectifier circuit implemented with one or multiple diodes,

imposes strong non-linearity on the power conversion. Considering the nonlinear

rectification process (diode turn-on/reverse breakdown voltages, diode non-linearity,

and saturation effects), the harvested power cannot be simply predicted by the

conventional linear model. Thus, the power conversion efficiency is a function of

not only the input power (e.g., the squared amplitude of the sine-wave), but also the

shape of the input signal (e.g., the phase of the sine-wave). To address the nonlinear

characteristics and to improve accuracy, nonlinear EH models are proposed in the

literature and presented in Appendix A.3.

In this thesis, taking into consideration the analytical tractability and the fact

that we do not consider the EH model for transmit signal design, we use the linear

and piece-wise linear EH models.

1.2.5 Channel State Information

Wireless communications have witnessed several major theoretical advancements

in the last few decades, although the baseband receiver design, has been based on

a coherent detection, which has been adopted exclusively in nearly all the popular

wireless communication standards. Such a solution relies on the availability of

channel state information (CSI) at the receiver, resulting to a coherent decoding

scheme. The coherent receiver design has stayed virtually unchanged throughout

the evolution of wireless communication systems to date.

Coherent scheme: Coherent techniques are a challenging task, since the source

needs to periodically send training symbols, which incurs an increased signaling

overhead and processing burden [30]. In WPT systems, CSI at the receiver is not
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needed since the received RF signal is directly converted to a DC signal without

any signal processing [31]. However, it is worth mentioning that CSI at the receiver

may be required if the transmit signal also conveys information WIPT. Especially

for the EH receivers, the conventional methods for channel estimation in wireless

communications [32] may not be directly applicable due to the energy and hardware

limitations of EH receivers. To tackle this issue, there have been various channel

acquisition methods that have been proposed for multi-antenna WPT systems [33]-

[37]. However, regarding the BackCom coherent detection may be adopted espe-

cially in the bistatic architecture, since the RF sources are most of the time devoted

transmitters, that may set no restrictions to communication range and at the same

time increase the bit rate [38].

Non-coherent scheme: On the other hand, with the use of non-coherent tech-

niques, the receiver’s complexity is reduced at the expense of a decreased spectral

efficiency. Taking into consideration though, their low-cost and low-power con-

sumption, it makes them attractive for systems such as B5G networks. A work on

SWIPT with the use of integrated receiver is presented in [39], where precoding on

the energy patterns is used to overcome the non-coherent detection problem. In [41],

authors study a splitting receiver, which involves joint processing of coherently and

non-coherently received signals. Regarding the BackCom networks, non- coherent

detection is mainly adopted in ambient backscatter communications [42], where the

knowledge of CSI at the RN is a challenging task.

1.2.6 Multiple Antennas

Multiple-input multiple-output (MIMO) have largely been studied in the past years,

especially for 5G networks. MIMO antennas exploit the spatial diversity of the

propagation channel to increase the robustness or the throughput of the wireless

communication link. Additionally, it was shown in [43] that 5G MIMO antenna can

provide large benefits for low-power IoT devices. To this end, MIMO techniques are

also studied in SWIPT and BackCom.

In the state-of-the-art, multiple antenna system models are traditionally consid-

ered as a common solution for enhanced performance either in terms of ID or EH.

There are various studies conducted for exclusively EH technologies, trying to over-

come the need of providing enough energy for a reliable EH operation [44], [45].
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In addition, in the communication and signal processing literature, it is proven

that multiple antenna systems demonstrate a great improvement of performance in

terms of spectral efficiency and higher data rates, succeeding diversity or multiplex-

ing gains [46]- [48]. Likewise, SWIPT has also been an area of research for attracting

interest on multiple antennas. Specifically, in [49] the authors study a two-way relay

system with multiple users and a multi-antenna relay employing SWIPT strategy,

where splitting the received signal leads to a rate-energy trade-off. In [50], authors

investigate SWIPT with a multi-antenna transmitter sending data and energy to sin-

gle antenna receivers adopting a time switching circuit. Beamforming for energy

transfer and information transmission is considered in [51], achieving the maximal

energy efficiency.

Additionally, MIMO technology embeds various antennas either at the receiver,

the BT or at both of them, when we are referring to BackCom. The multiple antenna

tag channel was first studied in [52], providing details for the behavior of the MIMO

RFID channel. Numerous studies in literature prove the added value of multiple

antennas in a BackCom system, providing enhanced performance in terms of spectral

efficiency, bit rate and error probability [53]. Specifically, in [54], an orthogonal

space-time coding scheme (OSTBC) was studied, proving that when employed and

implemented in a MIMO RFID scenario, full diversity may be achieved. At the same

time, with the advances in printed antennas and RF micro-electronic technologies

[55], multiple antennas can be integrated successfully into a device, while keeping

the hardware cost low. It has to be noted, that the hardware request for a multiple

antenna BT is currently a mature technology in terms of theoretical analysis and

hardware implementation [56]. In addition, [57] showed that exists a space-time code

for MIMO backscatter channels which not only reduces the tag circuit complexity

considerably but also does not degrade the performance.

From this section, we note that the performance of WIPT is clearly affected and

depends from the architecture design, the number of adopted antennas, the adopted

EH model, as also the detection scheme based on CSI. In this thesis, we are motivated

to study several aspects of these points, in order to achieve enhanced performance

in terms of ID and EH, upon SWIPT and BackCom proposed solutions.
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Table 1.1: Summary of techniques, schemes and detection methods.

Chapter Technology EH model Receive Antennas CSI

3 Integrated SWIPT Linear Single Non-coherent

4 Integrated SWIPT Pice-wise Linear Multiple Non-coherent

5 Bistatic BackCom - Multiple Coherent

6 SWIPT with Diplexers Linear Multiple Non-coherent

1.3 Thesis Outline

In particular, we focus on leveraging tools and techniques from communication

theory, in order to provide solutions, that will result to enhanced performance both

in terms of ID and EH. In Table 1.1, we summarize the different techniques, schemes

and detection methods that are adopted in this thesis. The outline of the thesis, along

with the publications supporting the contributions, is as follows.

In Chapter 2, we provide a foundation knowledge of WIPT, along with the

background and state-of-the-art for the studied technologies and applied techniques.

The first technical part (Chapter 3) of the thesis, focuses on the integrated SWIPT

receiver architecture and investigates a non-coherent detection that avoids signaling

overhead and training complexity. A point-to-point system model is adopted, con-

sidering a linear EH model. A sophisticated sequential decoder is proposed which is

based on the generalized likelihood ratio test-maximum likelihood sequence detec-

tion. With the use of Viterbi-type trellis-search algorithm, the proposed technique

achieves decreased computational complexity in comparison to conventional se-

quential detection approaches. The content of this chapter is based on:

• E. Goudeli, C. Psomas, and I. Krikidis, “Sequential decoding for simultaneous

wireless information and power transfer,” in Proc. of International Conference on

Telecommunications (ICT), Limassol, Cyprus, May 2017.

• E. Goudeli, C. Psomas, and I. Krikidis, “An integrated SWIPT receiver us-

ing non-coherent detection schemes,” in Proc. of IEEE Global Communications

Conference (GLOBECOM), Abu Dhabi, United Arab Emirates, December 2018.

The second technical part (Chapter 4), proposes a new rectenna architecture

that employs multiple antenna elements with an appropriate combining (RF or DC

combining) and processing. The proposed techniques overcome the saturation effect

that limits the performance of conventional rectenna circuits, while non-coherent
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energy detection is achieved. The new architecture is evaluated in terms of both

ID and EH performance, by utilizing probability theory tools. The content of this

chapter is based on:

• E. Goudeli, C. Psomas, I. Krikidis, H. Kiani, D. Chatzichristodoulou, and S.

Nikolaou, “Detection schemes for integrated SWIPT receivers with non-linear

energy harvesting,” in Proc. of IEEE Vehicular Technology Conference, Helsinki,

Finland, 2022.

• E. Goudeli, C. Psomas, and I. Krikidis, “A detection scheme for integrated

SWIPT receivers with rectenna arrays,” IEEE Transactions on Green Communica-

tions and Networking, May 2022.

In the third technical part (Chapter 5), a solution for multiple-antenna backscat-

ter communications is studied. With the use of sophisticated physical layer tools

(i.e., spatial-modulation, space-time coding), the proposed solution succeeds array

gain as well as transmit diversity. The proposed technique is analyzed in terms of

pairwise error probability while simple asymptotic results are derived. The content

of this chapter is based on:

• E. Goudeli, C. Psomas, and I. Krikidis, “Spatial-modulation-based techniques

for backscatter communication systems,” IEEE Internet of Things Journal , vol.

7, no. 10, pp. 10623-10634, October 2020.

The fourth technical part of this thesis (Chapter 6), studies SWIPT by consid-

ering a diplexer-based receiver with multiple antennas. Specifically, with the use

of multiple diplexers at the receiver side, SWIPT is achieved without splitting the

received signal in the DC domain. A non-coherent detection is also proposed that

provides enhanced performance in terms of both ID and EH. The content of this

chapter is based on:

• E. Goudeli, C. Psomas, and I. Krikidis, “SWIPT with diplexer-based multiple-

antenna rectification,” in Proc. of IEEE International Mediterranean Conference on

Communications and Networking (MeditCom), Athens, Greece, September 2022.

Finally, in Chapter 7, we conclude this work and discuss possible directions for

future works.
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1.4 Thesis Contributions

This thesis deals with sophisticated low-complexity information and power transfer

techniques, applied over WIPT technologies, such as backscatter and SWIPT. By

adopting tools from communication theory and statistical signal processing, the

thesis investigates WIPT solutions that achieve enhanced performance in terms of

both ID and EH. The work is novel, important and timely for the design of B5G IoT

networks. The main contributions of the thesis can be summarized as follows.

The thesis:

• Investigates a new single-rectenna SWIPT architecture that employs non-coherent

information decoder at the output of the integrated receiver. By exploiting the

coherence time of the wireless channel, a novel sequential decoder is proposed,

which reduces the complexity of conventional counterparts and overcomes er-

ror floor phenomena.

• A SWIPT architecture consisting of multiple rectennas is also investigated.

By exploiting two different combining schemes at the receiver’s side, one in

the DC domain and the other in the RF domain, a jointly enhanced ID and

EH performance is achieved. The proposed architecture overcomes saturation

effects and is appropriate for scenarios with high received energy. Simulation

results along with theoretical analysis, illustrate that both schemes enhance the

performance, while DC combining scheme outperforms RF. Special cases with

reduced computation complexity are also investigated, providing fundamental

performance bounds.

• Studies an innovative diplexer-based multiple-rectenna scheme that achieves

SWIPT without splitting/orthogonalizing the received signal into ID/EH branches.

An associated non-coherent energy detection is also proposed to reduce infor-

mation transfer complexity and avoid channel state information. The proposed

solution outperforms conventional integrated SWIPT receiver.

• Designs a backscatter communication system with multiple antennas at the

backscatter tag. By using sophisticated physical-layer tools such as spatial

modulation and space-time coding (i.e. Alamouti), the proposed scheme en-

hances the overall efficiency of the backscatter communication system and
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ensures diversity and array gains. Analytical and asymptotic expressions are

derived related to the pairwise error probability and the associated diversity

gains, respectively.

Overall, this thesis is an important contribution to the fields of WIPT. The pro-

posed solutions on the key technologies of SWIPT and backscatter, along with the

sophisticated techniques applied and the thorough performance analysis that is

provided, play an important role in the design of future B5G IoT networks.

Herein we provide a summary of the main notation used throughout this thesis.

Main Notation: ||x||denotes the Euclidean norm of x ∈ C, x̂ denotes the estimation

of variable x, while Q(x) = 1
√

2π

∫
∞

x
exp(−u2

2 )du denotes the Q-function and σ2
x denotes

the variance of the variable x. Furthermore, <{x} and ={x} denote the real and

imaginary parts of variable x, respectively, while with x∗, we denote the complex

conjugate of x. We also use
(n

k

)
, b.c and d.e, for the binomial coefficient, the floor and

the ceiling function of x, respectively. In addition, bold lower case letters are vectors,

E[x] represents the expected value of x and bxc2p is used in order to denote the largest

integer less than or equal to x, that is an integer power of 2.
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Chapter 2

Background and State-of-the-art

WIPT has been recognized as one of the promising technologies for handling the

explosive growth of IoT in B5G networks. RF waves have traditionally been used

for WIT or wireless communications. However, radio waves carry both energy and

information. Due to the reduction in the power consumption of electronics and the

increasing need to energize a massive number of low-power autonomous devices,

WPT has attracted attention as a feasible and promising power supply technology for

remotely energizing low-power devices, such as sensors, RFID tags, and consumer

electronic. In addition, WPT can be integrated with WIT, so as to exploit radio waves

for the dual purpose of communicating and energizing. In this chapter, we provide

a foundation of knowledge regarding WPT and its main module of rectenna.

Furthermore, we introduce the concept of WIPT communications, the associated

technologies, challenges and state-of-the-art.

2.1 Wireless Power Transfer

The main EH sources studied in the literature as categorized as shown in Fig. 2.1.

Specifically, these sources can be divided into renewable and EM waves [58]. How-

ever, these conventional natural energy sources (solar and wind) are usually climate

and location dependent, making their use for EH in wireless communication systems,

where providing a continuous and stable quality of service (QoS) is of paramount

importance, challenging. Specifically, EM signals are the main energy sources that

are naturally (ambient RF) or artificially (WPT) always present in the environment

and can be considered in making self-powered devices for the B5G IoT ecosystem.
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Figure 2.1: EH sources.

WPT is an innovative concept that was originally introduced by Nikola Tesla

in the 1890s. WPT refers to the transmission of electrical energy from a power

source by means of EM fields, to an electrical component without the aid of wired

interconnections. A WPT system contains a transmitter connected to the main power

source, which transforms the power to an EM field and one or more receiver devices

to receive and harvest energy from the EM field. The existing WPT technologies can

be categorized into two regions, non-radiative (near-field) and radiative (far-field).

2.1.1 Near-Field WPT

In the near-field region, power is transferred over short distances by magnetic fields

using inductive coupling between coils of wire, or by electric fields using capacitive

coupling between metal electrodes [59]. In particular, power is transmitted only

when there is a receiver or any absorbing materials within the wavelength, which

depends on the shape and size of the antenna on the transmitter. Therefore, if the dis-

tance between transmitter and receiver is larger than the wavelength of transmission

medium, very little power can be harvested.

• Inductive Coupling: In inductive coupling, electrical energy is transferred

via coils by means of a magnetic field and high efficiency can be achieved
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(a) Inductive Coupling (b) Capasitive Coupling

Figure 2.2: Near-Field WPT technologies.

when the coils are very close to each-other [60]. This technique is currently

used in wireless charging for consumer electronic devices such as laptops,

cellular phones and other portable devices, and also used to charge electric

automobiles [61].

• Capasitive Coupling: Capacitive coupling is another near-field technology

used to transfer power by using electric fields between electrodes like metal

plates [62]. Capacitive coupling has only been used practically in a few low

power applications, because the very high voltages on the electrodes that

is required to transmit significant power can be hazardous. In contrast to

magnetic fields, electric fields interact strongly with most materials, including

the human body.

Inductive coupling is the most widely used wireless technology; its applications

include charging handheld devices like phones and electric toothbrushes, RFID

tags, induction cooking, and wirelessly charging or continuous WPT in implantable

medical devices like artificial cardiac pacemakers, or electric vehicles.

2.1.2 Far-Field WPT

Far-field region describes the area where the distance is much larger than the diam-

eter of the transmit antenna. Roughly 60 years ago, far-field WPT regained momen-

tum and interest in high-power WPT, including the developments of the microwave-

powered helicopter [63] and point-to-point long-distance WPT [64]. Despite those
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successful field experiments, high-power WPT saw limited practical applications

considering its high cost, bulky size, system efficiency, and safety issues. Therefore,

intensive research efforts nowadays focus on low-power far-field wireless power

harvesting technology tailored to sensing and communication [65], [18].

Far-field wireless power harvesting has two fundamental application scenarios

depending on how RF power is transmitted to rectennas (rectifying antennas). In the

first application, rectennas harvest pervasive RF power that is broadcasted by various

sources in the environment, such as digital TV broadcasting towers, Wi-Fi access

points, and cellular base stations [66]. RF power is transmitted omnidirectionally to

ensure maximum coverage. In the second scenario, wireless power tranfer between

power sources and rectennas utilizes beam technology [67]. By controlling the

direction and width of beams, far-field wireless power harvesting becomes more

efficient at the cost of system complexity. With the rollout of 5G, where beamforming

techniques are massively used, far-field wireless power harvesting is believed to fully

utilize them [68]. Due to transmission loss and safety concerns, RF power density

in free space is normally limited, further resulting in the low rectifying efficiency of

rectennas, which has a direct impact on system efficiency and applicability. Hence,

the ultimate goal for rectenna design is to maximize rectifying efficiency and DC

output.

Concluding this section, the near-field technology relies on near-field EM waves,

which cannot support any mobility to energy-limited wireless communication de-

vices due to the limited wireless charging distances (a few meters). In contrast,

far-field WPT can enable the transmission of RF power over longer distances, while

harvesting supports two different real-world application scenarios. Ambient RF en-

ergy harvesting is suitable for low-power and low-duty-cycle IoT sensing and com-

munication applications. Such battery-free and maintenance-free applications are

effective supplements for sustainable smart cities and similar applications. Directive

RF WPT based on beamforming technology offers more flexibility and opportuni-

ties to support emerging wearable electronics, smart homes, and remote healthcare

monitoring applications [69]. Moreover, it has to be noticed that the broadcast na-

ture of wireless channels facilitates one-to-many wireless charging, which is crucial

for wireless networks with large numbers of energy-limited devices, as in B5G IoT

networks.
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2.2 Rectenna

A rectenna is a device that captures EM waves, rectifies and filters them via a LPF

and is commonly used in WIPT solutions.

2.2.1 Rectenna Structure

In this section, we introduce some basic knowledge on rectenna structure, in order

to understand how the circuit design influences the WPT performance and system

design. The receiver in Fig.2.3 illustrates the schematic diagram of a typical rectenna.

In order to power the low-power device, a rectifier circuit is required to convert the

received RF signal to DC. The recovered DC power then either powers a low-power

device directly, or is stored in a battery for higher power low duty-cycle operations.

Maximizing the efficiency of each part can be an effective strategy to obtain an

enhanced total efficiency of the rectenna.

Antenna: An antenna is responsible for capturing RF signals. RF antennas

receive energy from a variety of sources such as mobile phones (900-950 MHz), local

area networks (2.4 GHz – 5.8 GHz), Wi-Fi signals and broadcast ultra high frequency

television signals. Miniaturised size and high antenna gain are the main aims of

antenna technology, while maximizing antenna efficiency means harnessing as much

RF energy in free space as possible. In order to succeed this, several characteristics

are taken into consideration. Firstly, the relative low-power spectral density in

single bands makes multiband or broadband antennas desirable for RF EH [70].

Furthermore, since the receiving power of an antenna is directly associated with its

physical size, the array technique is an efficient solution to acquire more RF power

by increasing the effective antenna aperture [71]. Additionally, antenna polarization

mismatch between RF sources and rectennas results in reduced RF power reception

and thus less DC output from rectennas. The best possible way to target ambient RF

sources whose polarization is unknown, is to employ an all-polarization technique;

while for the beamforming directive wireless power harvesting, where multiple

moving rectennas may exist, circular polarization is often introduced due to its

rotation independence between transmitter and receiver [72].

Matching Network: The main function of a matching network is to increase

input voltage of the rectifier and to minimize the transmission loss from the antenna

to the rectifier. When impedance of the loads and impedance at the antenna output
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Figure 2.3: Schematic diagram of the rectenna.

are matched together, the maximum power transfer can be achieved, and is known as

impedance matching. Matching network design in rectennas becomes challenging

due to the wide variations of diode input impedance, which is sensitive to both

frequency and input power.

To overcome the impedance variations due to the change of diode operation

conditions, a tunable matching network can be employed [73]. Hence, it is possible

to maintain a low insertion loss in matching networks in a wide dynamic range

of operating frequency and input power. For example, an ultrawideband rectenna

achieves an operation frequency range from 0.9 to 3 GHz through a complementary

matching stub [74]. Another solution is to design the receiving antenna to match the

diode directly, which can remove the matching network [75]. As the diode mainly

shows the capacitive component, designing an inductive antenna can match the

diode’s impedance conjugately. In [76], a 4×4 cross-dipole array is developed, to

directly match the rectifying circuit at the dipole plane. Experiments show that this

design has enhanced the available power for each diode and thereby increased the

efficiency.

Rectifier: The function of a rectifier is to convert the input RF signals captured

by an antenna into DC voltage, mostly using semiconductor elements due to their

low-cost and small form factor [77]. RF to DC conversion efficiency is determined

by the diode in the circuit of the rectifier, which is the main component [78]. De-

tails regarding the diode’s main circuit parameters, are described in Appendix A.4.

Multiple measures can be introduced to leverage diode conversion efficiency. One

of those is to increase the RF input power. To increase the available power, one
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solution is to combine with other energy sources, such as solar [79], thermal [80],

and vibration energy [81].

Another characteristic that may be taken into consideration for the increase of

DC output voltage is operating temperature of the diode. For Schottky diodes

that are dependent on thermionic emission, a lower operating temperature helps

to leverage the conversion efficiency of junction resistance. Temperature variations

have an influence on diode behaviors, therefore an optimum operating temperature

exits at each input power level [82]. Thus, the thermal factor should be taken into

consideration for maintaining good performance in a practical situation.

Furthermore, the nonlinear resistance of Schottky diodes can be characterized by

an exponential I −V relationship [20], resulting in higher rectifying efficiency, when

specially designed signal waveforms are used. With the popular trend of developing

SWIPT systems, the significance of accounting for the nonlinearity of rectifiers is

highlighted for waveform design and optimization in [83]. Various strategies and

signal waveforms exist in literature [84], [85] that take into account the nonlinearity

of the rectification circuit. Similar findings, demonstrate that waveforms with high

peak-to-average-power-ratio (PAPR) e.g., multi-sine, chaotic signals etc, boost the

wireless energy transfer efficiency [86], [87].

2.2.2 Rectenna Architectures

Additionally, conversion efficiency may be enhanced with the use of appropriate

rectenna architectures. Specifically, there are two basic schemes in the literature: i)

DC combining, where each antenna branch incorporates its own rectifier to sepa-

rately harvest power, and ii) RF combining, where all the antennas are arranged to

channel the RF power to a single rectifier.

RF combining strategy is based on multiple antennas, which results in a higher ef-

ficiency due to more power fed to one single rectifier [88], [89]. On the other hand, in

DC combining, each antenna branch incorporates its own rectifier to separately har-

vest power, which results in lower conversion efficiency compared to RF combining

scheme, since the rectifiers must individually rectify low RF powers [90]. Further-

more, there are also some studies trying to succeed a hybrid solution. The authors

in [91], adopt the beamforming matrix in a hybrid power combining rectenna ar-

ray. While, in [92] authors consider a single-input multiple-output (SIMO) topology,
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Figure 2.4: Rectenna architectures.

where each receive antenna is connected to multiple rectifiers.

2.3 Challenges of WIPT

Despite the conveniences introduced by the WPT technology, its integration into

communication networks also introduces many challenges. In practice, there is

the need to strike a balance in the trade-off between information and power trans-

fer, leading to significantly different resource allocation algorithms, system models,

receiver architectures and interference management schemes, compared to conven-

tional wireless data communications. Hence, the development of novel design

theories, hardware circuit architectures, and signal processing techniques to unlock

the potential of WIPT networks, is crucial.

The main challenges of WIPT are [93]: Range: Delivery of wireless power at dis-

tances of 5-100 meters for indoor/outdoor charging of low-power devices. Efficiency:

Boosting the end-to-end power transfer efficiency, or equivalently the DC power

level at the output of the rectenna(s) for a given transmit power. Non-line-of-sight

(NLoS): Support of LoS and NLoS to widen the practical applications of WIPT net-

works. Mobility support: All mobile users, or at least users at low speeds, should be

supported. Ubiquitous accessibility: Support of ubiquitous power accessibility within

the network coverage area. Safety and health: Resolving the safety and health issues

of RF systems and compliance with the regulations. Energy consumption: Limitation

24

Elen
i G

ou
de

li



of the energy consumption of energy-constrained RF powered devices. Solutions

to tackle these challenges are being researched and have been discussed extensively

in [94]- [98]. They cover a wide range of areas spanning from sensors and IoT

devices, RF communication, to signal and system designs for WPT.

2.4 SWIPT and BackCom in B5G IoT

IoT networks are going to enable an increasingly intelligent world with ambient-

assisted living, smart controlling, and real-time data monitoring. This will need

the pervasive connectivity of trillions of low-power wireless sensors, actuators, and

small computing devices to formulate cost- effective and self-sustainable wireless

sensor networks. Therefore, SWIPT and BackCom, under the umbrella of WIPT,

are important enablers for B5G IoT networks, where devices and sensors could be

continuously powered using energy sources, simultaneously targeting to improve

the data rate and communication range. In this section, we present the state-of-the-

art for SWIPT and BackCom in B5G IoT networks.

2.4.1 SWIPT

One of the main deployment challenges in B5G IoT is the maintenance of a reliable

communication with the use of low cost and limited energy in devices. Devices such

as sensors in IoT are small and, usually, placed in hazardous or remote areas where

human access is limited. Therefore, replacing the batteries and supplying a stable

power source is an issue for B5G IoT wireless sensor networks.

Currently SWIPT is a key technology for the emerging B5G IoT networks, consid-

ering that is applied in solutions that require energy efficiency, low-cost, low-power

and low hardware complexity. Compared to systems performing WIT and WPT

separately, SWIPT systems are more spectrally and energy efficient since they uti-

lize the same bandwidth and power for the dual purpose of WIT and WPT. SWIPT

systems are of particular interest for low-power devices which have no access to a

fixed power supply and therefore are interested in receiving not only information

but also energy.

The authors in [99] apply SWIPT to cooperative clustered wireless sensor net-

works, where energy-constrained relay nodes harvest the ambient RF signal and use
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the harvested energy to forward the packets from sources to destinations. Specifi-

cally, a power splitting spectrum sharing protocol and hybrid time switching scheme

for EH wireless sensor nodes, is proposed. In [100], authors investigate optimal re-

source allocation for SWIPT in the downlink of wireless powered sensor networks,

targeting and succeeding to maximize the uplink sum rate while guaranteeing the

QoS (i.e., satisfying the downlink rate constraint) at the key sensor node. Two sce-

narios with space division multiple access (SDMA) and time division multiple access

(TDMA) in the uplink are considered.

In [101], a novel SWIPT scheme for IoT is proposed. Different from the con-

ventional power splitting and time switching schemes, the proposed scheme sends

the wireless power via the unmodulated high-power continuous wave (CW) and

transmits information by using a small modulated signal in order to reduce the

interference and to enhance the power amplifier efficiency. The core contribution

of this work is the design and analysis of a receiver circuit that is suitable for IoT

devices and is able to simultaneously extract power and data in the proposed SWIPT

signal. While the authors in [102], propose a novel SWIPT scheme, which separates

the power and data signals in the frequency domain. Namely the frequency-splitting

(FS) SWIPT, which separates the power and data signals in the frequency domain.

The proposed FS SWIPT scheme is advantageous in that it can maximize the effi-

ciency of the high power amplifier in consideration of its nonlinearity. They show

that the proposed FS SWIPT greatly outperforms the power-splitting SWIPT in terms

of the harvested power and SNR.

2.4.2 BackCom

Backscatter is a passive communication technology that can effectively address com-

munication and energy efficiency problems for low-power communications systems

such as sensor networks [103]. This is due to the simplicity of the BT and the ability to

minimize the usage of batteries or even completely eliminate them, by taking advan-

tage of WPT, as well as EH. Modulated backscatter techniques were first introduced

by Stockman in 1948 [104] and quickly became the key technology for low-power

wireless communication systems. BackCom has found many useful applications in

practice such as smart homes and cities [105], biomedical field [106], environmental

monitoring systems [107], vehicle monitoring [108] and sensor networks [109].
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Specifically, an RF tag is illuminated by an RF source and transmits a binary

message to a RN. In particular, the BT modulates a part of the received signal with the

desired information, and then transmits “1” or “0” back to the RN, by backscattering

or not the RF waves, without the need to generate RF signals by itself [110] - [112].

The tag changes its state by switching the load impedance connected to its antenna.

The state of the tag can be detected by a simple energy detector reader. The rest

of the received signal from the RF source, is used by the BT for harvesting energy,

thus making it possible to operate exclusively its own integrated circuit or partially

support it, in terms of energy required. Since no oscillators are needed at the tags

to generate carrier signals, BackCom generally entail orders-of-magnitude lower

power consumption than conventional radio communications. As such backscatter

is an appealing solution for B5G IoT networks, while emerging works from the

state-of-the-art follow in the next paragraphs.

In [113], a hybrid backscatter system is proposed as a promising scheme for green

IoT. They develop a novel hybrid scheme that integrates the backscatter communi-

cation and the harvest-then-transmit protocol. Numerical results validate that the

proposed scheme improves the performance of the secondary system evidently com-

pared with benchmark methods. The authors in [114] developed a BackCom assisted

WPCN, which consists of multiple energy-constrained sensor nodes, powered by a

dedicated power source and the data access point. In the proposed system, power

source performs CSI and energy beamforming that helps the sensor nodes to achieve

energy harvesting and information backscattering. Numerical results showed that,

compared to conventional WPCNs, the proposed model achieved better throughput

performance with an advantage of reduced system hardware complexity.

Considering a realistic backscatter communication and wireless sensing net-

work, multiple numbers of radio transmitters, receivers, and backscatter tags will be

needed to formulate the wireless links and decent network coverage. The joint beam-

forming and waveform design was proposed in [115] for a multiple-input–single-

output WPT scenario; it has been verified that the output DC power can be greatly

improved due to the waveform and beamforming strategies. Furthermore, it has to

be noticed that the tag as long as harvests energy from the incident carrier waves,

reflects no signals during this period. As such, the tag has a duty cycle behavior,

therefore the duty cycle performance of the backscatter space-time code should be

considered in practice for the coding design. Motivated by this, authors in [116]
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Figure 2.5: Emerging communication technologies in SWIPT and BackCom.

propose a 2×2 orthogonal space-time block code for backscatter communications in

terms of the duty cycle and error performance. It is shown than the duty cycle of

the proposed code is considerably higher than that of Alamouti code for both linear

and nonlinear EH model, and prove that the symbol error rate (SER) of the proposed

code is same as, or even better than that of Alamouti code in MIMO backscatter

channel under various power transmission schemes. Therefore, the outage capacity,

as the overall performance, of the proposed code, is better than that of Alamouti

code.

2.5 SWIPT and BackCom in other B5G technologies

In this section we present other emerging technologies associated with SWIPT and

BackCom in B5G networks. In Fig.2.5, we illustrate all of the emerging technologies

along with the relative literature.
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2.5.1 Massive MIMO

Massive MIMO is a key enabling technology for B5G wireless communication net-

works. Many advantages, such as efficient power transmission, strong energy direc-

tivity, high spatial resolution, and strong robustness make massive MIMO systems

attractive to be combined with SWIPT to enhance the system transfer efficiency [117].

The authors in [118] investigate the downlink transmission of a single-cell massive

MIMO SWIPT-enabled system with the power-splitting technique, maximizing the

system’s energy efficiency. Furthermore, the authors in [119] present and evaluate

the performance of an ambient backscatter system equipped with a massive MIMO

antenna at the reader side, demonstrating that the performance is significantly im-

proved by the massive MIMO reader.

2.5.2 Cooperative Relaying Network

The concept of relay was first introduced in [120]. Cooperative relay (CoR) is a

technique in which nodes are cooperating for their communication. CoR ameliorates

the effects of fading, path loss, shadowing, small coverage, and low signal-to-noise

ratio (SNR) [121] in order to increase bandwidth availability and spectral utilization

[122]. The motivation of using SWIPT and CoR is to provide energy and spectral

efficiency next generation wireless networks. Comprehensive reviews of SWIPT

technology that enables the use of CoR networks for 5G and B5G mobile networks

including the significance, technologies, and protocols which can be applied are

studied in [123], [124], [125].

Intelligent reconfigurable surfaces (IRS) have swayed the research community

recently, primarily becoming a potential candidate technology for B5G wireless

networks. An IRS is composed of a set of reflecting units which are reconfigurable,

and their phase shifts can be controlled according to the changes in reflection from

the wireless communication environment. As a matter of fact, IRS can suitably

reflect RF signals transmitted from transmitters to desired directions, such that the

received signal power can be effectively enhanced at the intended destinations while

suppressing interference at undesired receivers [126].

In [127], authors exploit the cooperative transmission as a new energy supply

to support BackCom, where there are multiple decode-and-forward relays and only

one relay is selected in the cooperative system. Authors in [128] propose a system
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that integrates ambient BackCom with IRS technology to overcome the fundamental

coverage limitation of conventional backscatter communications. Specifically, they

replace the antenna-switching tag with such IRS elements.

2.5.3 NOMA

The baseline idea of NOMA is to serve multiple users using the same resource in

terms of time, frequency, and space. NOMA uses superposition coding at the trans-

mitter such that the successive interference cancellation (SIC) receiver can separate

the users both in the uplink and in the downlink channels. Furthermore, it is possible

to separate the high level signals and cancel them out to retain a low level signal

at the receiver [129]. Cooperative NOMA in 5G systems with SWIPT has been con-

sidered in [130] using a network model with one base station and two user groups.

SWIPT, BackCom and NOMA are potential spectral and energy efficiency improving

technologies for the B5G wireless networks. Applying such technologies will not

only boost the system performance, but also showcase that they can be operated in

tandem in future networks.

Authors in [130] propose a novel NOMA assisted cooperative spectrum-sharing

network, where the SWIPT technique is utilized by the secondary transmitter to

harvest the primary signal’s energy. Furthermore, a cooperative network where a

source node communicates with two NOMA users through an EH based relay is ana-

lyzed in [131] to investigate the impact of power allocation policies in NOMA-SWIPT

networks. Joint power allocation and time switching control for energy efficiency

optimization in a time splitting-based NOMA-SWIPT system is proposed in [132].

Authors in [133] show that the proposed scheme can enhance the transmission re-

liability without impairing the spectrum efficiency, which makes backscattering an

appealing solution to cooperative NOMA downlinks.

2.5.4 mmWave Communication

MmWave communication is a key technology for 5G communication networks that

can provide ultra-high data rates as a result of relatively high frequencies (between

30 and 300 GHz) of large spectrum resources. In [134], it is shown that mmWave

is a prominent technology for WPT due to factors such as high frequencies, narrow

beams, larger array gains and dense networks, etc. The work in [135], provides a
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manageable framework to characterize performance of SWIPT assisted large scale

mmWave communication network. In [136], authors develop a joint design of trans-

mit power allocation, beamforming, and receive power splitting for SWIPT down-

link systems in wideband mmWave channel. Authors in [137], propose a method of

communicating between two vehicles in mmWave area, with a use of a radar and a

modulated BT.

2.5.5 D2D Communication

Device-to-Device (D2D) communications enable communication between devices

located in a given range without the involvement of a base station. It helps to im-

prove the network capacity and resource utilization [138]. D2D communications

have been used for relaying transmission to increase the communication reliabil-

ity [139]. SWIPT enabled D2D communication in large scale cognitive networks has

been studied in [130]. In [140], authors address the issue of D2D power allocation

with SWIPT. Additionally, in [141] authors introduce a hybrid D2D communication

paradigm by integrating ambient backscattering with wireless-powered communi-

cations.

Concluding this chapter, we note that in the state-of-the-art, several aspects of

SWIPT and BackCom are examined, in order to succeed an enhanced performance for

B5G networks. From the characterization of the fundamental trade-off between how

much information and how much energy can be delivered in a wireless network, how

signals should be designed to achieve the best possible trade-off between them, to the

systems’ design such that the RF radiation and the RF spectrum are exploited in the

most efficient manner to deliver information and/or energy. In this thesis, we focus

on low-complexity solutions for B5G IoT, utilizing tools from communication and

signal processing theory, though the proposed topologies and derived performance

analysis could be extended to other emerging technologies as well.
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Chapter 3

Integrated SWIPT receiver with

non-coherent detection schemes

In this chapter we achieve SWIPT using an integrated receiver with non-coherent

ID and we succeed an enhanced performance in terms of SER and EH. Specifically,

we propose an innovative single rectenna sequential decoder, which reduces the

complexity of conventional counterparts and overcomes error floor phenomena. In

the state-of-the-art, similar solutions are adopted in different contexts and not for

the implementation of SWIPT. In our study we compare our proposed integrated

sequential SWIPT decoder to a conventional power-splitting receiver.

3.1 Introduction

SWIPT is a fundamental architecture in wireless powered communications, where

RF signals simultaneously convey data and energy to devices. Due to practical

constraints, SWIPT cannot be performed from the same received signal without

losses, so practical implementations split the received signal in two parts, where

one part is used for information transfer and another part is used for power transfer

[18]. In the new era of IoT and machine type communications, there will be a

need for massive deployment of smart devices and vast amount of information

exchange, making it impractical, even impossible, to individually recharge/control

all these devices on a regular basis [142]. Towards this technological evolution,

SWIPT technology is of significant importance for energy supply and information

exchange.
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Regarding the SWIPT concept, Varshney first proposed the idea of transmitting

information and energy simultaneously in [11]. In [13], Grover and Sahai extended

the work to frequency-selective channels with AWGN. In [20], a novel design of a

SWIPT receiver was proposed, in which the information decoding and the energy

harvesting circuits are integrated. The replacement of the active RF to baseband

conversion with a passive rectifier operation, has as a direct result the reduction of

the energy cost for ID. Given the nature of the integrated architecture, decoding of

the transmitted information is succeeded, by detecting the power variation in the

received signal.

In [39], a SWIPT solution with the use of integrated receiver and precoding on

the energy patterns is presented. However, such a solution relies on the availability

of CSI at the receiver, resulting to a coherent decoding scheme. Coherent techniques

are a challenging task. In the literature, but in different contexts, there are studies

for non-coherent detection techniques, which can result in an enhanced SER [143],

[144], without profoundly increasing the decoding complexity at the receiver side.

Such techniques are generalized likelihood ratio test-maximum likelihood sequence

detection (GLRT-MLSD), Viterbi-type trellis-search algorithm and selective store

strategy (SS-ST).

To the best of our knowledge, there has not been a similar study in SWIPT

literature. The available studies, focus on the use of a separated receiver architecture

for the achievement of SWIPT and on coherent detection techniques. Two popular

SWIPT schemes, power splitting (PS) and time switching (TS), and their integrations

with various wireless technologies have extensively been studied (e.g., [20]). We

propose a novel solution based on the integrated SWIPT receiver architecture and

apply non-coherent detection. The existing works and our proposed new single-

rectenna SWIPT architecture can be viewed as the pursuit to the same goal of the

optimized SWIPT, but with different architecture at the receiver side and adopted

decoding techniques. To this end

• We study the architecture of an integrated receiver, where the RF to baseband

conversion is replaced with a passive rectifier, while we adopt a non-coherent

detection scheme, avoiding the signaling overhead and processing burden of

training symbols.

• First, we analyze the symbol by symbol (SBS) detection, based on an equi-
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Figure 3.1: Architecture of the integrated receiver.

spaced pulse energy modulation (PEM) scheme [39]. In addition, we optimize

the pattern of the transmitted energy pulses with and without a level of power

sensitivity at the side of the receiver [40].

• Following this, we enhance the SER performance, by proposing a sophisticated

sequential decoding scheme. More specifically, with the use of GLRT-MLSD

and Viterbi-type trellis-search algorithm [143] (see Appendix A.5), we man-

age to diminish the computational complexity originating from the sequential

detection and finally propose a simplified decision rule.

• Furthermore, we show that with the use of SS- ST, our proposed integrated

decoder, denoted as integrated SEQ-MLSD, can overcome the error floor prob-

lem.

• Simulation results match the theoretical ones, thus validating our study on an

innovative sequential and non-coherent decoder, which enables low values of

SER and high EH.

3.2 System Model

We consider an integrated information and energy receiver, as shown in Fig. 3.1,

for a single input single output wireless link. At the transmitter side a baseband

signal x(t) is transmitted, with E[x2(t)] = 1. The modulation scheme used by the

transmitter is PEM, with M energy levels. We design our energy pulse based symbol
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alphabet, based on equi-spaced amplitudes as in [39]. Specifically, we assume that

a set of M symbols xi ∈ {1d, 2d, . . . ,Md}, are mapped to each energy level, where d is

the distance between the energy pulse based symbols. Therefore, we have

E[x2(t)] =
1
M

M∑
i=1

x2
i =

d2

6
(M + 1)(2M + 1) = 1, (3.1)

which results in

d =

√
6

(M + 1)(2M + 1)
. (3.2)

The baseband signal is then up-converted to generate an RF signal, which is

transmitted over a Rayleigh fading channel. The received complex signal r(t) is

given by [20]

r(t) =
√

Eavehx(t) + n1(t), (3.3)

where Eave is the average transmitted power,
√

h is the channel coefficient, modeled

as complex Gaussian random variable with zero mean and unit variance. We assume

that CSI is not available at the receiver and non-coherent detection is applied. Finally,

n1(t) is the noise modeled as an additive white Gaussian noise (AWGN) with unit

variance.

At the integrated receiver, the received RF signal r(t) is converted to a DC signal

iDC(t) by a rectification circuit. This signal is dynamically split, into two streams

with power ratio 1 − ρ(t) for energy harvesting and ρ(t) is sampled and digitalized

by an analog-to-digital converter (ADC) for further information decoding, where

0 < ρ(t) < 1. Then, the DC output of the LPF1 is [39]

iDC(t) =
∣∣∣∣ √Eavehx(t) + n1(t)

∣∣∣∣2 + n2(t), (3.4)

where n2(t) is the noise added from the rectifier, modeled as an AWGN with unit

variance. In order to reduce the energy requirements for information decoding and

jointly maximize the power split for energy harvesting, we consider ρ(t) → 0 [20].

Furthermore, in practice, the antenna noise power is much smaller than the rectifier

noise power, thus it can be omitted (n1 → 0). Assuming that the symbol period is one

and by normalizing n2(t), the channel at the information decoder can be equivalently

viewed as a power signal and is given by

y = Eavehx2 + n2, (3.5)

1For reasons of simplification, we assumed a linear model for the energy harvested. Non-linear

models were considered in future work.
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where x denotes the signal power, y the channel output, h the power gain of the

channel and n2 the rectifier noise.

The harvested energy denoted by Q in Joule is given by [20]

Q = ζE[iDC(t)] = ζE[Eavehx2] = ζ

∫
∞

Esens

h
Eave

exp
(
−

h
Eave

)
dh

= ζ(Eave + Esens) exp
(
−

Esens

Eave

)
, (3.6)

which follows from the fact that h is exponentially distributed with mean Eave; Esens

denotes the level of power sensitivity at the receiver and 0 < ζ ≤ 1 is the conversion

efficiency, which we assume throughout this work ζ = 1. Here we ignore the energy

from the noise assuming that it is negligible. In the case, where we do not apply

a level of power sensitivity at the receiver side, i.e. Esens = 0, the harvested energy

from (3.6) results in Q = Eave.

3.3 SBS Decoding

In this section, we study SBS detection with the use of maximum likelihood estima-

tion. Integral forms for the SER of all the considered schemes are derived.

3.3.1 Performance Analysis

The total pairwise error probability regarding adjacent symbols, can be calculated

considering two independent events A and B. The event A is characterized by the

fact that the received signal y is negative. In such a case, the integrated receiver does

not proceed neither with information decoding nor with energy harvesting. As a

consequence, we have an outage no matter what was the trasmitted symbol.

Thus, the pairwise error probability given that the event A holds, equals the

probability of Eavehx2
i + n2 ≤ 0 for all xi, given by

Ppair(A) =
1
M

M∑
i=1

P(n2 ≤ −Eavehx2
i ) =

1
M

∫
∞

0

1
2

exp (−h)

M +

M∑
i=1

erf(−Eavehx2
i )

 dh,

(3.7)

which follows by substituting the cumulative distribution function of the AWGN

term n2 [145, Eq. (2.3-11)] and integrating for all the possible values of h.

Respectively, the event B is characterized by the fact that the received signal y

is positive. Given this and in contrast to the event A, we are not always in outage.
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More specifically, the pairwise error probability for adjacent symbols given that the

event B holds and assuming that symbol xi was transmitted, is defined by

Ppair(B) =
1

MP(B)

M∑
i=1

P(exi), (3.8)

where P(exi) is the probability of error, that the receiver wrongly decides on xi+1 or

xi−1 symbol, while xi was transmitted. Thus,

M∑
i=1

P(exi) =

M∑
i=1

[
P(ei→i+1) + P(ei→i−1)

]
, (3.9)

where P(ei→i+1) and P(ei→i−1), denote the pairwise error probability on deciding sym-

bol xi+1 or xi−1, respectively, when symbol xi was transmitted and are given in the

Appendix B.1.

Furthermore, P(B) represents the probability that the received signal y is positive,

i.e. Eavehx2
i + n2 > 0, for any trasmitted xi ∈ {1d, 2d, . . . ,Md}. Following the steps for

the calculation of Ppair(A) in (3.7), we can similarly estimate

P(B) =
1
M

∫
∞

0

1
2

exp (−h)

M −
M∑

xi=1

erf(−Eavehx2
i )

 dh. (3.10)

By substituting (3.9) and (3.10) in (3.8), we can derive the total pairwise error for

the integrated receiver, referring to a SBS detection as

PSER sbs = Ppair(A) + Ppair(B). (3.11)

3.3.2 Optimized Performance Analysis

In this subsection, we study the optimization of the integrated SBS decoder (OSBS),

targeting the minimization of PSER sbs. In order to achieve this, we consider that our

energy pulse based symbol alphabet is no longer based on equi-spaced amplitudes.

We thus define a new constrained non linear optimization problem. We set an

objective function that we need to minimize, subject to specific non linear equalities

and linear inequalities expressed as

POSBS = min
xi

PSER sbs

subject to E[x2] = 1,

fY(yxi) = fY(yxi+1), i ∈ {1, . . . ,M − 1},
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xi ≤ xi+1, i ∈ {1, . . . ,M − 1}, (3.12)

where fY(yxi) denotes the probability density function (pdf) of the received signal y

when xi is transmitted, fY(yxi+1) denotes the pdf of the received signal y, when xi+1 is

transmitted and are given in the Appendix B.1. Such an optimization problem, can

be solved reliably and efficiently with existing numerical tools, such as fmincon in

Matlab [146], which employs the interior-point method.

3.3.3 Optimized Performance Analysis with Power Sensitivity

Applying a level of power sensitivity in the integrated receiver, we target a more

sophisticated scenario of the SBS detection (OPS). The integrated receiver proceeds

to information decoding and energy harvesting, if and only if the received power of

the DC signal is higher than a given sensitivity level. Such an assumption, results in

two new events A′ and B′; A′ is characterized by the fact that Eavehx2
i +n2 ≤ Esens, and

B′ from the fact that Eavehx2
i + n2 > Esens. Following the steps which are analytically

described in Section 3.3.1, we can calculate the new SER of the system.

3.4 Sequential Decoding

In this section, we exploit the coherence time of the channel over N transmitted

energy pulses, and study sequential detection. With the use of such a detection

scheme, the performance of the integrated SWIPT receiver is enhanced, in terms of

SER. However, in order to keep a low computational complexity, our study focuses

in more sophisticated techniques. Specifically:

• Our first step is focused on detecting a subsequence of the transmitted energy

pulses, with the use of GLRT-MLSD. In this way, we derive a simple deci-

sion rule for information decoding, that is independent of the channel gain,

succeeding non-coherent detection.

• Secondly, with the use of Viterbi-type trellis-search algorithm, we manage to

reduce the search complexity of the proposed decision metric.

• Finally, with the use of SS-ST, we eliminate the error floor.
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At the end of this section, we provide integral forms for the upper bounds derived,

regarding the SER performance of our proposed integrated SEQ-MLSD decoder and

the conventional power-splitting SWIPT receiver.

3.4.1 Sequence Detection

We consider a subsequence of L immediate past symbols, out of the entire transmitted

sequence with coherence length N. At time t, the transmitted data subsequence is

denoted by x(t,L) = [x(t−L + 1), . . . , x(t)], where x(t) ∈ {1d, 2d, . . . ,Md} for any time t.

Similarly, y(t,L) = [y(t−L + 1), . . . , y(t)] and n2(t,L) = [n2(t−L + 1), . . . ,n2(t)] are used

to denote the corresponding received signal subsequence and noise subsequence,

respectively. For the sake of simplicity, we drop the index terms t and L and denote

the vectors x,y and n2. Thus, the received signal is modeled as

y = Eavehx + n2. (3.13)

Having defined our subsequence, we target on a detection scheme that will be

independent from the channel gain h. A GLRT-MLSD decoder is used, in order to

jointly decide on h and x, that maximize p(y|x,h), which is the conditional pdf of y.

With the use of maximum likelihood, h is estimated conditioned on a hypothesized

data subsequence x. Then, with the proper substitutions and computations, the

desicion rule is further simplified and finally reduced to [143, sec.IV]

x̃ = arg max
x

(y · x)2

‖x‖2
, (3.14)

where x̃ denotes the detection result on subsequence x. We notice that the CSI is not

required, something that is crucial to our proposed approach.

3.4.2 The Viterbi-Type Trellis-Search Algorithm

In principle, to implement the above metric, one has to compare ML possible subse-

quences and choose the one with the higher metric value. With the use of Viterbi-type

trellis-search algorithm, the search complexity can be reduced to a very low level

that is independent of the observation window length L [143]. As can be seen from

Fig. 3.2, at each time t, the algorithm with the use of (3.14):

• computes the metrics of all the hypothesized sequences arriving at a node,
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Figure 3.2: Viterbi-type trellis-search diagram for integrated SEQ-MLSD decoder.

• saves the sequence with the higher metric value,

• discards the sequence with the lower metric value.

This is repeated for all paths entering the same node, and the path with the

largest metric is saved as the survivor one. As shown with the red solid line in

Fig. 3.2, the decision on a symbol is made only when the tails of all survivors have

merged at a node. The entire trellis-search algorithm works in the same way as the

Viterbi algorithm. Since at each node, only one survivor exists, and at each time

point, only M nodes exist, the receiver is required to store the M survivor paths.

Furthermore, the received signal is required in order to compute the metric, so the

receiver must also store y. Inside the receiver we need to define M + 1 memory

arrays P1
x,P2

x, . . . ,PM
x and Py. Arrays P1

x,P2
x, . . . ,PM

x are used to store the M survivor

paths, which are sequences of numbers that belong to A. The array Py is used to

store the L most recent received signals, which is a sequence of positive numbers.

Another notation used in our implementation is k∗, to denote the time location of the

most recent node. Thus, the distance from current time k to the last merge node is

(k − k∗). Obviously, (k − k∗) is a random number and from simulation observations,

it has been noticed that its mean value is not larger that 3. We can observe that the

Viterbi-type trellis-search algorithm can reduce the search complexity to a very low

level that is independent of the observation window length L. On the other hand, we

find that the search complexity increases significantly while M grows. Specifically,

for each symbol detection, one has to compute the decision metrics of all M2 paths,

given that if M power levels used, there are M nodes at each time point and M paths

entering each node.
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Figure 3.3: Memory arrays with the use of selective-store strategy.

3.4.3 The SS-ST Method

With the use of SS-ST, we enhance our integrated SEQ-MLSD decoder, by overcoming

the error floor problem which exists in values of M > 2 [144].

As can be seen in Fig. 3.3, we define another array Psel, where we store the L most

recent received signals that have been detected to carry the symbol Md, before the

last merge node. At each time k, we have M + 1 arrays P1
x,P2

x, . . . ,PM
x and Py, which

are used to store respectively the M survivor paths and their received signals, for the

time space (k − k∗), where k∗ denotes the time location of the most recent node, that

a decision on a symbol was made. In each survivor path, (k − k∗) ongoing symbols

exist. Totally, we denote this length as Ltotal. Now, from equation (3.14), we use the

decision metric

m(x(k,Ltotal)) =
(y(k,Ltotal) · x(k,Ltotal))2

‖x(k,Ltotal)‖2
. (3.15)

This implementation is called the selective-store strategy. Arrays P1
x,P2

x, . . . ,PM
x

and Py must have the same length and they are only used to save the survivor paths

and their received signals after the last merge node. Each decision metric can be

divided into two parts. The part before k∗ is called the detected part and similarly

the part after the k∗ is called the ongoing part.

The square root of the numerator of m(x), can be calculated as (y · x)detected + (y ·

x)ongoing. Where (y · x)detected = (y)detected ·Md and (y)detected is consisted of the most

recent L received signals that are stored in Psel and are detected to carry symbol

Md before time k∗. Once the M survivor paths merge at some node, we examine
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from our decision metric what is the detected symbol. If the detected symbol is

the Md, then (y)detected is refreshed by adding the received signal of time k in array

Psel, while at the same time we subtract the oldest one. If not, then we do store

the detected symbols but do not add them to Psel array. Both ways, (y · x)ongoing

is refreshed by substracting the decided symbols. If the two survivor paths have

not merged, (y · x)ongoing is refreshed by adding the product of the hypothesized

symbol and the received signal. Similarly, the denominator can be calculated as

‖x‖2 = ‖xdetected‖
2 + ‖xongoing‖

2.

In SS-ST the decision metric selectively uses the L most recent received signals

that have been detected to carry symbol Md, before the last merge node. Using

signals with the highest power to estimate the channel state [143], defines SS-ST as a

high efficient technique. Alternatively, without the use of SS-ST, the decision rule is

based on the last L immediate received signals. The possibility that a decision on a

symbol has not been made, in other words the tails of all survivors have not merged

at a node, causes an error floor.

3.4.4 Performance Analysis

The pairwise error probability of a GLRT-MLSD decoder when L → ∞, is given

by [143, Eq. (34)]. Specifically, we define the pairwise error probability as the

probability of the event that the receiver decides in favour of x j given that xi is

transmitted, x j is the only other alternative sequence and for a given channel gain h.

This is given by [143]

lim
L→∞
P(e | x = xi, h) =

1
2

erfc

hEave

√
d

2
√

2σ2

 . (3.16)

In order to proceed with an integration over all the possible values of h, the

average pairwise error for adjacent symbols is given by

PSER pair = E

1
2

erfc

hEave

√
d

2
√

2σ2

 =

∫
∞

0

1
2

erfc

hEave

√
d

2
√

2σ2

 exp (−h)dh. (3.17)

As the transmitted symbols and consequently the energy levels M, increase to

more than 2, the probability that y will be closer to some other x j than to xi, is upper

bounded by the sum of the pairwise error probabilities to all the other signals x j , xi.

We herein, define the upper bound of the probability of a union of events [145]

PSER seq =
1
M

∑
xi∈A

P(exi) ≤
2(M − 1)

M
PSER pair, (3.18)
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where P(exi) is the probability of error given that xi was transmitted.

Conventional Power-Splitting SWIPT Receiver

For the sake of comparison, we additionally provide a SWIPT solution with the use

of a separated architecture (conventional decoder) [147]. In this case, the received

signal is split in two portions before being converted to a DC signal, while still is

in the RF band. The transmitted signal uses PAM, with M constellation points xi ∈

{±
1
2dmin, . . . ,±M−1

2 dmin}, where dmin is the minimum distance between two symbols

as referred in [145, Ch. 4.3-1]. The average energy per bit transmitted is Ebavg,

while at the transmitter side a baseband signal x(t) is transmitted as in the case of

the integrated receiver. The RF signal is then transmitted over a Rayleigh fading

channel with gain h. At the receiver side, a power ratio ρ of the signal, is used for

SBS decoding with the use of maximum likelihood. The remaining 1 − ρ portion is

led to an energy receiver, which proceeds to a DC conversion as described in [148]

and EH. As in the case of integrated SEQ-MLSD decoder, the noise power from the

antenna is omitted. Thus, the average SER over all possible values of h is [145, Eq.

(4.3-5)]

PSER PAM =
(M − 1)

M

∫
∞

0
erfc


√

3 log2 M
M2 − 1

ρEavehEbavg
√

2

 exp (−h)dh,

Taking into account the (1 − ρ) factor and with the use of (3.6), the energy harvested

can be expressed as

QPAM = (1 − ρ)Eave. (3.19)

It is clear that the energy harvested from a conventional decoder (QPAM) is always less

than the energy harvested in a SBS detection scheme with Esens = 0; equality holds

for ρ → 0. In the following sections, analysis and simulation results are presented

as a benchmark to our proposed integrated SEQ-MLSD decoder.

3.5 Numerical Results

Computer simulations are carried out in order to evaluate the performance of an

integrated receiver achieving SWIPT, for the aforementioned non-coherent detection

schemes. Specifically, Monte-Carlo simulations are carried out and all the outcomes
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Figure 3.4: Performance of integrated receiver over different number of energy levels

M, for all considered schemes; SBS, OSBS and OPS with an indicative example of

Esens = 0.5Eave.
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Figure 3.5: Amplitude of energy pulses for OSBS.

presented are calculated for 105 iterations, while for sequential decoding we assume

a coherence length of N = 500.

In Fig. 3.4, we present the behavior of SER regarding SBS detection, OSBS, where

the pattern of the transmitted energy pulses is optimized and OPS, where a level of

power sensitivity is applied at the receiver. As expected, with the increase of Eave

and the optimization, the performance of SER is enhanced, while by applying a level

of power sensitivity at the receiver, the performance of SER deteriorates.

In Fig. 3.5, we depict the solution of the proposed optimization scheme, OSBS,
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Figure 3.6: Performance of our proposed integrated SEQ-MLSD decoder over dif-

ferent number of energy levels M, sequence length L = 6, with and without the use

of SS-ST.

for different settings. Specifically, we illustrate the behavior of the energy pulse

amplitudes, for M = 2 and M = 4, as the average transmitted power is increased. It

is clearly noticed, that as Eave increases, the distance between the energy pulses also

increases, resulting in a reduced pairwise error probability.

In Fig. 3.6, we study the performance of SEQ-MLSD decoder, for a variety of

energy levels, with the use of SS-ST and L = 6. These results, are compared to

a similar system model without the use of SS-ST and to the union bound of the

pairwise error probability, as this is described in (3.18). In comparison to the SBS

detection in Fig. 3.4, the SER follows the same behavior when Eave and M increase,

but with remarkably lower values. One more key observation, is the fact that with

the use of SS-ST, the SER is enhanced for the same M energy levels, while at the same

time the error floor is eliminated. Furthermore, as the number of energy pulses

M increases, due to the existence of more than one pairwise error, the simulation

results are compared to the union bound, resulting thus to a higher divergence

between simulation and numerical results.

In Figs. 3.7 and 3.8, we compare the performance of our proposed integrated SEQ-

MLSD decoder with the conventional one. It can be noticed that for higher values

of the average transmitted power e.g. Eave = 50 dBm, our proposed integrated SEQ-

MLSD decoder improves remarkably its SER performance. Also, in both figures, it
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Figure 3.8: Energy harvested and SER versus ρ, for Eave = 50 dBm.

is clear that the conventional decoder achieves a better SER performance than our

proposed integrated SEQ-MLSD, for values ofρ ≥ 0.1, having as a direct consequence

the severe degradation of the energy harvested. For values of ρ < 0.1, our proposal

outperforms the conventional one both in terms of SER and energy harvested.

Furthermore, in Fig. 3.9 we present the behavior of SER related to the sequence

length L. It is observed that for low M, the increase of L is not critical, in contrast

to higher M values where the increase of L affects positively the SER. It is important

to notice that after a point the increase of L does not affect dramatically the results.

The value of L should be obtained accordingly to other parameters that affect our
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Figure 3.9: Performance of the sequence receiver over different values of L, for

Pave = 40dBm.

system, such as the number of energy levels M, the number of symbols transmitted

over the channel with coherence length N and the targeted SER for our system.

3.6 Conclusion

In this chapter, we study an integrated SWIPT receiver, with the use of non-coherent

detection schemes. We investigate the performance in terms of SER, while with the

use of sophisticated techniques we succeed to enhance it without deteriorating the

energy harvested. First, we examine a SBS detection scheme; optimization on the

pattern of the transmitted energy pulses is carried out, with and without a level

of power sensitivity at the receiver. In addition, relying on the coherence time of

the channel over N transmitted energy pulses, we exploit sequential detection and

propose our integrated SEQ-MLSD decoder. With the use of Viterbi-type trellis

search algorithm, we simplify the search complexity of our proposed sequential

decoder, while with SS-ST we overcome the error floor problem. Simulation and

theoretical results are consistent, corroborating our proposed solution. Our SEQ-

MLSD decoder succeeds enhanced SER without degrading the energy harvested,

compared to a SBS integrated decoder and a conventional power-splitting SWIPT

receiver.
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Chapter 4

A Detection Scheme for Integrated

SWIPT Receivers with Rectenna

Arrays

In this chapter we study SWIPT with the use of an integrated receiver with rectenna

arrays. Simulation results along with theoretical analysis, validate the enhanced

performance both in terms of ID and EH. The proposed schemes of DC and RF

combining at the receiver’s side, jointly enhance the performance in terms of ID and

EH, while overcome saturation effects. Non-coherent detection is achieved at the

same time, differentiating our proposed solutions from the state-of-the-art.

4.1 Introduction

In the new era of the IoT and wireless sensor networks, WPT has been recognized

as a promising technology to overcome the critical challenge of supplying power,

remotely and wirelessly, to an extensive number of low-power IoT devices [149].

Additionally, a SWIPT system, where RF signals simultaneously convey data and

energy, is considered an appealing solution for networks with low-power devices

[150]. Some challenges that may provide a practical limitation to SWIPT receivers are

distance constraints, EH efficiency, maintaining field strength within safety limits,

use of a high frequency for energy transmission and mobility of the sensor nodes [69].

Nonetheless, SWIPT has attracted significant interests in the communication

literature. Considering that the rectifying process from RF to DC is similar to an
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envelope detection process, there are numerous studies, in order to achieve enhanced

performance for simultaneous power and information transfer. Therefore, from

the rectified signal at the receiver, several different parameters are detected and

exploited. In particular, the authors in [151] study the intermodulation of multi-

frequency transmission signal by exploiting both the amplitude and the phase. In

[197], a pulse position modulation, where information is encoded in the position of

the pulse, is investigated. Finally, in [152] and [153], ID is achieved by detecting the

power variations in the received signal adopting a tone-index multisine modulation

or enhanced biased amplitude-shift keying, respectively. In the same context, this

chapter focuses on how the rectified signal may succeed enhanced ID performance,

by exploiting the architecture of the receiver at a basic SWIPT system.

A SWIPT system has two fundamental architectures [17] regarding the receiver.

In the first one, the received RF signal is split into two parts, either in the time or in

the power domain. One part of the RF signal, is used for information transfer and

another part for EH. In the second architecture, an integrated ID and EH circuit is

adopted, which as already explained in previous chapters, it can significantly reduce

the power consumption of a SWIPT receiver. As such, considering low-power IoT

solutions, we herein adopt the architecture of the integrated SWIPT receiver.

Furthermore, targeting enhanced performance for ID and EH, we herein examine

two different topologies, with multiple antennas and rectifiers at the receiver’s side.

In the state-of-the-art, multiple antenna system models are traditionally considered

as a common solution for enhanced performance either in terms of ID or EH. There

are various studies conducted for exclusively EH technologies, trying to overcome

the need of providing enough energy for a reliable EH operation [44], [45]. In

addition, in the communication and signal processing literature, it is proven that

multiple antenna systems demonstrate a great improvement of performance in terms

of spectral efficiency and higher data rates, succeeding diversity or multiplexing

gains [154]- [156]. Samewise, SWIPT has also been an area of research for attracting

interest on multiple antennas. Several works, as already mentioned in Section 1.2.6,

investigate multi-antenna solutions achieving enhanced performances.

In addition, we focus our interest on the rectenna architectures of DC and RF

combining. In DC combining, the rectifiers must individually rectify low RF pow-

ers, resulting in low conversion efficiency [90]. On the other hand, RF combining

channels the combined signal to a single rectifier, which therefore operates on higher
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input power levels and achieves higher conversion efficiencies [88]. As such, while

the DC combining scheme in most cases surpasses the RF combining scheme, there

are operation scenarios where RF scheme is superior. We herein, study both DC and

RF combining schemes, differentiating this way from the conventional rectennas

solutions.

At the same time, we take into consideration an important area of SWIPT, that

the vast majority of research in the RF literature has been devoted to. Specifically,

we refer to the design of efficient energy harvesters, so as to increase the RF-to-DC

conversion efficiency [157] - [159]. The appropriate choice of models in order to

describe the input-output characteristic of a rectenna, is another challenge in the

SWIPT technology. Earlier works on SWIPT have been characterized under simpli-

fying assumptions for the rectenna models. Targeting the most realistic approach

several models have been proposed, driven by a trade-off between accuracy and

tractability [93]. It has been shown, that linear models do not take explicitly into

account the effects of rectifier’s important characteristics, such as the fact that the

RF-to-DC conversion efficiency is a non-linear function of its input signal shape and

power. Thus, non-linear EH models are considered as an appropriate choice for a

realistic approach. In our study, we adopt a piece-wise linear model [160], which

although simple, approximates with accuracy the performance of the RF EH model.

Finally, regarding the ID, since RF to DC rectifying process is similar to envelope

detection, we apply non-coherent energy detection technique, where the use of CSI

is not required [161]. For the detection of the received signals, there are plenty of

mechanisms proposed in the literature. The differences depend on the architecture

applied and the modulation scheme adopted. Coherent techniques are a challenging

task, since the source needs to periodically send training symbols, which results in

increased signaling overhead and processing burden [162]. On the other hand, with

the use of non-coherent techniques, such as the one that we adopt, the receiver’s

complexity is reduced. Specifically, we succeed this with the use of a maximum

likelihood-based (ML-based) soft decoder (see Appendix A.6). At the same time, in

order to assure low power consumption and modest complexity, a straightforward

choice for the modulation scheme, that we also adopt, is binary on-off keying (OOK)

[163], [164], which can also serve as a guideline for other modulation schemes.

Overall, in this chapter we study SWIPT and we address the critical issue of

enhanced performance in terms of ID and EH, simultaneously. In contrast to the
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aforementioned works, we adopt an integrated SWIPT receiver architecture, thus

avoiding the RF to baseband conversion, while at the same time exploiting the

received rectified DC power signal, both for ID and EH. Differentiating from the

traditional rectennas, we adopt multiple receive antennas N, while connecting each

one of them to multiple rectifiers, K. By exploiting two different combining schemes

at the receiver’s side, one in the DC domain and the other in the RF domain, we

study the systems’ performance, providing enhanced results both in terms of ID and

EH. At the same time, we investigate and analyze the effects from the variations of

sensitivity and saturation characteristics of rectifiers. Finally, with the use of ML-

based soft decoding, we succeed energy detection without the use of CSI [144]. It

has to be noticed that our proposed integrated SWIPT receiver with rectenna arrays,

could be applied to numerous IoT applications [165], like wearable or implantable

devices, RFID bags, wireless sensor nodes etc. [166]. The main contributions of our

study are as follows:

• We show that DC combining scheme surpasses the RF combining, in terms of

ID. Though, it has to be noticed that the decoding complexity in the DC com-

bining scheme is exponentially increasing with the number of receive antennas,

(2K + 1)N, while in the RF combining scheme is proportional to the number

of rectifiers, which is equal to 2K + 1. On the other hand, the RF combining

scheme is superior to the DC, regarding the EH, specifically when referring

to low power regime. Furthermore, as the number of antennas and rectifiers

increases, the performance is enhanced for both schemes in terms of ID and

EH as expected.

• In addition, by considering some special cases of the proposed schemes, we

explore the system behavior. Specifically, for the simple case of multiple an-

tennas and only one rectifier, i.e. N,K = 1, it is shown that DC combining

scheme lags behind in terms of SER for ID, compared to RF combining. This

is specifically referring to low ranges of average transmitted power, while it is

eliminated as the average transmitted power increases.

• Furthermore, comparing the case of one receive antenna with multiple recti-

fiers, i.e. N = 1,K, towards the case of multiple antennas with one rectifier

i.e. N,K = 1, we show that the increase in the number of antennas enhances

more the system performance in terms of EH, compared to the increase of the

52

Elen
i G

ou
de

li



Table 4.1: Summary of Notation for Chapter 4

Notation Description Notation Description

N Total number of antennas at the receiver P Average transmitted power

K Number of activated rectifiers at antenna i x OOK symbol

ki/k ∈ [1,K] Number of activated rectifiers at DC/RF scheme hi Channel coefficient of antenna i

umin Sensitivity power level ni Additive white Gaussian noise to antenna i

umax Saturation power level uDC
i /uRF Received power signal for DC/RF scheme

Nsen Number of antennas in the sensitivity area y(uDC
i )/y(uRF) Output from ki/k activated rectifier at DC/RF scheme

α Conversion efficiency from RF to DC ρ Split power ratio for ID

NL Number of antennas in the linear area f (uDC
i )/ f (uRF) Probability density function of uDC

i /uRF

Nsat1 Number of antennas in the saturation area λDC
x /λRF

x Rate parameter of exponentially distributed uDC
i /uRF

Nsat2 Number of antennas in the saturation area for si = K z Sum of uli’s

L Set of antennas in linear area with li ∈ [1,K] Cm Combinations of antennas based on their ordering

S Set of antennas in saturation area with si ∈ [1,K − 1] M Number of tuples whose sum equals to N

rectifiers, both for DC and RF combining scheme. The same applies for the per-

formance of the ID in terms of SER, for low ranges of P. Though, as the average

transmitted power increases the two schemes differentiate. Specifically, in DC

combining the performance is the same, either if we increase N or K, while for

the RF scheme the performance is bounded by the number of rectifiers.

• Finally, we present numerical results that validate our analysis, while we ex-

amine the behavior of our proposed solutions as the sensitivity and saturation

levels variate. It is interesting that in low power regime, the RF combining

scheme surpasses the DC scheme in terms of ID even for high saturation lev-

els. Furthermore, in RF scheme the variations on the sensitivity and saturation

levels do not affect so intensively the SER performance compared to the DC

scheme. An asymptotic analysis in high average transmitted power regime is

carried out, providing upper and lower bounds for ID and EH, respectively.

4.2 System Model

4.2.1 Integrated Receiver Architecture

We consider a SWIPT system, with a single antenna transmitter at the source, that

transmits a baseband signal x(t) withE[|x(t)|2] = 1. Symbols x ∈ [0, 1] are transmitted

with equal probability. It is herein noted, that the derivations of our analysis could

be extended to other modulation schemes suitable for energy detection such as

PEM [39]. On the contrary, we herein note that conventional bipolar pulse-amplitude
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Figure 4.1: Integrated SWIPT receiver, with N receive antennas and K rectifiers, DC

combining.

modulation (BPAM) can not be readily used, since transmitted symbols convey the

same energy and therefore cannot be distinguished by the integrated receiver.

The baseband signal is then up-converted to generate an RF signal, which is

transmitted over a Rayleigh fading channel, with a transmitted power P. At the re-

ceiver’s side we adopt an integrated SWIPT receiver [20], which consists of multiple

receive antennas and rectifiers, N and K, respectively.

The first topology, as seen in Fig. 4.1, proposes a solution with the use of a

DC combiner [167]. Specifically, each receive antenna i ∈ [1,N] is connected to K

rectifiers. Therefore, the received RF power signal at each antenna i is calculated as

uDC
i = |

√

Phix + ni|
2, (4.1)

where hi is the channel coefficient at the i-th antenna, which is modeled as a complex

Gaussian random variable with zero mean and unit variance. Furthermore, ni

models the noise as an AWGN with unit variance. From (4.1), we notice that the

received RF power signal is exponentially distributed with pdf

f (uDC
i ) = λDC

x e−λ
DC
x uDC

i , (4.2)

where λDC
x denotes the rate parameter and is calculated from

λDC
x = 1/E(uDC

i ) = 1/(Px2 + 1). (4.3)

As such we herein define λDC
0 = 1 and λDC

1 = 1/(P + 1), that are used throughout the

paper.
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LPF LPF LPF

Decoder Battery

Figure 4.2: Integrated SWIPT receiver, with N receive antennas and K rectifiers, RF

combining.

The second topology, as seen in Fig. 4.2, proposes a solution with the use of an

RF combiner [168]. We still consider a SIMO solution with an integrated SWIPT

receiver. Similarly, we assume N receive antennas, while the difference is that the

received signals are combined in the RF domain and not in the DC. Specifically, the

received RF signals from the N antennas are summed with the use of an RF combiner

and then channeled to K rectifiers. The relative power signal is calculated as

uRF =

∣∣∣∣∣∣√P
N∑

i=1

hix + n

∣∣∣∣∣∣
2

, (4.4)

where n models the AWGN with unit variance. From (4.4), we notice that the

received power signal uRF is exponentially distributed with pdf

f (uRF) = λRF
x e−λ

RF
x uRF

, (4.5)

where λRF
x denotes the rate parameter and is calculated from

λRF
x = 1/E(uRF) = 1/(PNx2 + 1). (4.6)

As such we herein define λRF
0 = 1 and λRF

1 = 1/(PN + 1).
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4.2.2 RF-to-DC Rectenna Model

For both proposed topologies, we assume that all the rectifiers exhibit the same

characteristics. Specifically, we consider two power levels, umin and umax, that denote

the sensitivity and saturation level of each rectifier, respectively. In case the RF

power signal channeled to a rectifier is less than umin, then the rectification circuit

is not activated. On the other hand, if it is higher than umax, then it reaches the

saturation area, where the DC output is maximized. Over the interval umin and

umax, the activated rectifier is in the linear region, where the DC output is linearly

increased with the input power. The model adopted, in order to describe the above

non-linearity between the RF power signal and the DC output, is the constant-linear-

constant (CLC) model [160].

With the use of multiple rectifiers, for both proposed schemes, we target to

enhance the output DC signal. Specifically, by taking into consideration the proposed

solution in Fig. 4.1, the received RF signal at each antenna i, uDC
i , is led to the K

rectifiers. Depending on the power of the received signal, an optimum number of

rectifiers, ki, is activated, thus overcoming the saturation effect and harvesting more

energy, compared to a single rectenna solution. Based on the CLC model adopted,

the DC output might be in the sensitivity, linear or saturation area, and is calculated

respectively as

yDC
i = 0, (4.7)

yDC
i = α

(uDC
i

ki
−umin

)
, (4.8)

yDC
i = ysat, (4.9)

where parameterαdenotes the conversion efficiency and ranges between (0, 1], while

ysat = α(umax − umin).

Following the same steps as described above and by considering the second

proposed solution with the RF combiner, Fig. 4.2, we calculate accordingly the

relevant DC output. Specifically, we denote it as yRF and is given from (4.7), (4.8)

and (4.9), by substituting the received power signal uDC
i with uRF, as calculated in

(4.4). Finally, for this scheme we denote the activated rectifiers with k ∈ [0, 1].
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4.2.3 Decoding Model

In the conventional SWIPT architecture schemes, the received RF signal is firstly

split into the power or time domain and then channeled for ID and EH. On the

contrary, in the integrated SWIPT architecture that we adopt, the received signal

is fully converted from RF to DC and then split into two streams for ID and EH.

Specifically, the split power ratio is ρ for ID and 1 − ρ for EH. Furthermore, in order

to reduce the energy requirements for the symbol detection and jointly maximize the

power split for EH, we consider that ρ→ 0 [20]. As such, since it takes an infinitely

small value, we do not consider it in the analysis of SER and EH in the following

sections of this chapter.

4.2.3.1 DC Combiner

As seen in Fig. 4.1, the DC outputs from the activated rectifiers at each antenna i,

i.e. kiyDC
i , are channeled to the DC combiner. Afterwards, the decoder in order to

optimally combine and decide on the transmitted symbol x, samples a small portion

of the DC output from one activated rectifier at each antenna i, i.e. ρyDC
i . This is

due to the fact that the received RF signal at each antenna i is equally split to the

rectifiers, which exhibit the same characteristics. Therefore, the ki DC outputs from

an antenna i are identical. At the same time, the battery is charged with the remaining

DC outputs from all the activated rectifiers ki, at each antenna i. i.e.
∑N

i=1(1−ρ)kiyDC
i .

The optimum decision of the decoder is based on energy detection, avoiding

the knowledge of CSI and is calculated with the use of a ML-based soft decoder. In

contrary to a hard decision decoder, the optimum decision is taken by considering the

DC outputs from all N antennas and finally deciding based on the overall maximum

likelihood of the transmitted symbol x. On the other hand, with the use of a hard

decoder, the decision on the transmitted symbol is estimated independently, with

the use of ML, at the output of each antenna and the final decision rule is based on

the majority of estimated symbols x̃.

Therefore, in this chapter the optimum decision rule, which is calculated with

the use of a ML-based soft decoder, is based on the observation vector yDC and the

symbol that yields the maximum conditioned density f (y|x) is selected

x̃ = argmax
x∈(0,1)

f (y|x), (4.10)
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where y is a N × 1 vector, denoting the DC outputs from all the N receive antennas,

given that x is transmitted. Since noise is independent between different receive

antennas, the distribution f (y|x) can be factored like

f (y|x) =

N∏
i=1

f
(
yDC

i |x
)
, (4.11)

where for f
(
yDC

i |x
)

we recognize the following cases.

Firstly, for the sensitivity area where yDC
i = 0 and ki = 0, with the use of (4.2) and

(4.7), we have

f (yDC
i ) =

(
1 − e−λ

DC
x umin

)
δ(yDC

i ). (4.12)

Secondly, for the linear area, where 0 < yDC
i < ysat and ki ∈ [1,K], with the use of

(4.2) and (4.8), we have

f (yDC
i ) = λDC

x e−λ
DC
x ki

(
yDC
i
α +umin

)
. (4.13)

Furthermore, for the saturation area where yDC
i = ysat with the use of (4.2) and

(4.9), we consider two cases depending on the number of activated rectifiers

f (yDC
i ) =


e−λDC

x kiumax(1−e−λDC
x umin)δ

(
yDC

i −ysat

)
, if ki ∈ [1,K),

e−λDC
x Kumaxδ

(
yDC

i − ysat

)
, if ki = K.

(4.14)

Therefore, the final decision on the transmitted symbol is based on the following

criterion
N∏

i=1

f
(
yDC

i |0
) x̃=0
≷

x̃=1

N∏
i=1

f
(
yDC

i |1
)
. (4.15)

4.2.3.2 RF Combiner

As seen in Fig. 4.2, the decoding complexity for the RF combiner is lower, since

the decoder needs to sample only a small portion of the DC output from only one

activated rectifier. On the other hand, the battery is charged with the remaining DC

outputs from all the activated rectifiers, i.e. (1−ρ)kyRF. Similarly to the DC combining

scheme, by following the same steps, the optimum decision rule is calculated as

f (yRF
|0)

x̃=0
≷

x̃=1
f (yRF

|1), (4.16)

where f (yRF
|x) can be easily derived from (4.5), (4.7), (4.8) and (4.9) considering the

same methodology as in DC combiner.
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4.3 Symbol Error Rate Analysis

In this section, we study the performance of the integrated SWIPT receiver for the

ID, in terms of SER.

4.3.1 DC Combiner

In order to proceed with the analysis, we have to take into consideration that the

number of activated rectifiers depends on the received RF power signal. As such, we

herein calculate the optimum number of the activated rectifiers for the DC combiner

at each receive antenna i, following the steps from [169].

Firstly, taking into consideration that ki is the optimum number of activated

rectifiers, the received RF power signal, uDC
i , should overpass the sensitivity level,

umin, for all of them i.e.

uDC
i > kiumin. (4.17)

Furthermore, having ki activated rectifiers should result in increased DC output,

compared to the maximum DC output that can be achieved by ki − 1 activated

rectifiers, i.e. when in the saturation area. Therefore

kiα
(uDC

i

ki
− umin

)
> (ki − 1)ysat. (4.18)

On the other hand, in order to avoid activating more than ki rectifiers, we should

also consider the following condition. The maximum DC output that can be achieved

by ki activated rectifiers, i.e. when in the saturation area, should be higher compared

to the DC output of having ki + 1 activated rectifiers. As such

kiysat ≥ (ki + 1)α
( uDC

i

ki + 1
− umin

)
. (4.19)

Consequently, the optimum number of activated rectifiers, is given by

ki =
⌈uDC

i − umin

umax

⌉
. (4.20)

From the above and by taking into consideration the topology in Fig. 4.1, as well

as (4.7), (4.8) and (4.9), we conclude that the received power signal at each antenna

i, activates ki rectifiers, whose DC output is either in the sensitivity, the linear or the

saturation area.

Considering that the proposed system model consists of N antennas each one

connected to K rectifiers, we herein make the following assumption. We accept that
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the received power signal at Nsen out of N antennas, is less than the sensitivity level,

thus not activating any rectifiers, i.e. ki = 0. On the other hand, at NL out of N

antennas the received power signal results in activating kli ∈ [1,K] rectifiers, with

DC output belonging in the linear area. Finally, Nsat1 and Nsat2 out of N antennas,

have ksi ∈ [1,K−1] and ksi = K activated rectifiers, respectively, in the saturation area.

Therefore, in the following Theorem we calculate the relative probability, given that

x was transmitted and considering that the DC outputs from the N antennas are

independent to each other.

Theorem 1. The probability regarding the DC outputs from N receive antennas, given that

x was transmitted, is given as

PN(x) = e−λ
DC
x umax

(
KNsat2+

∑NL
li

kli +
∑Nsat1

si=1 ksi

)
×

(
e−λ

DC
x (umin−umax)

− 1
)(

1 − e−λ
DC
x umin

)(Nsen+1)
, (4.21)

where λDC
x is given from (4.3).

Proof. See Appendix B.2. �

In order to calculate the total probability of DC outputs from the N antennas and

K rectifiers, we need also to take into consideration the ordering of the antennas

whose DC outputs belong to the sensitivity, linear and saturation areas. As such,

we herein introduce the antenna set L = (l1, l2, · · · , lNL), which indicates the NL out

of the N antennas, whose DC outputs are in the linear area with kli ∈ [1,K] activated

rectifiers. Likewise, S = (s1, s2, · · · , sNsat1) indicates the antenna set for the Nsat1 out

of the N antennas that their DC outputs are in the saturation area, with ksi ∈ [1,K)

activated rectifiers. Therefore, we herein calculate variable Cm as follows

Cm =

(
N

Nsen

)(
N −Nsen

NL

)(
N −Nsen −NL

Nsat1

)(
N −Nsen −NL −Nsat1

Nsat2

)
. (4.22)

Furthermore, we need to consider all possible combinations of Nsen, NL, Nsat1 and

Nsat2, given that their sum is equal to N and Nsen, NL, Nsat1, Nsat2 ∈ [0,N]. This is

derived by applying the mathematical technique of stars and bars [170] for the pair

of N antennas and K rectifiers as follows

M =

(
N + 2K

2K

)
=

(N + 2K)!
N!(2K)!

. (4.23)

In order to proceed our analysis with the derivation of the total probability or

error, we herein need to consider the ML criterion in (4.15). Therefore, with the
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appropriate calculations we have

(
λDC

1 − λ
DC
0

) NL∑
li=1

uDC
li

x̃=0
≷

x̃=1
+

(
λDC

0 − λ
DC
1

)
umax

Nsat1∑
ksi =1

ksi +
(
λDC

0 − λ
DC
1

)
umaxKNsat2 + ln

(λDC
1

λDC
0

)NL

+ (Nsen + Nsat1) ln
(1 − e−λ

DC
1 umin

1 − e−λ
DC
0 umin

)
. (4.24)

Dividing both parts of the inequality with λDC
1 −λ

DC
0 , while taking into consideration

that λDC
1 < λDC

0 , the ML criterion is expressed as

z
x̃=1
≷

x̃=0
t, (4.25)

where z =
∑NL

li=1 uDC
li

and t equals to the right part of inequality. As such with the use

of Theorem 1, (4.22), (4.23) and (4.25) we derive the total probability of error at the

following Theorem.

Theorem 2. The total probability of error for DC combining is calculated as

PDC
e =

1
2

M∑
m=1

Cm

∑
x∈(0,1)

[
Pe,z(x)

(
1 − e−λ

DC
x umin

)(Nsen+1)
e−λ

DC
x umax

(
KNsat2+

∑Nsat1
si=1 ksi

)]
, (4.26)

where

• if zmin < t ≤ zk:

Pe,z(0) =
e−t

Γ(NL)
γ(NL, zk − t) +

e−zmax

Γ(NL)
γ(NL, zmax − zk), (4.27)

and

Pe,z(1) =
e−λ

DC
1 zmin

Γ(NL)
γ
(
NL, λ

DC
1 (t − zmin)

)
, (4.28)

• if zk < t ≤ zmax:

Pe,z(0) =
e−zmax

Γ(NL)
γ(NL, zmax − t), (4.29)

and

Pe,z(1) =
e−λ

DC
1 zmin

Γ(NL)
γ
(
NL, λ

DC
1 (zk − zmin)

)
+

e−λ
DC
1 t

Γ(NL)
γ
(
NL, λ

DC
1 (t − zk)

)
. (4.30)

.

Proof. See Appendix B.3. �

One can easily note, that the decoding complexity is equal to (2K + 1)N, since the

output from an antenna i, might belong either to the sensitivity area or the linear area
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with kli ∈ [1,K] activated rectifiers or the saturation area with ksi ∈ [1,K] activated

rectifiers, while we have to consider N such outputs from all the receive antennas.

In order to minimize the complexity, at the general context of critical IoT services,

we herein examine two simple scenarios regarding the proposed solution.

First of all, we assume that the system model as seen in Fig. 4.1, consists of

N antennas, each one connected only to one rectifier i.e. K = 1. Specifically, the

decoder samples and optimally combines with the use of ML, the DC outputs from N

rectennas. The DC output from each rectenna might be either in the sensitivity, in the

linear or the saturation area. Therefore, by considering all the possible combinations

for the N rectennas, the decoding complexity is equal to 3N, which is exponentially

increased with the number of antennas. Furthermore, the probability of error is

given from Theorem 2, considering that K = 1 and Nsat1 = 0.

The second simple scenario that we examine, is the multiple rectifiers scenario.

Specifically, we assume that the proposed system model as seen in Fig. 4.1, has only

one receive antenna, i.e. N = 1, which is connected to multiple, K, rectifiers. As such,

the decoder in order to estimate the transmitted symbol x, considers only one DC

output. By taking into account that it might be either in the sensitivity, in the linear

or the saturation area, the decoding complexity is equal to 2K + 1, which is linearly

increased with the number of rectifiers. The probability of error is given from (2),

considering N = 1.

4.3.2 RF Combiner

We recall that in this scheme, all the received RF signals from the N antennas are

combined and then channeled to the K rectifiers, in order to be converted to DC

signal. As seen in Fig. 4.2, the received power signal uRF, is then equally split to K

rectifiers. The optimal number of activated rectifiers is denoted as k and is calculated

following the exact same methodology as in RF combining scheme. Similarly to the

DC combining scenario, the DC output might be either in the sensitivity, the linear

or the saturation area.

In order to proceed our analysis with the calculation of the probability of error in

terms of SER, we have to consider the ML criterion from (4.16). With the appropriate

substitutions and calculations, the ML decision rule follows

uRF
x̃=1
≷

x̃=0

PN + 1
PN

ln (PN + 1), (4.31)
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where we set the right part of the inequality equal to zRF. As such, the relative

probability of error, follows in the next Theorem.

Theorem 3. The total probability of error for the proposed system model of RF combining is

PRF
e =

1
2

[
1 − e−λ

RF
1 umin + e−λ

RF
0 Kumax +

K−1∑
k=1

e−λ
RF
x̃′ kumax

(
1 − e−λ

RF
x̃′ umin

)
+

K∑
k=1

e−λ
RF
0

(
umin+(k−1)umax

)
− Ke−λ

RF
0 zRF −

K−1∑
k=1

e−λ
RF
1 kumax + (K − 1)e−λ

RF
1 zRF

]
, (4.32)

where x̃′ denotes the symbol that was not estimated.

Proof. See Appendix B.4. �

Herein, one can easily notice that the decoding complexity is equal to 2K+1, since

we take into consideration the DC output from one rectifiers, where its output might

be either in the sensitivity, the linear or saturation area with k ∈ [1,K] activated

rectifiers. At this point we introduce the simplest solution for the proposed RF

combining scheme. In this scenario, we assume that the system model as seen in

Fig. 4.2, consists of N antennas, where after combining the received signals in the

RF domain, the power signal is channeled to K = 1 rectifier. Herein, the decoding

complexity is equal to three, which is independent from the number of antennas

N. Clearly, the decoding complexity in this scenario is less than the corresponding

scenario in DC combining, where the two proposed system models consist of the

same number of antennas and rectifiers i.e. N and K = 1. The probability of error is

given from Theorem 3, considering K = 1.

The second simplest scenario that we examine is by assuming that the proposed

system model as seen in Fig. 4.2, has only one receive antenna, i.e. N = 1 and is

connected to multiple, K, rectifiers. One can easily notice, that this scenario is the

same with the corresponding scenario of the DC combining scheme. Therefore, this

scenario is common for the DC and RF combining schemes.

4.4 Average Energy Harvesting

In this section, we present the average EH, denoted by Q and measured in Joule,

for both schemes. The average EH from an antenna i, given that x is transmitted, is

calculated by the sum of expected values of the DC outputs, for all the K activated
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rectifiers. Therefore

Q =
∑

x∈(0,1)

P(x)E[yi(ui)]=
1
2

∑
x∈(0,1)

∫
∞

umin

yi(ui) f (ui)dui, (4.33)

where we note that the power of AWGN is too weak to be harvested, as such it is

omitted. As such in the following two Propositions we calculate the average EH for

the DC and RF combining scheme, respectively.

Proposition 1. For the DC combining scheme the average EH is calculated as

QDC =
N
2

∑
x∈(0,1)

[
Kysate−λ

DC
x Kumax + ysat

(
1 − e−λ

DC
x umin

) K−1∑
si=1

ksie
−λDC

x ksi umax

+
1
λDC

x

K∑
li=1

e−λ
DC
x kli umax

(
− α − λDC

x kli ysat − eλ
DC
x (umax−umin)

(
λDC

x ysat

(
1 − kli) − α

))]
,

(4.34)

where we recall that ysat = α(umax − umin).

Proof. For the DC combining scheme and the calculation of the average EH, we

should consider the DC outputs from N antennas. Therefore, by substituting in

(4.33) the values of yDC
i from (4.7), (4.8), (4.9) and f (yDC

i ) from (4.12), (4.13), (4.14)

respectively, (4.34) is proven with the appropriate calculations. �

Proposition 2. For the RF combining scheme the average EH is calculated as

QRF =
1
2

∑
x∈(0,1)

[
Kysate−λ

RF
x Kumax + ysat

(
1 − e−λ

RF
x umin

) K−1∑
si=1

k1e−λ
RF
x ksi umax

+
1
λRF

x

K∑
li=1

e−λ
RF
x kli umax

(
− α − λRF

x kli ysat − eλ
RF
x (umax−umin)

(
λRF

x ysat

(
1 − kli) − α

))]
. (4.35)

The above proposition is derived similarly to Proposition 1 and so we omit the

proof. Furthermore, the average EH for the proposed simple scenarios is given from

(4.34) and (4.35), considering that K = 1 and Nsat1 = 0 or N = 1, accordingly.

4.5 Asymptotic Analysis

In this paragraph, we examine the behavior of our system models asymptotically, in

high average transmitted power regime, considering an infinite number of receive

antennas N and a large number of rectifiers K.

64

Elen
i G

ou
de

li



4.5.1 DC combining

When P → ∞, a lower bound, in terms of SER, is calculated as expressed in the

following Corollary.

Corollary 1. A lower bound, in terms of SER, for the DC combining scheme is derived as

follows

lim
P→∞

PDC
e =

1
2

e−NKumax . (4.36)

Proof. For really high values of P, all the available K rectifiers at an antenna i will be

activated and reached the saturation area, with probability equal to P(Kumax ≤ uDC
i ),

as given from (B.8) in Appendix B.2. This applies for the DC outputs from all N

receive antennas. Therefore, Nsat2 = N, while Nsen = NL = Nsat1 = 0 and Theorem 1

results in

PN(x) =
(
P(Kumax ≤ uDC

i )
)N

= e−λ
DC
x KumaxN. (4.37)

Considering the ML condition from (4.24), with the appropriate substitutions and

calculations we see that the estimated transmitted symbol, will always be equal to

x̃ = 1. As such, the bound for the relative probability of error is

lim
P→∞

PDC
e =

1
2

e−λ
DC
0 NKumax . (4.38)

Considering that λDC
0 = 1, the result in (4.36) follows. �

Regarding the EH, for high values of P, we derive an upper bound as expressed

in the following Proposition.

Proposition 3. An upper bound regarding the EH and the DC combining scheme is derived

as follows

lim
P→∞

QDC =
N
2

[
Kysat(1 + e−Kumax) + ysat

(
1 − e−umin

) K−1∑
si=1

ksie
−ksi umax

−

K∑
li=1

e−kli umax

(
α + kli ysat + e(umax−umin)

(
ysat

(
1 − kli) − α

))]
. (4.39)

Proof. For P→ ∞, the rate parameter given that x = 1, results in λDC
1 = 0. By taking

into consideration the property that for small values of x applies that exp(−x) ≈ 1−x,

then (4.39) is derived directly from (4.34). �
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The relative bounds for the simple scenarios of N = 1 and K = 1, are obtained

from (4.36) and from (4.39), by considering N = 1 and K = 1, respectively.

Furthermore, we herein note, that when the number of receive antennas N, tends

asymptotically to infinity, the performance of ID and EH, will asymptotically tend

to zero and infinity, respectively. This can be easily derived from Theorem 2 and

Proposition 1, considering that for N → ∞, then also Nsen, NL, Nsat1 and Nsat2 tend

asymptotically to infinity. Finally, considering a large number of K rectifiers at each

receive antenna, will result in a DC output that will never reach the saturation area.

As such, the ID could be calculated from Theorem 2, considering Nsat2 = 0. Similarly,

the EH could be calculated from Proposition 1, by omitting the term of Kysate−λ
DC
x Kumax .

4.5.2 RF combining

For high values of P, as in the DC combining scheme, a lower bound in terms of SER

is calculated, while for the EH an upper bound is derived.

Remark 1: For P → ∞, the total probability of error, in terms of SER, for the RF

combining scheme converges to

lim
P→∞

PRF
e =

1
2

e−Kumax . (4.40)

Proof. As in the DC combining scheme, due to the high average received power, all

the available K rectifiers will be activated in the saturation area. Therefore, following

the same steps as in Corollary 1, (4.40) results directly from (4.36) by susbtituting

N = 1. �

One can easily note, that the performance of the RF combining scheme in terms of

SER, increases as the number of rectifiers K increase and is independent from the

number of receive antennas N.

Remark 2: For P→∞, the average EH for the RF combining scheme converges to

QRF
bnd =

1
2

[
Kysat(1 + e−Kumax) + ysat

(
1 − e−umin

) K−1∑
k=1

ke−kumax

−

K∑
k=1

e−kumax

(
α + kysat + e(umax−umin)

(
ysat

(
1 − k) − α

))]
, (4.41)

where result follows from (4.35), considering that λDC
1 = 0 and following the same

steps as in Proposition 3.
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Table 4.2: Simulation Parameters

Description Notation & Value Description Notation & Value

Sensitivity power level umin = 0.1 Saturation power level umax = 2

Conversion efficiency from RF to DC α = 0.7 [171] Monte-Carlo 106 iterations

Number of receive antennas N = 2 Number of rectifiers K = 2

From (4.39) and (4.41), we can easily notice that

QRF
bnd =

QDC
bnd

N
. (4.42)

The relative bounds for the scenarios of K = 1 and N = 1, are obtained from (4.40)

and from (4.41), by considering K = 1 and N = 1, respectively.

Furthermore, we herein note that considering an infinite number of receive an-

tennas results in the same asymptotic analysis as if P → ∞, both for ID and EH.

Finally, for a large number of rectifiers, K, the DC output will never reach the satura-

tion area. Therefore, from Theorem 3 we could calculate the ID, by omitting the term

of P(uRF > Kumax|x = 0) = e−λRF
0 Kumax . Following the same approach, the EH could be

calculated from Proposition 2, by omitting the term of Kysate−λ
RF
x Kumax .

4.6 Numerical Results

In this section, we provide numerical results and illustrate the performance of our

system model. Monte-Carlo simulations are carried out and all the outcomes pre-

sented are calculated for 106 iterations. The main simulation parameters used in the

paper, are summarized in Table 4.2.

Fig. 4.3, presents the performance of the integrated SWIPT receiver in terms of

SER, considering N = K = 2, for DC and RF combining. Furthermore, we illustrate

their performance for N = K = 1, as the solution with the simplest complexity.

Finally, we present the lower bound as calculated from the asymptotic analysis,

considering P → ∞. Clearly, enhanced decoding performance is succeeded by

increasing N and K. Specifically, when referring to DC combining scheme this

results in more samples per symbol, but still the complexity of sampling is not so

high with the current state-of-the-art of ADCs [172]. Furthermore, DC combining

has an enhanced performance compared to RF combining, for the same number of

receive antennas, N, and rectifiers, K.
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Figure 4.3: SER of the integrated SWIPT receiver, for N = K = 2 and N = 1,K = 1,

for DC and RF combining.

In Fig. 4.4, we illustrate the performance of the system model in terms of EH,

for N = K = 2, as well as for N = K = 1. We notice that the proposed solution

for DC combining increases the EH and offers enhanced results compared to RF

combining, when referring to high power regime, while this inverses at low power.

Furthermore, we see that the EH in the DC combining is N = 2 times higher than the

EH in the RF combining, for the same number of rectifiers K = 2, as asymptotically

P→∞.

In Fig. 4.5 and 4.6, we present the performance of the simple case scenarios, in

terms of SER and EH. From Fig. 4.5, one can easily note that the best performance in

terms of SER, when K = 1, is for the RF scenario with the least decoding complexity,

specifically when referring to the low range of transmitted power P, while this is

reverted as P increases. On the other hand, for the case of N = 1, both RF and

DC combining schemes have exactly the same behavior, since the two proposed

topologies are the same. Furthemore, for the DC combining scheme we see that the

increase in the number of antennas N = 2,K = 1, compared to the increase in the

number of rectifiers i.e N = 1,K = 2, results in better performance in low power

regime, while asymptotically perform the same.
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Figure 4.4: EH of the integrated SWIPT receiver, for N = K = 2 and N = 1,K = 1, for

DC and RF combining.

Fig. 4.6 highlights the enhanced performance of the DC combining scheme in

terms of EH, when we increase the number of antennas N = 2,K = 1 compared to

the increase in the number of rectifiers N = 1,K = 2, specifically referring to the

low power regime. We notice that in the scenario of N = 2,K = 1, the EH increases

linearly with the number of rectennas, while this is not the case for the case of

N = 1,K = 2. Furthermore, we observe that the case of N = 2,K = 1 in the RF

combining scheme has the better performance in low power regime and it is upper

bounded by the performance of DC combining, considering N = K = 1.

In Fig. 4.7 we illustrate the performance in terms of SER for the DC and RF

combining scheme, as per transmitted average power P and power levels umin and

umax. It is interesting that for the DC combining scheme, the SER deteriorates with

the increase of sensitivity power level when in low power regime. On the other

hand, as P increases and we reach the lower bound of SER, the variation of umin does

not affect the performance. Regarding the variations in the umax, we notice that there

is a small range that maximizes the SER, while after that any increase deteriorates

the performance, till it reaches the saturation area. For the RF combining scheme, we

observe that the variations in umin and umax hardly affect the performance of SER. This
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Figure 4.5: SER of the integrated SWIPT receiver, for the simple cases of N = 1,K = 2

and N = 2,K = 1.
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Figure 4.6: EH of the integrated SWIPT receiver, for the simple cases of N = 1,K = 2

and N = 2,K = 1.
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Figure 4.7: Performance DC and RF combining for N = K = 2, in terms of SER, P,

umin and umax.

Figure 4.8: Performance DC and RF combining for N = K = 2, in terms of Q, P, umin

and umax.
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is due to the fact, that the received RF power signal is summed from the N antennas

and then channeled to the rectifiers. Finally, compared to the DC combining scheme

and for the same power levels, specifically referring to the low regime, it is noticed

that for high values of sensitivity and saturation levels the RF combining scheme

surpasses the DC combining scheme.

In Fig. 4.8 we present the performance of DC and RF combining scheme, in terms

of EH and how this is affected by variation of P, umin and umax. We can clearly notice

that as the transmitted power, P, and the saturation power level, umax, increase, the

EH for the DC combining scheme increases as well. On the contrary, for the same

levels of average transmitted power P, the increase in the sensitivity power level,

umin, affects negatively the EH. Finally, the same behavior is observed for the RF

combing scheme, though the EH is less compared to the DC combining scheme, as

already noted in Fig. 4.4.

For the comparison with the theoretical model, the circuits for N = 1, K = 1, 2

were implemented by the lab of antennas and microwaves of Frederick university,

who provided us with the experimental results presented in Appendix B.5.

4.7 Conclusion

In this chapter, we study a non-coherent detection scheme for integrated SWIPT

receivers. We consider two SIMO topologies with N receive antennas and K rectifiers,

examining a DC and RF combining scheme, respectively. The proposed system

models, by using a ML-based soft decoding, exploit simultaneously the rectified

DC power signal, jointly enhancing the performance of ID and EH. In addition,

with the use of a piece-wise linear EH model, we manage to capture the sensitivity

and saturation behavior of the rectifiers. In particular it is shown, that for the same

number of receive antennas, N, and rectifiers, K, the DC combining scheme surpasses

the RF combining scheme, in terms of SER, while this results in increased decoding

complexity, (2K + 1)N, compared to the RF scheme, 2K + 1. Regarding the average

EH, DC combing scheme is superior at high power regime while this differentiates

at low values of P. Finally, we conduct an asymptotic analysis, providing lower and

upper bounds, for the ID and EH, respectively. Simulation and theoretical results

are consistent, corroborating our study.
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Chapter 5

Spatial modulation-based techniques

for backscatter communication

systems

In this chapter, we assess the added value of BackCom in 5G IoT technology, by

studying spatial modulation-based techniques, applied over a traditional multiple

antenna BackCom system. Our target is to exploit the advantages of a bistatic

backscatter architecture with the use of sophisticated physical layer tools, provide a

general mathematical framework and propose a system model that can be adopted

from the majority of next generation IoT applications. Differentiating from the state-

of-the-art solutions, we design and study a solution with multiple antennas at the

BT, in contrast to conventional solutions with multiple antennas at the source or RN.

Our solution is compared to the sophisticated sequential decoder, proposed and

presented in Chapter 3.

5.1 Introduction

5G IoT discloses enormous opportunities for connecting small size, low cost, typ-

ically battery-powered, and often densely populated devices to perform massive

machine-type communications. Billion smart entities (e.g. sensors, actuators) are

expected to be deployed worldwide, while traditional battery operated devices will

become outdated. Therefore, in order to deal with their energy requirements, new

solutions such as devices with extended battery lifetime and devices that are wire-
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lessly powered will be evolved [173]. At the same time, all these IoT devices should

target to small energy requirements in order to transmit their messages [174]. As

such BackCom is gaining popularity as a suitable solution to fulfill these needs.

BackCom systems can be clasified into three major types based on their archi-

tecture: monostatic, bistatic and ambient BackCom systems [103]. All the schemes

share the same fundamentals. Particularly, a part of the received signal from the

RF source, is backscattered to the RN, while the BT can send its data by tuning its

antenna impedance to different states. This scheme is known as load modulation

and in literature is largely confined to binary, due to hardware constraints. Though

higher order modulator designs have been successfully prototyped [175], therefore

more than a two-state modulation may be adopted [176]. The rest of the received

signal from the RF source, is used by the BT for harvesting energy, thus making it

possible to operate exclusively its own integrated circuit or partially support it, in

terms of energy required.

On the other hand, by taking into consideration the architecture type, there are

some differences. Specifically, in a bistatic communication system, the RF source

and the receiver are separated, in contrast to the monostatic architecture where

these two are integrated e.g. RFID reader. In the bistatic architecture, the issue of

round-trip path loss and near-far problem, may be mitigated, as already referred in

Section ??, due to differentiated distance between the RF source, the BT and the RN.

Finally, for the third type of ambient backscatter communication systems [177], the

transmitter is separated from the backscatter receiver, but there is no dedicated RF

source. Any available and opportunistic ambient source, like TV towers and cellular

base stations, may be used as an RF source transmitter.

Regarding the detection method of the modulated signals from the BT to the RN,

there are plenty of mechanisms proposed in the literature. The differences depend on

the architecture applied, the modulation scheme adopted in the BT and the number

of antennas used. More specifically, noncoherent detection is mainly adopted in

ambient backscatter communications [178], where the knowledge of CSI at the RN

is a challenging task. However, coherent detection may be adopted especially in the

bistatic architecture, since the RF sources are most of the time devoted transmitters,

that may set no restrictions to communication range and at the same time increase

the bit rate [38]. As such, ML detectors can be applied at the RN so as to detect

efficiently the received modulated signal [179].
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Another characteristic that makes BackCom even more attractive for 5G IoT so-

lutions, is the ability to enhance the BT with multiple antennas. Numerous studies

in literature proving the added value of multiple antennas in a BackCom system,

are presented in Section 1.2.6. As such, we herein consider multiple antenna tech-

niques that have been proposed and studied in traditional MIMO systems, resulting

in enhanced performance and increased spectral efficiency. More specifically, a gen-

eralized spatial modulation (GSM) technique, was presented in [180]. In GSM the

transmitted information exploits the traditional modulation scheme and the antenna

index as an additional source of information. Spatial modulation (SM) technique

was first introduced by Mesleh et al. [181], [182] and is the simplified case of GSM,

for one transmitting antenna at a time instant. The GSM scheme increases the over-

all spectral efficiency compared to SM, resulting in reduced number of transmit

antennas for the same spectral efficiency.

As an evolution to GSM, another spatial modulation-based technique, expanded

in time domain, was introduced in [183]. In particular, Alamouti scheme [184] was

applied in two out of the multiple transmitting antennas. Alamouti is a simple trans-

mit diversity scheme (see Appendix A.7), without any feedback from the receiver

to the transmitter, with small computation complexity and no bandwidth expan-

sion. Taking into consideration, that this coding scheme involves the transmission

of multiple copies of the data, diversity gains are achievable for the given number

of transmit and receive antennas.

Motivated by the above, in this work, we address two critical features of 5G

IoT; wireless powered devices of low power consumption and high data rates. As

such, we investigate a BackCom system with a multiple antenna BT. In contrast to the

aforementioned works, we consider a bistatic architecture where spatial-modulation

based techniques are employed at the BT and coherent detection is considered at the

RN. To the best of our knowledge, this problem has not been addressed before in the

literature. Recent attempts have been devoted in studying the advantages of spatial

modulation-based techniques in BackCom systems, but in different context. More

specifically, in [185], the authors study SM technique, over an ambient BackCom

system with noncoherent detection. Furthermore, in [186], the GSM technique is

applied at the source and not at the BT as we propose, while a cooperative detector

based on the framework of sparse Bayesian learning is adopted, over an ambient

backscatter architecture.
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Our target is to exploit the advantages of a bistatic backscatter architecture with

the use of sophisticated physical layer tools, provide a general mathematical frame-

work and propose a system model that can be adopted from the majority of next

generation IoT applications. Specifically, the main contributions of our study are as

follows:

• With the use of multiple antennas at the BT, we apply sophisticated spatial

modulation-based techniques. This enables us to increase the overall system

efficiency, which is a key point for a 5G IoT solution. More specifically, with

the use of GSM technique, we succeed enhanced performance in terms of SER,

while at the same time reduce the number of transmit antennas needed in the

BT. Furthermore, we examine the GSMA technique, where the transmitted in-

formation symbols are expanded to the time domain. With the use of Alamouti

scheme, we succeed transmit diversity and ensure significant improvements

in SER performance.

• We derive analytical expressions regarding the pairwise error probability for

all the examined techniques, providing tight upper bounds. Furthermore,

we asymptotically analyze the performance of our proposed system model,

which yields insights to the limits’ behavior, similar to [187], while at the same

time proves the diversity order of GSM, SM and GSMA. Simulation results

validate the enhanced performance of the proposed techniques, emphasizing

the strengths of each case.

5.2 System Model & Backscatter Transmission Tech-

niques

In this section, we provide all the details regarding the considered system model;

the main mathematical notation related to the system model is summarized in Table

5.1.

5.2.1 Topology and System Design

We study a bistatic BackCom system consisted of an RF source equipped with

a single antenna, a BT with L antennas, out of which Lu ∈ (1,L) are the active

76

Elen
i G

ou
de

li



Table 5.1: Summary of Notation for Chapter 5

Notation Description Notation Description

L Total number of antennas in the BT Lu Number of active transmitting antennas in the BT ∈ (1,L)

P Average transmitted power from the RF source F` DBC of the antenna set `

x M-ary data symbol in GSM & SM x1, x2 M-ary data symbol transmitted in first and second time interval in GSMA

h`i , g`i Forwarded and backscattered channels of the DBC n Additive white Gaussian noise

` Set of active and transmitting antennas in the BT `i Index of the i-th antenna in the antenna combination `

mµ Spectral efficiency of µ ∈ {GSM, SM and GSMA} θ Rotation angle used in GSMA

Pµs Probability of error for µ ∈ {GSM and GSMA} q Total number of of independent terms in DBC

dµ Diversity order for µ ∈ {GSM and GSMA} Pr(x→ x̂) Pairwise error probability

v Total number of codebooks in GSMA α Number of codewords in the v − 1 codebooks

transmitting antennas at each time instant and a RN, also equipped with a single

antenna. A schematic diagram of the considered backscatter network is shown

in Fig. 5.1. Furthermore, we are assuming that the antennas at the RF source,

the BT and the RN are spaced sufficiently far apart so that fading at each antenna

is statistically independent. The RF source which is deployed for the backscatter

system, broadcasts a CW signal. The BT will then backscatter a portion of the

received signal to the RN, by using appropriate load modulation. More specifically,

the BT, actually transmits its own tag information when reflecting the signal, by

switching its load impedance between different states. A portion of the CW signal

is used by the BT to harvest energy and operate its own integrated circuit.

Dyadic backscatter channel (DBC) is considered in this thesis, as analytically de-

scribed in [52]. We herein assume that due to deep scattering and obstacles, the direct

link between the RF source and the RN is not feasible [188], [189], [190]. Further-

more, in our study we mainly assume the sub-6 GHz band. We consider Rayleigh

fading channel, due to its analytical and tractable results. Thus the forwarded and

backscattered paths, are represented with independent and identically distributed

(i.i.d.) complex Gaussian channel elements, while each element in DBC is drawn

from CN(0, 1).

It is worth noting, that all the channels are constant within a channel coherence

time, though they may vary independently in different coherence intervals. In our

study, we assume that for a specific time instant the load reflection coefficients for all

the antennas in the BT, are the same. This results in a simultaneous transmission of a

specific data symbol, from all the active transmitting antennas in the BT. Furthermore,

for all the considered schemes studied, we assume that the detection at the RN is

coherent and ML is adopted1. In addition, in our system model we apply element-

1To coherently detect the backscattered signal, we assume knowledge of the CSI at the RN, which
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Figure 5.1: Architecture of the bistatic backscatter network, consisting of an RF

source, a multiple antenna BT and a RN equipped with one antenna.

based normalization, similar to [52] and [192]. Finally, the thermal noise at the BT

could be negligible, since the tag includes only passive components related to the

backscattering and involves little high intensity operation [179], [193].

5.2.2 Generalized Spatial Modulation

In the case of GSM scheme, we examine one time slot, within Lu antennas are active

and transmitting in the BT. The data symbol x ∈ C, with |C| = M, represents the

symbol from the M-ary modulation scheme adopted in the BT, which is transmitted

from all the Lu active antennas, at a time instant. Thus, the received signal at the RN

is given by

rGSM =
√

PF`x + n, (5.1)

where P is the average transmitted power from the RF source and n is the additive

white Gaussian noise ∼ CN(0, σ2
n), with σ2

n = 1, for the sake of simplicity. In addition,

x ∈ CLu×1, is an Lu×1 vector with xi = x,∀ xi ∈ (1,Lu). Finally, F` is the DBC, regarding

is estimated on a short-term basis. Specifically, a known training signal is initially transmitted,

therefore the CSI is estimated using the combined knowledge of the transmitted and the received

signal at the RN, with the use of maximum likelihood or other estimation technique [191].
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the schematic diagram of Fig. 5.1 and can be described using a row vector as follows

F` =
[
h`1 g`1 · · · h`4 g`4 · · · h`Lu

g`Lu

]
︸                                  ︷︷                                  ︸

Lu elements

, (5.2)

where ` = (`1, `2, · · · , `Lu) indicates the antenna combination of the Lu active and

transmitting antennas out of L antennas in the BT, and `i indicates the index of the i-

th antenna in the antenna combination `. Furthermore, h`i , represents the forwarded

channel of the DBC, from the transmit antenna of the RF source to the i-th antenna

in the antenna combination `. In addition, g`i represents the backscattered channel,

from the i-th antenna of the antenna combination ` to the RN. One main observation

is that for a specific time instant, the total channel gain at the RN is simplified to

F` =
∑Lu

i=1 h`i g`i , while the data symbol transmitted, to a scalar x ∈ C.

The spectral efficiency (bits/s/Hz) achieved with the GSM technique is

mGSM = mc + log2 M, (5.3)

where mc = blog2

( L
Lu

)
c.

The optimal metric applied on the RN for the ML decision is given by

[
x̂, ˆ̀

]
= arg min

x̂, ˆ̀
‖[‖

]
rGSM −

√

P
Lu∑
i=1

ĥ`i ĝ`i x̂

2

, (5.4)

where ĥ`i , ĝ`i are the estimated forwarded and backscattered channels of DBC, re-

spectively, from the estimated set of active transmitting antennas ˆ̀; and x̂ is the

estimated data symbol from the M-ary constellation scheme adopted in the BT.

SM is studied as a simplified scheme of GSM. From the L existing antennas in

the BT, only one antenna remains active during transmission. Thus, the received

signal at the RN and the optimal metric applied for the ML decision are given by

(5.1) and (5.4), respectively, if we set Lu = 1. The spectral efficiency (bits/s/Hz) of the

SM scheme is

mSM = log2(LM). (5.5)

5.2.3 Generalized Spatial Modulation with Alamouti

In case of Alamouti OSTBC scheme, two antennas are active in two time slots.

Furthermore, two data symbols x1 and x2 are transmitted in these two time slots,

where xi ∈ C, with i = 1, 2 and |C| = M. More specifically, these two data symbols
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are drawn from the M-ary constellation adopted and transmitted in an orthogonal

manner, described by the codeword

X = (x1 x2) =

 x1 x2

−x∗2 x∗1

 , (5.6)

where columns and rows correspond to the number of transmit antennas and the

symbol interval, respectively. In our study we use Alamouti OSTBC in combination

with GSM [183], while the general system model follows the previous description.

The codewords described in (5.6) are extended to the antenna domain and used in

order to compose the codebooks. Each codebook is consisted of codewords, that

should not have overlapping columns between them.

Furthermore, a rotation angle θ is considered, in order to ensure maximum

diversity and coding gain at the expense of expansion of the signal constellation [183,

Eq.(10)]. In case where θ is not considered, the resulting overlapping columns of

codeword pairs from different codebooks reduces the transmit diversity order to one.

In case of a bistatic BackCom system, with four antennas at the BT, the following

four codewords are created

χ1 =
{
X11,X12

}
=

{ x1 x2 0 0

−x∗2 x∗1 0 0

 ,
0 0 x1 x2

0 0 −x∗2 x∗1


}
, (5.7)

and

χ2 =
{
X21,X22

}
=

{0 x1 x2 0

0 −x∗2 x∗1 0

 ,
x2 0 0 x1

x∗1 0 0 −x∗2


}

exp ( jθ). (5.8)

By taking into consideration the expand in time domain and specifically in two time

intervals, the received signal in the RN is a 2×1 vector, which due to the orthogonality

of the Alamouti’s OSTBC, may be equivalently obtained by [183, Eq.(16)]

rGSMA =
√

PF`

 x1

x2

 + n, (5.9)

where F` is a 2 × 2 equivalent channel matrix of the Alamouti coded GSM scheme,

equal to

F` =
[

h`1 g`1θ h`2 g`2θ
(h`2 g`2θ)∗ −(h`1 g`1θ)∗

]
. (5.10)

Similarly with GSM, h`1 and h`2 , represent the forwarded channels of the DBC to the

first and second active transmitting antenna of set `, in the BT. Likewise, g`1 and g`2
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represent the backscattered channels, from the first and second active transmitting

antenna of the set `, to the RN. Furthermore, n is a 2 × 1 vector representing the

AWGN ∼ CN(0, σ2
nI).

Thus the spectral efficiency (bits/s/Hz) for the GSMA scheme is

mGSMA =
1
2

log2 c + log2 M, (5.11)

where c denotes the total number of codewords in GSMA and is given by

c = b

(
L
2

)
c2p , (5.12)

where p is a positive integer.

During two consecutive symbols intervals, the bits transmitted from the BT are

2mGSMA, where the first log2 c bits determine the antenna pair combination, while the

last 2 log2 M bits determine the data symbol pair (x1, x2). Taking into consideration

the spectral efficiency of Alamouti’s OSTBC, which is given by mAlamouti = log2 M

bits/s/Hz, we observe an increment of 1
2 log2 c bits/s/Hz for GSMA.

Regarding the `-th set of active transmitting antennas combination in the BT,

the receiver in the RN uses the decomposition as followed in [194] and determines

the associated minimum ML metrics e1,` and e2,l for x1 and x2, resulting from the

orthogonality of f`1 and f`2 , as

e1,` = arg min
x1∈C

∣∣∣∣∣∣rGSMA −
√

Pf`1x1

∣∣∣∣∣∣2, (5.13)

e2,` = arg min
x2∈C

∣∣∣∣∣∣rGSMA −
√

Pf`2x2

∣∣∣∣∣∣2, (5.14)

where F` = [f`1 , f`2]. Since e1,` and e2,` are calculated by the ML decoder for the `-th

set of active transmitting antennas, their summation e` = e1,` + e2,` gives the total ML

metric for the `-th set. Finally, the receiver at the RN makes a decision by choosing

the minimum antenna combination metric as ˆ̀ = arg min
`

e`.

5.3 Performance Analysis

In this section, we analytically derive the pairwise error probability (PEP) for the

studied techniques (GSM, SM and GSMA) applied in our bistatic backsatter system

model, investigating the union bound for the probability of error, in each case.

Finally, in the last part we further investigate the enhanced performance succeeded

from GSMA, by analyzing the diversity order.
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5.3.1 Pairwise Error Probability for GSM and SM

We further proceed by following the steps proposed in [180], in order to calculate the

PEP for GSM technique. More specifically, the GSM modulated signal is backscat-

tered from the Lu active antennas of the BT over the DBC channel. By taking into

consideration the euclidean distances, the pairwise probability of error is computed

Pr(x` → x̂ ˆ̀) = Pr
(
‖D(`, x)‖2 > ‖D( ˆ̀, x̂)‖2

)
, (5.15)

where x` indicates the data symbol x ∈M-ary modulation, that is transmitted from

a set of antennas combination `. In addition, x̂l̂ indicates the estimated M-ary

data symbol x̂, which is transmitted from an estimated set of antennas combination

ˆ̀. Furthermore, Pr(x` → x̂ ˆ̀) denotes the PEP on deciding x̂ ˆ̀, while x` is actually

transmitted. PEP highly depends on the squared Euclidean distance between the

pairs of the transmitted and estimated spatial symbols, denoted as ‖D(`, x)‖2 and

‖D( ˆ̀, x̂)‖2, respectively. Recalling the expression in (5.1), we further proceed with

D(`, x) = rGSM −
√

PF`x = n. (5.16)

Taking into consideration that F̂` =
∑Lu

i=1 ĥ`i ĝ`i , we can express D( ˆ̀, x̂) as

D( ˆ̀, x̂) = rGSM −
√

PF̂`x̂ = n +
√

P

 Lu∑
i=1

h`i g`ix −
Lu∑
i=1

ĥ`i ĝ`i x̂

 . (5.17)

With the proper substitutions and calculations, we state the following Proposi-

tion.

Proposition 4. The PEP for GSM is upper bounded by

Pr(x` → x̂ ˆ̀|q) ≤
∫
∞

0
Q

(√
γn

)
fγn(γn)dγn, (5.18)

where q is a non-negative integer and denotes the number of independent terms that consist

the DBC, γn, for each pair of estimated symbols (x`, x̂ ˆ̀). In addition fγn(γn) is the pdf of γn

and is given as [54, Eq.(8)]

fγn(γn) =
2γ(q−1)/2

n

(q − 1)!γ̂(q+1)/2
Kq−1

(
2
√
γn

γ̂

)
, (5.19)

where Kq−1(·) denotes the modified Bessel function of the second kind and γ̂ = P/2 is the

average power at the RN.

Proof. See Appendix B.6. �
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Note that the q is numerically evaluated. The set of values is {0, 1, 2, . . . ,N3},

where N3 = LuxR + LuxI + Lux̂R + Lux̂I, with xR ≈ <{x}, xI ≈ ={x}, x̂R ≈ <{x̂} and

x̂I ≈ ={x̂}. One main observation regarding the possible values of q is that when the

decoding is successful, i.e x̂ ˆ̀ = x`, then q = 0, while when neither the antennas nor

the data symbol are correctly estimated, then q = N3.

We herein calculate the probability of error in terms of SER for GSM, by defining

an upper bound for the union of the events. The events taken into consideration

and summed up for the calculation of the union bound, are all the PEP for all the

possible combinations, in terms of the estimated active transmitting antennas and

the estimated data symbol from the M-ary modulation scheme. Thus, the union

bound for the probability of error in terms of SER, regarding the GSM scheme, is

given by

PGSM
s ≤

N1∑
i=2

Pr(x1 → x̂i|q), (5.20)

where N1 = M
( L

Lu

)
− 1 and Pr(xi → x̂i|q) is given by (5.18). The PEP and SER for the

simplified case of SM technique, follow the same analysis as in GSM, by considering

only one transmitting antenna, i.e. Lu = 1.

5.3.2 Pairwise Error Probability for GSMA

In the following, before proceeding to the calculation of PEP, we summarize the

steps needed to be followed in order to design the GSMA, considering the proper

codewords, codebooks and rotation angles.

•. Given the total number of transmit antennas in the BT, L, we calculate the

number of possible antenna combinations for the transmission of Alamouti’s

OSTBC. The number of possible antenna combinations is
( L

Lu

)
. However, the

number of antenna combinations that can be considered for transmission must

be a power of two. Therefore, only Lc = 2mc combinations, can be used, where

mc = blog2

( L
Lu

)
c.

•. We proceed by calculating the total number of codewords c, given by (5.12).

•. We calculate the number of codewords in each codebook χi, i = 1, 2, · · · , v − 1

from α = bL/2c and the total number of codebooks from v = dc/αe. Note, that

the last codebook χv does not need to have α codewords, i.e. its cardinality is

α′ = c − α(v − 1).
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•. We construct the codebooks, considering the following two facts, i.e.:

(a) each codebook must contain non-interfering codewords chosen form the

pairwise combinations of L transmitting antennas in the BT,

(b) each codebook must be composed of codewords with antenna combina-

tions that were never used in the construction of a previous codebook.

•. We use the appropriate rotation angle θi, for each codebook χi, based on the

signal constellation and the antenna configuration, as optimally calculated per

case in [183, Eq.(10)]. More specifically

θi =


(i−1)π

v , for BPSK

(i−1)π
2v , for QPSK.

(5.21)

The performance analysis of the proposed GSMA scheme, is now focused on

calculating Pr(X→ X̂), which is the PEP of deciding matrix X̂ when X is transmitted.

Following the proper analysis, the next Proposition is formed.

Proposition 5. The PEP of GSMA is upper bounded by

Pr(X→ X̂|q) ≤
∫
∞

0

∫
∞

0
Q

(√
γ1 + γ2

)
fγ1(γ1) dγ1 × fγ2(γ2) dγ2, (5.22)

where fγi denotes the pdf of the transmitted DBC at time instant i ∈ (1, 2) and is given by

(5.19).

Proof. See Appendix B.7. �

Having identified the PEP for GSMA from (5.22) and taking into consideration the

pdf from (5.19), we may proceed to calculate the union bound for the probability of

error, in terms of SER. It has to be noticed that due to the symmetry of the codebooks,

all the transmission matrices have the uniform error property, i.e. have the same

PEP as that of X11 [183, Eq.(24)]. Thus, we obtain the upper bound as follows

PGSMA
s ≤

α∑
j=2

Pr(X11 → X1 j|q) +

v−1∑
i=2

α∑
j=1

Pr(X11 → Xi j|q) +

α′∑
j=1

Pr(X11 → Xvj|q), (5.23)

where we recall here that v is the total number of codebooks, α is the total number of

codewords in the v−1 codebooks, α′ is the number of codewords in the last codebook

v and Pr(X11 → Xi j) is given by (5.22).
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5.3.3 Diversity Analysis

In this section we investigate the diversity order of our system model for the spatial

modulation-based communication techniques studied. The diversity order d of the

system is the asymptotic rate at which the probability of error Ps decays, as a function

of average transmitted power P and is defined as

dµ = lim
P→∞
−

log Pµs
log P

, (5.24)

where µ ∈ {GSM and GSMA}. Taking into consideration the expression for the SER

given by (5.20) and by (5.23), regarding the GSM and GSMA technique, respectively,

the next Proposition is formed.

Proposition 6. The diversity order regarding the GSM and SM technique is equal to one,

i.e. dGSM = 1, while for GSMA technique is equal to two, i.e. dGSMA = 2.

Proof. See Appendix B.8. �

A key conclusion from the above is that by applying a combination of the Alam-

outi scheme and the spatial techniques in a multiple antenna BT, there is an enhanced

and improved probability of error for the detection of transmitted symbols and trans-

mitting antennas in the RN. More specifically, we can conclude that increasing the

number of transmit/receive antennas in the BT, while applying the spatial techniques

of GSM and SM, one can succeed array gain. Further expanding, with the use of

GSMA, we exploit also the time domain and manage to succeed transmit diversity

dGSMA = 2.

5.4 Numerical Results

In this section, we provide numerical results in order to verify the enhanced perfor-

mance achieved by our proposed spatial modulation-based techniques, GSM, SM

and GSMA, when applied to the considered system model. We evaluate their perfor-

mance in terms of SER, targeting the same spectral efficiency and we further study

and present their behavior in terms of spectral efficiency, while varying the number

of antennas in the BT. More specifically, Monte-Carlo simulations are carried out and

all the outcomes presented are calculated with the use of 105 iterations.
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Figure 5.2: Comparison of GSM, SM and GSMA with a spectral efficiency 3 bits/s/Hz.

In Fig. 5.2 and Fig. 5.3, all the three schemes studied, are presented comparatively

in terms of SER. With the continuous line, we present the performance of a single

input single output (SISO) bistatic backscatter system with only one antenna in the

BT, i.e. L = 1, as a metric of comparison to our proposed spatial modulation-based

techniques. As expected, such a solution constitutes an upper bound for GSMA,

GSM and SM. On the other hand, GSMA with the use of combined spatial and

time modulation, manages to overcome the other two techniques, in terms of SER.

In addition, GSM and SM, although they improve the performance of the studied

backscatter system, they manage to achieve similar results in terms of SER.

The targeted spectral efficiency, regarding the evaluated simulation results pre-

sented in Fig. 5.2 and Fig. 5.3, is 3 bits/s/Hz and 4 bits/s/Hz, respectively. In order to

succeed this, we combined L = 4, 5, 8 transmitting antennas with several modulation

schemes in the BT, i.e. 16phase-shift keying (PSK), 8PSK, binary PSK (BPSK) and

quadrature PSK (QPSK). Another observation from Fig. 5.2 and Fig. 5.3, is that

the derived union bounds, consist tight upper bounds compared to the simulations

of all the three spatial modulation-based techniques. More specifically, the union

bound that is adopted in our paper, is quite sharp and is traditionally used in the

literature as an appropriate upper bound for the pairwise error probabilities [145]. It
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Figure 5.3: Comparison of GSM, SM and GSMA with a spectral efficiency 4 bits/s/Hz.

-8 -6 -4 -2 0 2 4

10
-4

10
-3

10
-2

10
-1

Figure 5.4: Comparison of GSM, SM and GSMA with a spectral efficiency 3 bits/s/Hz

and practical numerical setup.

is noteworthy that when increasing the number of antennas in the BT, there are more

combinations to estimate at the RN, consequently more pairwise error probability

terms appear and the gap between the upper bound and the simulation increases.
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Figure 5.5: Spectral efficiency comparison for GSM, SM and GSMA.

Same behavior is noticed, when we extend our study in two time slots with the

use of GSMA technique. On the other hand, when we increase the transmit power

we notice that this gap smooths, which is an expected trade off. Finally, with the

increase of the targeted spectral efficiency, the performance in terms of SER for all

the spatial schemes studied, is slightly deteriorated.

In Fig. 5.4 we apply the mathematical framework for a practical setting, based on

an indoor application [105]. More specifically, the RF source communicates with BT

with a bandwidth of 2 MHz. The path loss effect is taken into consideration, while

the distances between the RF source, the BT and the RN are 5 m and 6 m, respectively.

It has to be noticed, that the behavior of our system model follows the same trends,

as in Fig. 5.2 and Fig. 5.3. More specifically, GSMA technique prevails over GSM

and SM, succeeding transmit diversity and enhanced performance in terms of SER.

In Fig. 5.5, we present how the spectral efficiency of the considered schemes

is affected, when varying the number of antennas in the BT. More specifically, the

modulation scheme studied is kept common in all three cases, as BPSK. In addition,

for the GSM and GSMA technique, the number of transmitting antennas each time

instant is Lu = 2, out of totally L antennas in the BT. Recalling the spectral efficiencies

of each technique, as described in Section 5.2 from (5.3), (5.5), and (5.11), some main
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Figure 5.6: Comparison of GSM and SM, for the same number L = 4, 8 of antennas.

observations are derived, that are also confirmed from the relative figure. Firstly,

we clearly identify that for L > 4, the first term of GSM spectral efficiency is always

greater than the other two schemes. As such, in order to transmit the same number

of bits, there is needed a sufficient larger amount of antennas in the BT regarding SM

and GSMA techniques. For example, in order to transmit 4 bits/s/Hz, the antennas

needed in the BT are L = 5 or 6 for GSM, L = 8 for SM and L = 12, . . . , 16 for GSMA.

In addition, due to the floor operation in (5.3) and (5.11), the spectral efficiency for

GSM and GSMA respectively, remains the same for a range of transmitting antennas.

Figs. 5.6 and 5.7, illustrate the performance of the two backscatter spatial MIMO

techniques, specifically referring to GSM and SM. BPSK modulation is applied and

the number of antennas at the BT is L = 4, 8, 16, 32. Regarding the GSM technique,

we assume two active transmitting antennas i.e. Lu = 2. As expected, for the same

number of antennas the SM scheme provides us with an enhanced performance

in terms of SER. This is justified from the fact that the spectral efficiency for GSM

is higher, resulting in a higher number of transmitted bits/s/Hz, thus increasing

the probability of error when decoding. Furthermore, the comparatively enhanced

performance of SM to GSM, is also justified due to the highest probability of error

when detecting two active and transmitting antennas instead of only one.
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Figure 5.7: Comparison of GSM and SM, for the same number L = 16, 32 of antennas.
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Figure 5.8: Comparison of GSMA and SEQ-MLSD decoder.
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For the sake of comparison, in Fig. 5.8 we illustrate the performance, in terms

of ID, of our proposed GSMA scheme with the use of Alamouti, to the sequential

decoder presented in Chapter 3. Specifically, for GSMA we considered QPSK mod-

ulation with L = 8 antennas at the BT, resulting to a spectral efficiency of 4bits/s/Hz.

On the other hand, in order to succeed the same spectral efficiency for the solution

of the sequential decoder, we considered an energy modulation scheme of M = 16

pulses, and an observation window of L = 2, matching the two time slots considered

in the GSMA solution. One can easily notice that GSMA technique, outperforms the

solution of SEQ-MLSD decoder, while transmit diversity is achieved.

5.5 Conclusion

In this chapter, we propose the use of BackCom as a novel and high efficient solution

for 5G IoT technology. The need of an IoT network is growing rapidly, targeting an

interconnection of numerous small size, low cost and wireless self-powered devices.

Backscatter communication seems to ideally serve the demands of such a network,

since BTs are capable of transmitting their data, while at the same time may operate

exclusively their own integrated circuit or partially support it, in terms of energy

required, due to their harvesting capabilities. The ability of multiple antennas at

the BT, gives us the opportunity to apply sophisticated spatial modulation-based

techniques and achieve enhanced performance in terms of SER and spectral effi-

ciency. Initially, we study the GSM technique, where we exploit the antenna index

as an extra dimension for additional source of information. SM is also presented in

our study as a special and simplified case of GSM, with only one transmitting an-

tenna at a time instant. We further enhance our study in time domain, by proposing

GSMA technique; with the use of Alamouti scheme in two transmitting antennas, we

manage to improve significantly SER performance and succeed transmit diversity.

Simulation and theoretical results are consistent, corroborating our proposal as an

enhanced solution, in terms of overall efficiency. An interesting direction for future

work is to re-evaluate the performance of our system model with non coherent de-

tection schemes, as well as to extend our study into the millimeter wave frequency

band.
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Chapter 6

SWIPT with Diplexer-based

Multiple-Antenna Rectification

In this chapter we adopt a recently proposed scheme at the receiver side, which

achieves SWIPT without split of the resources, with the use of a diplexer. Specifically,

we extend it to a diplexer-based SWIPT receiver, with multiple-antenna rectification

circuits and prove enhanced performance both in terms of ID and EH. We compare

our proposed design to the conventional integrated SWIPT receiver with multiple

rectennas, as a benchmark to the state-of-the-art solution.

6.1 Introduction

Despite the continuous advances in SWIPT technology, there are some key challenges

for practical implementations. In the literature of RF circuits, it is impossible to

perform SWIPT from the same received signal by using one antenna [17]. As such,

SWIPT is achieved through a separated receiver in time, power or spatial domain,

where the received RF signal is split for ID and EH [18]. Furthermore, authors

in [20], propose and study an integrated SWIPT receiver, where the RF to baseband

conversion is replaced from a passive rectifier operation, which results in a DC power

signal. Afterwards, the DC signal is also split in the power domain, for ID and EH.

The work in [19], proposes a new scheme which achieves SWIPT without split

of the resources. Authors show that the same RF received signal can be used for

both ID and EH, with the use of an RF diplexer at the receiver’s side. Diplexers are

passive devices that implement frequency-domain multiplexing. In particular, their
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ports are frequency-selective, while reversing their input and output, can be used

for separating higher from lower frequency signals, at one receive antenna. As such,

with the proposed circuit, there is no need for a power splitter, since the low-pass

band-pass diplexer allows the dual and continuous use of the same signal for SWIPT.

One of the main issues in SWIPT is the efficient ID, along with the energy that is

being harvested. In the state-of-the-art, multiple antenna system models are tradi-

tionally considered as a common solution for enhanced performance either in terms

of ID or EH. Specifically, in [50], authors investigate SWIPT with a multi-antenna

transmitter sending data and energy to single antenna receivers adopting a time

switching circuit. Beamforming for energy transfer and information transmission

is considered in [51], achieving the optimal energy efficiency. Finally, regarding the

ID, coherent techniques are a challenging task, since the source needs to periodically

send training symbols, which results in increased signaling overhead and processing

burden [30]. On the contrary, the receiver’s complexity is reduced with non-coherent

techniques.

Motivated by the above, in this chapter we propose a topology with the use of an

RF circuit implementation with multiple diplexers. As such we achieve SWIPT with

enhanced performance, both in terms of ID and EH. We further succeed non-coherent

decoding, with the use of a ML-based soft decoder. In particular, we examine the per-

formance of the proposed solution, by adopting two different modulation schemes,

i.e. binary OOK and PEM, appropriate for energy detection. We further compare the

performance of the proposed system model to the conventional integrated receiver,

with multiple rectennas. Simulation results fully validate the theoretical analysis

and confirm the benefits of the proposed diplexer-based receiver. Finally, we show

that PEM enhances the EH, though deteriorates the ID, compared to OOK.

6.2 System Model

As seen in Fig. 6.1, we consider a single input multiple output SWIPT system. The

source transmits from a single antenna, a baseband signal x(t) with E[x2(t)] = 1. At

the receiver’s side we consider K antennas, each one connected to a diode, followed

by a diplexer. The modulation scheme adopted is OOK, while symbols x ∈ [0, 1], are

transmitted with equal probability.

Then, the up-converted RF signal is transmitted over a Rayleigh fading channel,
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Figure 6.1: Architecture of the diplexer-based SWIPT receiver.

with average transmit power P and we assume that f is the carrier frequency. The

signal propagates through a wireless channel gain h j > 0, where j ∈ [1, · · · ,K]

and phase shift θ ∈ [0, 2π). As such, the transmitted RF band signal is given by
√

2PR
{
x(t)e j2π f t

}
. The noise from a receiving antenna j, is modeled as an AWGN i.e.

√
2R{n j(t)e j2π f t

}.

Therefore, the received RF signal at an antenna j is

y j(t) =
√

2R
{
h j

√

Px(t)e j(2π f t+θ) + n j(t)e j2π f t
}

=
√

2µy j(t) cos
(
2π f t + φy j(t)

)
, (6.1)

where

φy j(t) = arctan
µI j(t)

µR j(t)
, (6.2)

µy j(t) =
√
µR j(t)2 + µI j(t)2, (6.3)

µR j(t) = h j

√

Px(t) cos
(
φ(t) + θ

)
+ nR j(t), (6.4)

µI j(t) = h j

√

Px(t) sin
(
φ(t) + θ

)
+ nI j(t), (6.5)

where nR j and nI j denote the real and imaginary part of complex AWGN at each

receive antenna j, respectively.

At each antenna j, the received RF signal y j(t) is converted to DC signal i j(t), with

the use of a single Schottky diode. With an input voltage proportional to y j(t), the

current harmonics through the first diode can be calculated as

i j(t) = Is(eγy j(t) − 1) =

∞∑
n=1

Is

n!

(
γy j(t)

)n
= α1y j(t) + α2y2

j (t) + α3y3
j (t) + · · · , (6.6)
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where Is is the saturation current, γ denotes the reciprocal of the thermal voltage

of the Schottky diode, and the coefficients αn’s are given by αn = Isγn/n!, with

n = 1, 2, · · · , due to the expansion of the exponential function. By ignoring the

higher-order (larger than two) terms of y j(t), we obtain the output current from the

first diode, as follows

i j(t) ≈
√

2α1µy j(t) cos
(
2π f t + φy j(t)

)
+ 2α2µ

2
y j

(t) cos2
(
2π f t + φy j(t)

)
= α2µ

2
y j

(t) +
√

2α1µy j(t) cos
(
2π f t + φy j(t)

)
+ α2µ

2
y j

(t) cos
(
4π f t + 2φy j(t)

)
. (6.7)

The output current i j(t) at each receive antenna j, is then channeled as input to a

diplexer, which is processed by a LPF and a pass-band filter. As such, the diplexer

successfully separates the low frequency components from the higher ones, as those

described in (6.7).

Specifically, the LPF in the diplexer, removes the high-frequency harmonics at

both f and 2 f and a DC signal

iDC1 j(t) = α2µ
2
y j

(t), (6.8)

appears as one of the outputs of the diplexer. The DC outputs from all the K diplexers

are added with the use of a DC combiner and then channeled to charge the battery

and store the energy. Since a2 is a constant specified by the diode, for convenience

we assume in the sequel that a2 ≈ 1. Furthermore, substituting (6.4) and (6.5) into

(6.3) yields

µ2
y j

=
(
h j

√

Px(t) cos (φ(t) + θ) + nR j(t)
)2

+
(
h j

√

Px(t) sin (φ(t) + θ) + nI j(t)
)2
. (6.9)

For convenience we re-express (6.9) as follows

µ2
y j

(t) = |h j

√

Pxe j(φ(t)+θ) + n j(t)|2. (6.10)

Since planar rotation does not change the statistics of n j(t), (6.10) can be equiva-

lently written as

µ2
y j

= |h j

√

Px + n j|
2. (6.11)

Following our analysis, the suppressed signals from the LPF of the diplexer are

used as the second output of the diplexer from the pass-band filter. Without loss of

generality, we keep only the main harmonic at f and remove the higher harmonics at

2 f , i.e.
√

2α1µy j(t) cos
(
2π f t + φy j(t)

)
. This signal is also used as input to the second

diode.
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Subsequently, the output current of the second diode is now processed by a LPF,

through which all high-frequency harmonic components are removed. As such the

DC signal from a received antenna j, that appears as the output of the second diode

and input of the ADC, is

iDC2 j = α2
1α2µ

2
y j
, (6.12)

where we assume that α2
1α2 ≈ 1. Herein, we note that both the harmonics of f

and 2 f have been removed, while as in the first diode the noise from the rectifier is

considered negligible.

Considering that CSI is not available at the receiver, non-coherent detection is

adopted, while soft decoding is succeeded with the use of ML. As seen in Fig. 6.1,

the decoder of the proposed diplexer-based SWIPT receiver, samples and decodes,

the DC outputs, i.e. iDC2 j , from K diodes. The optimum decision rule, is based on

the observation vector iDC2 = [iDC21 , · · · , iDC2K]. The symbol that yields the maximum

conditioned density f (iDC2 |x) is selected

x̃ = argmax
x∈(0,1)

f (iDC2 |x). (6.13)

Assuming that the noise is independent between different receive antennas, the

distribution can be factored as

f (iDC2 |x) =

j=K∏
j=1

f (iDC2 j |x), (6.14)

where f (iDC2 j |x) denotes the conditional pdf of iDC2 j , considering that x is transmitted.

From (6.11) and (6.12), we notice that iDC2 j is exponentially distributed with pdf

f (iDC2 j) = λxe−λxiDC2 j , (6.15)

where λx denotes the rate parameter and is calculated from

λx = 1/E(iDC2 j) = 1/(Px2 + 1), (6.16)

as such we herein define λ0 = 1 and λ1 = 1/(P + 1).

Therefore, the final decision on the transmitted symbol is based on the following

criterion
j=K∏
j=1

f (iDC2 j |0)
x̃=0
≷

x̃=1

j=K∏
j=1

f (iDC2 j |1). (6.17)
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6.3 Performance Analysis

In this section, we study the performance of the proposed diplexer-based SWIPT

receiver, for the ID and EH.

6.3.1 Symbol Error Rate

As seen in Fig. 6.1 the received RF power at each receive antenna j ∈ [1,K], results in a

DC power signal, iDC2 j which is used for ID. The decoder decides on the transmitted

symbol x̃, with the use of ML and (6.17). As such, we herein calculate the total

probability of error, from the following Lemma.

Lemma 1. The total probability of error for the SWIPT receiver with multiple diplexers is

PD =
1

2Γ(K)

(
γ(K, λ1t) + Γ(K, t)

)
, (6.18)

where

t =
K

(λ1 − λ0)
ln

(
λ1

λ0

)
. (6.19)

Proof. See Appendix B.9. �

6.3.2 Average Energy Harvested

For the computation of the average energy that is being harvested we consider a

conversion efficiency of ζ = 0.7 [195]. As seen in Fig. 6.1, the output from the LPF of

each diplexer, provides at each receive antenna j, a DC output, i.e. iDC1 j , given from

(6.8) and (6.11). All these outputs from the K antennas are summed with the use of a

DC combiner and channeled to the battery for EH. As such the average EH is given

by

QD = ζ

j=K∑
j=1

∑
x∈(0,1)

P(x)E[iDC1 j] =
ζ
2

j=K∑
j=1

∑
x∈(0,1)

∫
∞

0
iDC1 j f (iDC1 j)diDC1 j =

1
2

Kζα2P. (6.20)

We herein note that iDC1 j follows the exponential distribution as iDC2 j and the pdf

is given from (6.15). This is due to the assumption that α2
1α2 ≈ 1. As such from (6.8)

and (6.12) iDC1 j = iDC2 j = µ2
y j

. Furthermore, we assume that the noise introduced by

each rectifier, i.e. n j, is a small constant and thus ignored for the EH.
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Conventional Integrated SWIPT Receiver [20]

Herein, we compare the proposed system model with the solution of an integrated

SWIPT receiver with multiple rectennas, in terms of SER and EH [195]. The received

power signal at each receive antenna of the integrated receiver, activates the rectifier

and provides a DC power signal as output of the LPF. This signal is the same as the

DC output, iDC1 j , in our proposed system model. Thereafter, a splitter is used and

a portion ρ of the DC power signal is used for ID and 1 − ρ for EH, with ρ ∈ (0, 1).

Similarly, the decoder decides on the transmitted symbol x̃, with the use of ML and

soft decoding.

The total probability of error, is derived by using the following Proposition.

Proposition 7. The probability of error, in terms of SER, for the conventional integrated

SWIPT receiver ,with multiple rectennas at the receiver’s side, is given by

PI =
1

2Γ(K)

(
γ(K, λ1ρt) + Γ(K, ρt)

)
. (6.21)

Proof. See Appendix B.10. �

The average EH is derived considering that (1 − ρ) of the DC output form each

receive antenna j, is used for EH. As such, following the same steps as in the proposed

system model of the diplexer-based SWIPT receiver, the average EH is

QI = (1 − ρ)QD =
1
2

(1 − ρ)Kζα2P. (6.22)

6.3.3 Pulse Energy Modulation

For the sake of comparison, we additionally study a different modulation scheme.

It has to be noticed, that the analysis is general for energy detection, while what

changes with the different adopted modulation schemes, is the rate parameters.

More specifically, the modulation scheme used by the transmitter for comparison,

is PEM, with M energy levels. We design our energy pulse based symbol alphabet,

based on equi-spaced amplitudes as in [39]. Specifically, we assume that a set of

M symbols xi ∈ {1d, 2d, . . . ,Md}, are mapped to each energy level, where d is the

distance between the energy pulse based symbols. Therefore, we have

E[x2(t)] =
1
M

M∑
i=1

x2
i =

d2

6
(M + 1)(2M + 1) = 1, (6.23)
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Figure 6.2: SER of the proposed diplexer-based SWIPT receiver compared to con-

ventional integrated SWIPT receiver; for K = 2, 4 and ρ = 0.4.

which results in

d =

√
6

(M + 1)(2M + 1)
. (6.24)

Herein, we need to consider that with PEM, the rate parameters given from (6.16)

are now defined as λxi = 1/(Px2
i + 1) = 1/

(
P(id)2 + 1

)
, with i ∈ [1,M].

6.4 Numerical Results

In this section, we provide numerical results and illustrate the performance of our

proposed system model. Monte-Carlo simulations are carried out and all the out-

comes presented are calculated for 106 iterations.

In Fig. 6.2 we present the performance of the proposed diplexer-based SWIPT

receiver, in terms of SER, by considering K = 2 and K = 4. Furthermore, we com-

pare it with the performance of the conventional integrated receiver with multiple

rectennas. As expected with the increase of the average transmitted power P, the per-

formance for both schemes is enhanced. Furthermore, we note that the performance
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Figure 6.3: EH of the proposed diplexer-based SWIPT receiver compared to conven-

tional integrated SWIPT receiver; K = 2, 4 and ρ = 0.4.

of the diplexer-based SWIPT receiver is superior, for the same number of receive

antennas K. Something that was expected, since in the solution of the integrated

receiver, only a portion ρ of the DC power signal is used for ID.

In Fig. 6.3 we illustrate the performance of the proposed SWIPT receiver in terms

of EH. We show that the diplexer-based SWIPT receiver enhances the average EH,

compared to the integrated SWIPT receiver. This is due to the fact that a portion

(1 − ρ) of the DC signal is used for EH, while in the scheme of the diplexer-based

solution, the DC output from the first diode is used in the whole.

For the sake of comparison, in Fig. 6.4, we illustrate the performance of the

diplexer-based SWIPT receiver, by adopting OOK and PEM, for M = 2 and K = 4.

PEM enhances the average EH, while deteriorates the ID, resulting in error floor.
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Figure 6.4: SER and QD, of the proposed diplexer-based SWIPT receiver for OOK

and PEM; M = 2 and K = 4.

6.5 Conclusion

In this chapter, we study a non-coherent detection scheme for a diplexer-based

SWIPT receiver. More specifically, we consider a topology with K receive antennas,

each one connected to a diplexer. With the adopted system model, we succeed ID

and EH without split of the resources in time, power or spatial domain. Further-

more, with the use of a multiple-antenna receiver, we enhance the performance, both

in terms of ID and EH. In addition, we compare the proposed solution to the con-

ventional integrated SWIPT receiver with multiple rectennas, proving the enhanced

performance. Finally, energy detection is succeeded, with the use of a ML-based soft

decoder, while we compare OOK modulation scheme to PEM. We show that PEM

scheme results in enhanced EH, while deteriorates the ID.
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Chapter 7

Conclusions and Future Directions

7.1 Concluding Remarks

This dissertation studied several challenges faced in the development of a WIPT sys-

tem model with enhanced ID and EH. Based on thorough mathematical analysis and

numerical evaluations, the proposed architectures, achieve enhanced performance,

providing novel solutions for B5G IoT solutions.

First, in Chapter 3, we study a point-to-point integrated SWIPT system model

and propose an sophisticated sequential decoder, achieving non-coherent detection.

In addition, in Chapter 4 we extend our study of integrated SWIPT receiver by

adopting a SIMO topology. We exploit RF and DC combining schemes and we

propose a solution that achieves non-coherent energy detection with the use of a

ML-based soft decoder. As such, in the first two technical chapters, it is shown that

the performance of the conventional single or multiple antenna integrated SWIPT

receiver, is enhanced with the use of tools from communication and signal processing

theory.

In Chapter 5 we propose a novel BackCom solution with multiple antennas at the

BT and prove that with the use of sophisticated physical layer tools the performance

of a traditional WPT solution is enhanced. Finally, in Chapter 6, we propose an

innovative architecture of SWIPT receiver with diplexer-based multiple-antenna

rectification circuits, achieving SWIPT without split of the DC power signal. For all

the proposed schemes, enhanced performance in terms of ID and EH is achieved.

Overall, the main concluding remarks are:

• Energy harvesting is the solution to overcome the challenge of limited battery
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Figure 7.1: Main modules of the PhD dissertation.

lifetime for next generation B5G IoT devices.

• WIPT is one of the promising technologies for handling the explosive growth

of IoT, both in terms of information flow and energy sustainability.

• SWIPT and BackCom are key technologies of WIPT and we mainly focus our

interest.

• Integrated SWIPT architecture is studied in technical chapters 3 and 4, as an

appropriate receiver for B5G IoT solutions. Specifically, the RF to baseband

conversion is replaced by a rectenna, which receives and converts the RF

signal to DC that is used both for ID and EH. Since, the rectification circuit and

LPF are passive devices, the energy consumption for ID is less compared to

conventional SWIPT receivers, that first split the RF signal in the power, time

or space domain and then convert it to baseband signal used for ID.

• In Chapter 3, we propose a sophisticated sequential single antenna integrated

SWIPT receiver. By utilizing tools from communication theory and statistical

signal processing, the proposed single-antenna SWIPT architecture achieves

enhanced performance compared to conventional power-splitting SWIPT re-

ceiver.

• In Chapter 4, we extend our study by investigating a SWIPT architecture with
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Device Requirement
Electronic Watch 1μW

RFID Tag 10μW
Smoke Alarm 1mW

Bluetooth Transceiver 100mW

Figure 7.2: Power requirements for typical B5G IoT devices.

multiple rectennas at the receiver’s side. By exploiting RF and DC combining

schemes, we enhance ID and EH compared to single antenna receivers. Specifi-

cally, the proposed architecture overcomes saturation effects and is appropriate

for scenarios with high received energy. A thorough analysis is obtained, offer-

ing insights on how the performance is affected from the number of rectifiers

and receive antennas, the EH model adopted and the average transmitted

power.

• In Chapter 5 we design a novel BackCom system with multiple antennas at the

BT. With the use of sophisticated physical layer tools we achieve array gains

and ensure diversity. We derive analytical expressions for all the examined

techniques and provide tight bounds, along with asymptotical analysis. A

comparison to the sequential decoder studied in Chapter 3, is provided.

• In Chapter 6 we study an innovative diplexer-based multiple-rectenna scheme

achieving non-coherent detection without splitting the signal in RF or DC do-

main. The proposed design is compared to conventional integrated SWIPT

receiver with multiple rectennas, as a benchmark to the state-of-the-art solu-

tions.

The proposed system models can be adopted from the majority of next generation

B5G IoT solutions, covering completely or partially the energy requirements needed

(see Fig. 7.2), while at the same time supporting the need of information flow with

small data rates.

7.2 Future Work

There are several possible extensions of the work presented in this thesis.

105

Elen
i G

ou
de

li



• Extend current system models: MIMO systems are attractive to WIPT solu-

tions, in order to enhance the system’s overall efficiency. In this PhD disserta-

tion and chapters 3, 4 and 6, the considered adopted topologies are SISO and

SIMO, respectively. As such, an interesting direction for future work would be

the extension to a MIMO architecture. Specifically, except from the enhanced

performance in ID and EH, it could also be examined and taken into con-

sideration the correlation of the received antenna elements. Most previously

published works on WIPT networks suppose uncorrelated fading antennas

and the impact of arbitrary correlation structure of the antennas on the system

performance, has not been thoroughly explored yet. Analyzing the effect of

spatial fading correlated antennas on the system performance is of theoretical

and practical significance.

Same approach could be considered for the BackCom topology in chapter 5,

considering multiple antennas at the RN. Furthermore, the direct link between

the source and the RN was assumed that due to deep scattering and obsta-

cles, was not feasible. The RN in ambient backscatter solutions, suffers from

direct link interference from the ambient signals, which adversely affects the

detection performance and consequently limits the transmission range. As

such, studying the direct link between the source and the RN in our proposed

bistatic solution, is an interesting extension for future research.

Furthermore, the EH SWIPT solutions in chapters 3, 4 and 6, were modeled

using a linear or CLC EH model with a constant RF to DC conversion efficiency

for a specific range of input RF power. While this assumption may be valid

for a certain range, it should be more accurate to capture the rectifier’s non-

linearity and the dependence of the harvested DC power on the shape of the

input RF signal, by adopting a nonlinear EH model, such as the ones proposed

in Appendix A.3.

Finally, as already described in many parts throughout this PhD dissertation,

there are several state-of-the-art experimental setups and prototypes of both

WPT and WIPT that validate the theoretical works in the literature [196], [197].

Highlighted key features, such as beamforming, waveform, multiantenna, IRS,

channel acquisition, and signal optimization, are developed from different

laboratories and universities around the world. An interesting extension of
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of this PhD dissertation, is to experimentally validate some of the proposed

system models and theoretical results.

• Machine Learning: IoT is going to connect billion of devices ranging from

high-end devices to sensors, actuators, smartphones, tablets, wearable, home

appliances, vehicles, and many more to the Internet [198]. A huge amount

of data is generated via such connected devices. In order to extract the rel-

evant hidden knowledge, machine learning is required. Despite advances in

communication and optimization theories, many systems subject to nonlinear

responses are unknown in terms of their optimal behavior (e.g. capacity) and

signal/system design. WPT and WIPT are instances of such systems. Their

designs face problems that cannot be mathematically formulated and/or for

which no efficient solutions exist. The lack of tractable mathematical models of

the rectenna, and more generally of the entire WPT chain (transmitter-receiver,

including high power amplifier), as well as algorithms to solve WPT/WIPT sig-

nal/system optimizations in general settings is a bottleneck towards efficient

WPT/WIPT designs. In this regard, machine learning is instrumental since it

can be used to circumvent these modeling and algorithmic challenges.

Specifically, authors in [199], propose a novel design for a practical rate-splitting

multiple access receiver based on model-based deep learning methods, which

aims to unite the simple structure of the conventional SIC receiver and the

robustness and model agnosticism of deep learning techniques. The proposed

receiver is evaluated in terms of symbol error rate, throughput performance

and average training overhead. Also, a comparison with the SIC receiver, with

perfect and imperfect CSI, is given. Results reveal that the proposed receiver

outperforms by a significant margin the SIC receiver with imperfect CSI, due

to its ability to generate on demand non-linear symbol detection boundaries in

a pure data-driven manner. Furthermore, in [200], authors study a real WPT

system which is accomplished in experimental field. The mobile RF wireless

transmitter can charge the nearby harvested energy enabled IoT devices, by

finding the optimal path to charge them in the optimum time. The reinforce-

ment learning is applied to determine both the order of the IoT devices to be

charged and the shortest path for the robot to drive from one IoT device to an-

other. Finally, authors in [201], overview two different design methodologies:

107

Elen
i G

ou
de

li



the model and optimize approach relying on analytical system models, modern

convex optimization, and communication/information theory, and the learn-

ing approach based on data-driven end-to-end learning and physics-based

learning. They discuss the pros and cons of each approach, especially when

accounting for various nonlinearities in wireless-powered networks, and iden-

tify interesting emerging opportunities for the approaches to complement each

other.

As such, an interesting approach of this PhD dissertation would be an extension

of our proposed system models with the use of machine learning techniques

and comparison to the derived performance in terms of ID and EH. Specifically,

ML techniques could be used in Chapter 5, at the RN, in order to estimate the

CSI and compare it to conventional techniques with the use of training symbols.

Furthermore, in Chapter 4, ML could be used at the proposed integrated SWIPT

receiver, to estimate and approach a more realistic model for the strong non-

linearities imposed by the rectifiers and the RF-to-DC conversion. In this PhD

dissertation a piece-wise linear model is used, taking into consideration the

rectifiers’ sensitivity and saturation effects along with the average received

power.

• Intelligent Reflecting Surface: IRS has recently emerged as a promising tech-

nique that adapts the propagation environment to enhance the spectrum and

energy efficiency. In practice, an IRS consists of multiple individual sub-

wavelength reflecting elements to adjust the amplitude and phase of the incom-

ing signal (i.e., passive beamforming). Different from the relay and backscatter,

the IRS assists the primary transmission using passive components with negli-

gible thermal noise but is limited to frequency-dependent reflection. In [126] an

IRS-assisted multiple-input single-output (MISO) system and jointly optimized

the precoder at the access point and the phase shifts at the IRS to minimize the

transmit power. The hardware architecture, design challenges, and application

opportunities of practical IRS were covered in [202]. In [203], a prototype IRS

with 256 2-bit elements based on positive intrinsic-negative diodes was devel-

oped to support real-time video transmission at GHz and mmWave frequency.

The authors in [204] propose an IRS-aided SWIPT system where a multi-carrier

multi-antenna access point transmits information and power simultaneously,
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with the assist of an IRS, to a single-antenna user equipment employing prac-

tical receiving schemes. Considering harvester nonlinearity, they characterize

the achievable rate-energy region through a joint optimization of waveform,

active and passive beamforming based on the CSI at the transmitter. [205],

authors discuss how IRS can be incorporated in BackCom system to realize the

future green and ubiquitous communication for IoT applications.

As such, IRS can be incorporated in SWIPT and BackCom solutions, while

an interesting future direction of this dissertation, would be to elaborate on

the potential improvements than can be achieved. In general, IRS could be

used likewise as the multi-antenna solutions that we introduced, to overcome

short coverage, enhance transmission range, improve energy efficiency achiev-

ing higher performance gains and enhance the detection performance at the

receiver. The proposed system model in Chapter 5, could replace the multi-

antenna BT with the use of an IRS and compare the two solutions in terms of

EH. Furthermore, the enormous passive beamforming gains brought by IRS

highly depend on the availability of CSI, which is quite challenging to acquire

since passive IRS elements and backscatter devices lack signal processing capa-

bilities. Thus, only the DBC can be estimated at the backscatter receiver, which

makes the channel estimation schemes available for conventional IRS-assisted

systems inapplicable. Therefore, novel schemes need to be developed for chan-

nel estimation , which may be combined with ML techniques, as mentioned in

the previous point.
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Appendix A

A.1 Separated receiver architectures

Time Domain (TS): As shown in Fig. 1.4 i), the SWIPT receiver switches in time

between ID and EH [206]. In this case, the signal splitting is performed in the

time domain and thus the entire signal received in one time slot is used either for

information decoding or power transfer. The TS scheme is simple for hardware

implementation at the receiver but it requires accurate time synchronization with

the transmitter to avoid possible information loss. Furthermore, the switching in

time is governed by a scheduling algorithm that is synchronized with the transmitter

and is typically based on the channel quality [207], [208].

Power Domain (DPS): As shown in Fig. 1.4 ii), the SWIPT receiving antenna is

connected to a power splitter, which splits the received signal into two streams of

different power level. Specifically, one stream with power level, 1 − ρ, is fed to the

energy harvester and the rest of the stream with power level, ρ, is fed to the infor-

mation decoder. Unlike the TS scheme, the DPS allows simultaneous information

decoding and energy harvesting. Therefore, it is more suitable for applications with

critical information/energy or delay constraints. The PS ratio may be adapted based

on the CSI at the tag [148]. However, a power splitter with a dynamically adjustable

PS ratio is more difficult to realize, compared to dynamically adjusting the TS of a

SWIPT receiver.

Spatial Domain (AS): As shown in Fig. 1.4 iii), the AS scheme dynamically

switches each antenna element between decoding/harvesting to achieve SWIPT in

the spatial domain. These connections dynamically change based on the channel

variations [209]. The input signals are then combined via an RF combiner for the in-

formation decoder and via an RF or DC combiner for the energy harvester [88], [210].
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AS is easy to implement but it is necessary to use multiple antennas at the tag, which

may not be feasible for small wireless powered devices such as sensors. Further-

more, the AS scheme requires the solution of an optimization problem, in order to

decide the optimal assignment of the antenna elements for ID and EH. Therefore,

optimal AS suffers from high complexity. As a consequence, low-complexity AS

mechanisms have been devised which use the principles of generalized selection

combining (GSC) [209].

A.2 Receiver using RF diplexer

In this section, we show how the same RF received signal can be used to both harvest

energy and decode information. The key this implementation is the use of RF

diplexers that implement frequency-domain multiplexing. Diplexers are common

and important devices in wireless system front-end circuits. However, they are

usually used to allow two radio receivers to operate simultaneously on different,

widely separated, frequency bands [211]. In SWIPT, the requirement is different: the

low frequency signals should be separated from higher frequency signals, as such

the low-pass band-pass diplexers are needed.

Assume that two ports (e.g., L and H) are multiplexed onto a third port (e.g., S).

The signals on ports L and H occupy disjoint frequency bands. Consequently, the

signals on L and H can coexist on port S without interfering with each other. Note

that a diplexer is a different device from a power splitter. The ports of a diplexer

are frequency selective; the ports of a splitter are not. There is also a power loss

difference - a power splitter takes all the power delivered and equally divides it

between the output ports. A diplexer does not.

By reversing the input and output of RF diplexers allow us to separate the low

frequency signals from higher frequency signals as depicted in the diplexer-based

receiver in Fig.1.6. By substituting the down-convertor by dual diode, the receiver

architecture consumes less power by avoiding the use of active components, which

is critical for low-power consumption communication networks.
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A.3 Non-linear EH models

The following described EH models aim at providing mathematical tools that help

in the design and/or analysis of WIPT systems, taking into consideration the non-

linearity imposed by the rectifiers.

•. Nonlinear Normalized Sigmoid Model: The model was proposed and ex-

plored in [212] - [216] and it does not account for harvesters’ sensitivity. The

harvested power is expressed by a sigmoid model as

PDC
∆
=

c0
1+exp (−a0(PRF−b0))) −

c0
1+exp (a0b0)

1 − 1
1+exp (a0b0)

. (A.1)

The PDC is determined by three real numbers a0, b0, and c0, that capture the

joint effects of various nonlinear phenomena caused by the rectifying circuit

and control the steepness of the linear model between PDC and PRF. A similar,

sigmoid model accounting however for Psen was proposed in [217], where the

harvested power is modeled as

PDC
∆
= max

{
c1

exp (−a1Psen + b1)

(
1 + exp (−a1Psen + b1)
1 + exp (−a1PRF + b1)

− 1
)
, 0

}
. (A.2)

•. Second Order Polynomial Model: This model is based on a second degree

polynomial [218]. The harvested power can be expressed as

PDC
∆
= a2P2

RF + b2PRF + c2. (A.3)

In order for the model to encompass the sensitivity of the rectifier, it can be

modified as

PDC
∆
= a3(PRF − Psen)2 + b3(PRF − Psen). (A.4)

The parameters of the model are a3, b3 and Psen.

•. Curve Fitting Models: In [219], after examining dozens of practical energy har-

vesters, the power conversion efficiency of the energy harvester was given as a

function of the input power h(PRF) =
p2P2

RF+p1PRF+p0

q3P3
RF+q2P2

RF+q1PRF+q0
, where p0, p1, p2, q0, q1, q2, q3

are constants determined by curve- fitting. Thus, the input-output relationship

will be

PDC
∆
=

p2P3
RF + p1P2

RF + p0PRF

q3P3
RF + q2P2

RF + q1PRF + q0
. (A.5)
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Unlike the linear model where the output power increases linearly with the

input power, the output power of the nonlinear model actually approaches

an upper limit of p2/q3 when the input power increases, due to the nonlinear

distortion or saturation. However, this model is not mathematically tractable

for the derivations of the pdf and the cumulative distribution function (CDF).

Thus, authors in [220] propose a simpler nonlinear model as

PDC
∆
=
αPRF + b
PRF + c

−
b
c
, (A.6)

whereα, b, c are constants determined by standard curve fitting, similar to [219].

•. Piece-Wise Linear Models: In [221] several piece-wise linear EH models are

investigated. In the literature it has been shown [222], that a piece-wise linear

EH model divides the RF-to-DC power transfer function into a constant zero

DC output that accounts for the rectifier’s sensitivity, a linear region, and

potentially a constant saturation region, as follows

PDC
∆
=


0, if PRF < Psen,

ζ(PRF − Psen), if Psen ≤ PRF < Psat,

ζ(Psat − Psen), if Psat ≤ PRF.

(A.7)

This can be generalized to a piece-wise linear model with as many linear regions

as needed to fit a certain simulated/measured circuit response [160]. Modeling

is done through points between harvester’s sensitivity and saturation charac-

teristics. Given a set of J + 1 data pairs of input power and corresponding

harvested power, denoted as {q j}
J
j=0 and {v j}

J
j=0, respectively, slopes l j

∆
=

v j–v j–1

q j–q j–1
,

j ∈ [J] are defined, where [J] ∆
= {1, 2, ..., J}. Modeling sensitivity and saturation

characteristics is done through points q0 = Psen and qJ = Psat. Having those

slopes, the harvested power is given by

PDC
∆
=


0, if PRF ∈ [0, q0],

l j(PRF − q j−1) + v j−1, if PRF ∈ (q j−1, q j], ∀ j in[J]

v j, if PRF ∈ [qJ,∞).

(A.8)

The energy harvested is defined using 2(J + 1) real numbers, easily available

from harvesters’ specifications; thus, determining energy harvested is straight-

forward, without any tuning.

114

Elen
i G

ou
de

li



A.4 Diode’s Main Circuit Parameters

Diode’s Turn-on (Threshold) Voltage: The turn-on or threshold voltage of a diode is

the built-in voltage barrier in the diode junction. Only when the voltage drop across

the diode junction is larger than the diode’s turn-on voltage, the diode conducts

current. Among the most common diodes is the Schottky [224]. In this thesis, we

refer to this threshold as a sensitivity level.

Diode’s Saturation Current: The diode’s saturation current is a very small

amount of leakage current that flows through the diode in the reverse direction.

Basically, it is the limiting current such that further increase of voltage produces

no further increase in current [225]. In this thesis, we refer to this threshold as a

saturation level.

Diode’s Reverse Breakdown Voltage: When the reverse-bias voltage across the

diode junction exceeds the diode’s reverse breakdown voltage, a significant amount

of reverse current will pass through the diode. This mode of operation is known as

breakdown region of the diode.

Diode’s Internal Resistance: A diode is characterized by an internal resistance

which is in series with the diode’s junction. Part of the power flowing through the

diode dissipates in this resistance.

Diode’s Junction Capacitance: A diode includes a junction capacitance which

is in parallel to the diode’s junction. The diode’s junction capacitance limits its

maximum operating frequency.

A.5 Viterbi Algortithm

A maximum-likelihood detector searches over all possible input sequences using

an efficient recursive algorithm known as the Viterbi algorithm. A trellis is used to

represent all possible input sequences, as shown in Fig. A.1. Each path through

the trellis represents a different binary input sequence. A trellis that extends for n

sampling times contains unique paths for all 2n possible input sequences.

Each branch in the trellis has associated with it an input symbol xi, an ideal

value yi, and a branch metric equal to (ri–yi)2. The sum of the branch metrics along

a path, referred to as the path metric, represents the squared Euclidean distance

between the received samples and the ideal samples associated with that path. The
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Figure A.1: A four-state trellis diagram.

branch metrics can be simplified by noting that r2
i is common to all the branch

metrics. Consequently, minimizing the squared Euclidean distance is equivalent to

minimizing:
n∑

i=1

(ri–yi)2
− r2

i =

n∑
i=1

2riyi + y2
i . (A.9)

The Viterbi algorithm systematically eliminates those paths that cannot be part of

the most likely path because they diverge and remerge with another path that has a

smaller path metric. Since all other paths have been eliminated, a ML detector only

needs to keep track of the minimum metric path leading to each state at the current

sampling time. The metric of the minimum metric path is commonly referred to as

the state metric. When the current sample is received, path metrics for the two paths

leaving each state at the previous sampling time are calculated by adding branch

metrics to state metrics. Then, the two path metrics entering each state at the current

sampling time are compared and the path with the minimum metric is selected as

the survivor path. After all n samples have been received, the path with the overall

minimum path metric is selected as the most likely path and the input sequence

associated with that path is the maximum-likelihood sequence estimate x̃.

A.6 Maximum Likelihood

In statistics, maximum likelihood estimation is a method of estimating the parame-

ters of a probability distribution by maximizing a likelihood function, so that under

the assumed statistical model the observed data is most probable. The point in

the parameter space that maximizes the likelihood function is called the maximum
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likelihood estimate. The ML detector is a special case of the maximum a posteriori

probability detector, which is the optimum decision rule based on the observation

vector y. The a posteriori probabilities are defined as

p(s|y),∀s ∈ S, (A.10)

where S is the modulation alphabet. The maximum a posteriori probability detector

is based on the selection of the signal that yields the maximum a posteriori portability.

From Bayes rule we have that

p(s|z) =
f (y|s)p(s)

f (y)
, (A.11)

where f (y|s) is the probability density that a specific s will lead to the observation

y. If we assume that the a priory probability p(s), that a specific s was sent, is

constant for any s, i.e. s is uniformly distributed, the computation of the a posteriori

probabilities depends only on the conditional densities f (y|s), since the probability

density f (s) is fixed for a given s. The ML criterion is based on the selection of

the signal that yields the maximum conditioned density f (y|s). Consequently, for

uniform s, we have that

ŝML = argmax
s∈S

p(s|y) = argmax
s∈S

f (y|s), (A.12)

and the ML and maximum a posteriori probability detectors are equal.

A.7 Alamouti scheme

The most basic form of the Alamouti scheme is designed to transmit symbols using

two transmit antennas to a single receive antenna, as illustrated in Fig. A.2.

Table A.1: Alamouti space-timecoding.

Transmit time Antenna 1 Antenna 2

t s1 s2

t + Ts −s∗2 s∗1

Alamouti space-time coding is defined in Table A.1. This table shows how a

sequence of two symbols, s1 and s2, is encoded using Alamouti coding. At some

instant of time, t, symbol s1 is transmitted from transmit antenna 1 and symbol s2

is transmitted from the second transmit antenna. During the next symbol interval
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Figure A.2: A 2 × 1 Alamouti communication system.

period at time t + Ts , the symbols −s∗2 and s∗1 are transmitted from antennas 1 and 2,

respectively. This demonstrates how Alamouti coding involves coding in both the

spatial and time dimensions; hence, it is an example of a space-time code.
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Appendix B

B.1 Calculation of probability of error

The probability of error deciding symbol xi+1 when symbol xi is transmitted, is

directly related with the probability that the received signal yxi+1 is higher than yxi ,

which results in

fY(yxi) ≤ fY(yxi+1), (B.1)

where fY(yxi) denotes the pdf of the received signal y. From (3.5), the channel power

gain follows an exponential distribution and the rectifier noise follows a normal

distribution. Therefore, y follows an exponentially modified Gaussian (EMG) dis-

tribution, with pdf [223]

fY(yxi) =
λi

2
exp

(
λi

2

(
2µ + λiσ

2
− 2yxi

))
× erfc

(
µ + λiσ2

− yxi
√

2σ

)
, (B.2)

where µ and σ2 are the mean and the variance of the Gaussian component, respec-

tively. In our case µ = 0 and σ2 = 1/2, since we are interested only in the real part

of the complex Gaussian noise n2. Furthermore, we assume that the symbols xi are

equally probable transmitted and λi is the rate of the exponential component, which

in our case is λi = 1
(2Eavex2

i ) .

In order to define P(ei→i+1), when i < M, we need to calculate the probability of

(B.1). Consequently,

P(ei→i+1) =

∫
∞

c1

fY(yxi)dyxi , (B.3)

where c1 is derived when equality holds for (B.1). In other words, c1 returns the

value of y, where the pdfs of the received signals for the transmitted symbols xi and

xi+1 intersect. Respectively, for i > 1, P(ei→i−1) can be calculated as

P(ei→i−1) =

∫ c2

0
fY(yxi)dyxi , (B.4)

subject to fY(yxi) ≤ fY(yxi−1) and given that c2 is derived when equality holds.
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B.2 Proof of Theorem 1

From (6.15) and taking into consideration the cumulative density function, we herein

calculate the probabilities regarding the DC output from an antenna i. Specifically,

the probability of DC output being in the sensitivity area is calculated by taking into

consideration that the received RF power signal is less than the sensitivity level, umin,

therefore the rectifier is not activated resulting in ki = 0. As such

P(uDC
i < umin) = FuDC

i
(umin) = 1 − e−λ

DC
x umin . (B.5)

Furthermore, the probability of the DC output belonging to the linear area, is

interwoven with the probability that the received RF power signal is higher than the

sensitivity level, umin and less than the saturation level, umax. As such, based on the

level of the received power signal kli ∈ [1,K] rectifiers are activated. Therefore

P
(
umin + (kli − 1)umax ≤ uDC

i < kliumax

)
= FuDC

i
(umax) − FuDC

i
(umin)

= e−λ
DC
x kli umax

(
e−λ

DC
x (umin−umax)

− 1
)
. (B.6)

In addition, the probability that the received RF power signal is at such levels

that results in activating ksi ∈ [1,K − 1] rectifiers in the saturation area, is calculated

as

P
(
ksiumax ≤ uDC

i < ksiumax + umin

)
= FuDC

i
(umax + umin) − FuDC

i
(umax)

= e−λ
DC
x ksi umax

(
1 − e−λ

DC
x umin

)
. (B.7)

Finally, the probability of activating all the rectifiers in the saturation area follows

P(Kumax ≤ uDC
i ) = FuDC

i
(Kumax) = e−λ

DC
x Kumax . (B.8)

Therefore the probability regarding the DC outputs from N receive antennas,

given that x was transmitted and assuming that Nsen out of N antennas are in the

sensitivity area, NL out of N antennas in the linear area, Nsat1 and Nsat2 out of N

antennas in the saturation area, follows

PN(x) =
(
P(uDC

i < umin)
)Nsen(

P(Kumax ≤ uDC
i )

)Nsat2

×

NL∏
li=1

P
(
umin + (kli − 1)umax ≤ uDC

i < kliumax

)
×

Nsat1∏
si=1

P
(
ksiumax ≤ uDC

i < ksiumax + umin

)
. (B.9)

With the use of probabilities from (B.5), (B.6), (B.7), (B.8) and the appropriate calcu-

lations, we derive (4.21) in Theorem 1.
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B.3 Proof of Theorem 2

From (4.24) and (4.25), it is clearly noticed that z is the sum of NL independent and

identically distributed random variables. Furthermore, these variables are expo-

nentially distributed with the same rate parameter, i.e. λDC
x . As such, by consider-

ing [226, Ch.1.8.7], we conclude that z follows the Erlang distribution, which results

in

P(Z < zk) =

∫ zk

zmin

(
λDC

x

)NL
(z − zmin)NL−1

Γ(NL)
e−λ

DC
x zdz

(a)
=

e−λDC
x zmin

Γ(NL)
γ
(
NL, λ

DC
x (zk − zmin)

)
,

(B.10)

and

P(Z > zk) =

∫ zmax

zk

(λDC
x )NL(zmax − z)NL−1

Γ(NL)
e−λ

DC
x zdz

(b)
=

e−λDC
x zmax

Γ(NL)
γ
(
NL, λ

DC
x (zmax − zk)

)
,

(B.11)

where (a) and (b) follow from integrating by substituting variables z−zmin and zmax−z

with variable w, respectively. Furthermore

zmin = NLumin +

NL∑
li=1

(kli − 1)umax, (B.12)

zmax =

NL∑
li=1

kliumax, (B.13)

zk = kl1umax +

NL∑
li=2

(
umin + (kli − 1)umax

)
, (B.14)

while zk follows from the individual limits of each independent random variable uli

in the sum of z. Taking into consideration that 1 ≤ NL ≤ N and kli ∈ [1,K] we define

umin ≤ zmin ≤ Numin + N(K − 1)umax, (B.15)

umin + umax ≤ zmax ≤ NKumax, (B.16)

umin + umax ≤ zk ≤ NKumax − (N − 1)(umax − umin). (B.17)

Consequently, depending on the values of t from (4.25), we proceed accordingly

with the calculation of probability of error for z, i.e. Pe,z(x). Specifically, we recognize

the following two cases.
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• if zmin < t ≤ zk: The probability of error is

Pe,z(0)
(c)
= P(t <z≤ zk|x = 0)

(d)
+ P(zk < z ≤ zmax|x = 0), (B.18)

and

Pe,z(1)
(c)
= P(zmin<z≤ t|x = 1), (B.19)

where (c) follows from (B.10) and (d) from (B.11).

• if zk < t ≤ zmax: The probability of error is

Pe,z(0)
(e)
= P(t < z ≤ zmax|x = 0), (B.20)

and

Pe,z(1)
( f )
= P(zmin < z ≤ zk|x = 1)

(e)
+ P(zk < z ≤ t|x = 1), (B.21)

where (e) follows from (B.11) and ( f ) from (B.10).

Therefore, by taking into consideration the transmitted symbol x, the ML cri-

terion and all possible combinations and ordering of Nsen,NL,Nsat1,Nsat2, the total

probability of error is calculated as follows

PDC
e = P(x = 0)

M∑
m=1

CmPe,z(0)
Nsat1∏
si=1

P
(
ksiumax ≤ uDC

i < ksiumax + umin

)
×

(
P(uDC

i < umin)
)Nsen(

P(Kumax ≤ uDC
i )

)Nsat2

+ P(x = 1)
M∑

m=1

CmPe,z(1)
Nsat1∏
si=1

P
(
ksiumax ≤ uDC

i < ksiumax + umin

)
×

(
P(uDC

i < umin)
)Nsen(

P(Kumax ≤ uDC
i )

)Nsat2
. (B.22)

Then, the final expression in Theorem 2 can be easily obtained, by taking into

consideration Pe,z(x) from (B.18), (B.19), (B.20) and (B.21), with the appropriate sub-

stitutions from (B.5), (B.7), (B.8) and (B.10) or (B.11).

B.4 Proof of Theorem 3

By taking into consideration (4.31), the probability of error is given by

PRF
e = P(uRF > zRF|x = 0) + P(uRF < zRF|x = 1)

(g)
= P(uRF < umin|x = 1)

(h)
+

K∑
k=1

P((k − 1)umax + umin ≤ uRF < zRF|x = 1)
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+

K∑
k=1

P(zRF ≤ uRF < kumax|x = 0)
(i)
+

K−1∑
k=1

P(kumax ≤ uRF < kumax + umin|x = x̃′)

+ P(uRF > Kumax|x = 0), (B.23)

where (g) follows considering that the DC output signal is in the sensitivity area, (h)

in the linear, and (i) in the saturation area. With the use of (B.5), (B.6), (B.7), (B.8) and

the appropriate calculations, Theorem 3 is derived.

B.5 Experimental Results

For the comparison with the theoretical model presented in Chapter 4, the circuits

for N = 1, K = 1, 2 were experimentally tested using voltage doubler topologies.

The implementation was achieved by the lab of antennas and microwaves of Fred-

erick university, who herein provided us with the following experimental results.

The research group’s objective is to advance research and education in the areas

of microwave/RF circuits, antennas and applied electromagnetics. They focus on

applying fundamental principles to practical problems related to communications,

Biomedicine and sensing. The experimental results provided, were co-funded from

EXCELLENCE/1216/0376 (SWITCH) project.

Specifically, for K = 2, a 3dB Wilkinson power divider was used and for the single

and dual branch rectifiers, a low loss substrate, Rogers RT/duroid 5880. Lumped

components available in Colilcraft’s ADS library were used to match the rectifiers

in the ISM band. The circuits can be seen in Fig. B.1. For testing purpose, the

R&S R©SMF100A microwave signal generator was connected directly to the input of

the circuit and was used to generate the input signals. The input OOK signal with

AWGN was created from the generator and the rectified DC voltage was measured

on the optimized ohmic load using a DMM. The efficiency was measured on the

optimized load for N = K = 1 and for N = 1 and K = 2 when a voltage combiner,

Fig. B.2 topology was used for the termination load.

The measured results in Fig. B.1, indicate that the efficiency depends on the

input power non-linearly. As expected there is a peak value before the saturation

voltage and subsequently, the efficiency drops rapidly. The nonlinear dependence

of the efficiency with respect to the input power is the main cause of the discrep-

ancies between the theoretical model which uses a fixed efficiency, α = 0.7, and the
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Figure B.1: Comparison of efficiencies.

Figure B.2: Output power of circuit for N = 1, K = 1, 2.

measurements where the non-linearity of the efficiency prevails. Fig. B.2 presents

the simulated rectified DC power on selected termination loads which has consis-

tent behavior with the numerical results presented in Fig. 4.4. Eventually, after the

saturation of the rectified voltage, the DC power for N = 1,K = 2 is approximately

double the power for the N = 1,K = 1 case.
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B.6 Proof of Proposition 4

Substituting (5.16) and (5.17) into (5.15), and assuming for a given DBC

Pr(x` → x̂ ˆ̀|F`) = Pr

‖n‖2 >
∣∣∣∣∣∣
∣∣∣∣∣∣n +

√

P

 Lu∑
i=1

h`i g`ix −
Lu∑
i=1

ĥ`i ĝ`i x̂


∣∣∣∣∣∣
∣∣∣∣∣∣
2

= Pr


√

P
2

∣∣∣∣∣∣∣
Lu∑
i=1

h`i g`ix −
Lu∑
i=1

ĥ`i ĝ`i x̂

∣∣∣∣∣∣∣
2

< B

 , (B.24)

where

B = −<

{
n

 Lu∑
i=1

h`i g`ix −
Lu∑
i=1

ĥ`i ĝ`i x̂

 } − ={n

 Lu∑
i=1

h`i g`ix −
Lu∑
i=1

ĥ`i ĝ`i x̂

 }, (B.25)

so

σ2
B =<

{
σ2

n


∣∣∣∣∣∣∣

Lu∑
i=1

h`i g`ix −
Lu∑
i=1

ĥ`i ĝ`i x̂

∣∣∣∣∣∣∣
2

}
+ =

{
σ2

n


∣∣∣∣∣∣∣

Lu∑
i=1

h`i g`ix −
Lu∑
i=1

ĥ`i ĝ`i x̂

∣∣∣∣∣∣∣
2

}
, (B.26)

where <{n} and ={n}, represent the real and imaginary parts of the AWGN n,

respectively with<{n}, ={n} ∼ N(0, 1
2 ). Thus (B.24) becomes

Pr(x` → x̂ ˆ̀|F`)

= Q


√

P‖
∑Lu

i=1 h`i g`ix −
∑Lu

i=1 ĥ`i ĝ`i x̂‖
2

2
√

1
2‖

∑Lu
i=1 h`i g`ix −

∑Lu
i=1 ĥ`i ĝ`i x̂‖2


= Q


√

P‖
∑Lu

i=1 h`i g`ix −
∑Lu

i=1 ĥ`i ĝ`i x̂‖2

2


= Q


√√√
γ̂‖[‖

] Lu∑
i=1

h`i g`ix −
Lu∑
i=1

ĥ`i ĝ`i x̂

2
 = Q

(√
γn

)
, (B.27)

where γ̂ = P
2 . In order to further proceed with the derivation of (5.18), we calculate

the expected value of (B.27), by integrating it for all the possible values of F`, resulting

in

Pr(x` → x̂ ˆ̀|q) = E[Pr(x` → x̂ ˆ̀|F`)] ≤
∫
∞

0
Q

(√
γn

)
f (γn)dγn, (B.28)

where f (γn) is the pdf of γn given by (5.19), as a function of q, which is a non-negative

integer. The inequality in (B.28) results from the following assumption. Depending

on the estimated pair symbol (x` → x̂ ˆ̀), γn may result as a sum of either correlated

or independent channels. For mathematical tractability and specifically for the case
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of the correlated channels, we consider an upper bound with good results as proved

in [52], assuming that all the terms consisting of γn are independent. Taking into

consideration that x ∈ C, the real and imaginary parts of the terms consisting the

norm of γn are rounded to the nearest integer. In addition, it has to be noted that due

to the scaling property of a normal distribution, imaginary terms of γq, i.e. − jh`i g`i ,

may be treated as h`i g`i , while negative terms i.e. −h`i g`i may be treated as h`i g`i .

Hence the expression of Proposition 4 is derived.

B.7 Proof of Proposition 5

In our study of GSMA technique, the number of active antennas is Lu = 2 and we

apply Alamouti OSTBC. The PEP for a given F`, is given with the use of [183, Eq.(21)]

as

Pr(X→ X̂|F`) = Q


√

P
2

∥∥∥F`(X − X̂)
∥∥∥2

 . (B.29)

Following the analysis in [227, Ch.7], we define a new matrix A = (X − X̂)(X − X̂)H.

Because A is Hermitian, we can apply an eigenvalue decomposition and rewrite it,

as A = UΛUH, where U is a unitary matrix and Λ is a diagonal matrix with diagonal

elements equal to the eigenvalues of the matrix A. With the proper substitutions

and calculations, we have∥∥∥F`(X − X̂)
∥∥∥2

= F`UΛUHFH
` =

Lu∑
i=1

λi

∥∥∥βi

∥∥∥2
, (B.30)

where λi’s are the eigenvalues of the matrix A, calculated from ‖A − λI‖2 = 0. In

addition, βi are the beta terms, which are functions of the DBC matrix and from (a)

in (B.36), are given as βi =
∑Lu

j=1 u jih` j g` j , with i ∈ (1,Lu) . Without loss of generality,

we assume that the codewords are chosen as

X =
(
x1 x2 02×(L−2)

)
, (B.31)

and

X̂ =
(
x̂1 0 x̂2 02×(L−3)

)
exp( jθ), (B.32)

where j =
√
−1 is the imaginary number and with 0i× j we denote a small zero of i

lines and j columns.

Then the matrix A is given as

A =

 x1 − x̂1 exp( jθ) x2 −x̂2 exp( jθ) 01×(L−3)

−x∗2 + x̂2
∗ exp( jθ) x∗1 −x̂1

∗ exp( jθ) 01×(L−3)
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×



x∗1 − x̂∗1 exp(− jθ) −x2 + x̂2 exp(− jθ)

x∗2 x1

−x̂∗2 exp(− jθ) −x̂1 exp(− jθ)

0(L−3)×1 0(L−3)×1


(B.33)

=

k−
x1x̂∗1

exp( jθ)−x∗1x̂1 exp( jθ) x1x̂2
exp( jθ) +x2x̂1 exp( jθ)

x̂∗1x∗2
exp( jθ) +x∗1x̂∗2 exp( jθ) k− x∗2x̂2

exp( jθ)−x2x̂∗2 exp( jθ)

 , (B.34)

where k =
∑2

i=1

(
‖xi‖

2 + ‖x̂i‖
2
)
. Calculating, the eigenvalues λ1 and λ2, based on the

estimated x̂1, x̂2 and the angle θ, we can proceed by solving the following system

A

 u11

u21

 = λ1

 u11

u21

 ,
A

 u12

u22

 = λ2

 u12

u22

 , (B.35)

which results in calculating the elements u ji ∈ C of the unitary matrix U. With the use

of existing numerical tools such as eig(·) function in Matlab [146], we can calculate

reliably and efficiently the eigenvalues λi’s of the matrix A and the u ji terms of the

unitary matrix U. Therefore, (B.29) becomes

Pr(X→ X̂ | F`)

(a)
= Q


√√√√

P
2

Lu∑
i=1

λi

∥∥∥∥∥∥∥
Lu∑
j=1

u jih` j g` j

∥∥∥∥∥∥∥
2


= Q
(√

P
2

(
λ1‖u11h`1 g`1 + u21h`2 g`2‖

2 + λ2‖u12h`1 g`1 + u22h`2 g`2‖
2
) 1

2

)
= Q

(√
P
2

(
λ1‖u11‖

2
‖h`1 g`1 + a3h`2 g`2‖

2 + λ2‖u22‖
2
‖a4h`1 g`1 + h`2 g`2‖

2
) 1

2

)

= Q(
√
γ1 + γ2), (B.36)

where a3 = u21
u11

, a4 = u12
u22

, γ̂1 = P
2λ1‖u11‖

2 and γ̂2 = P
2λ2‖u22‖

2.

In order to proceed further with the derivation of PEP in GSMA, given by (5.22),

we calculate the expected value of (B.36), for all possible values of F`, as follows
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Pr(X→ X̂|q) = E[Pr(X→ X̂ | F`)] ≤
∫
∞

0

∫
∞

0
Q(
√
γ1 + γ2) fγ1(γ1) fγ2(γ2)dγ1dγ2,

(B.37)

where with fγ1(γ1) and fγ2(γ2), we denote the pdf of the DBC in the first and the

second time instant respectively, while applying the Alamouti code, given by (5.19).

The inequality in (B.37) results from the assumption taken into consideration in

Proposition 1, i.e. for mathematical tractability, all the terms of the DBC consisting

of γ1 and γ2 are considered as independent.

Hence the expression of Proposition 5 is derived.

B.8 Proof of Proposition 6

Taking into consideration the following improved exponential approximation for

the Q-function [228]

Q(x) ≈
1
12

exp
(
−

x2

2

)
+

1
4

exp
(
−

2
3

x2
)
, x > 0 (B.38)

as well as the approximations of the Bessel function [229], we obtain the following

approximation regarding the pdf from (5.19), for high SNR i.e. P→∞, as

fγn(γn) =


−

1
γ̂ ln (γn

γ̂ ), if q = 1,

1
(q−1)γ̂ , if q > 1,

(B.39)

where we recall here that q is the total number of independent terms that consist of

DBC γn, and γ̂ is the average power at the RN. With the proper substitutions and

calculations, the probability of error for GSM (5.20), in terms of SER, results in

•. for q = 1

PGSM
s ≤ −

N1

2P

∫
∞

0

(
1
3

exp
(
−
γn

2

)
+ exp

(
−

2γn

3

))
× ln

2γn

P
dγn =

a + b ln P−1

P
,

(B.40)

where a, b are numerical values resulting from the calculation of the integral.

With the proper calculations the diversity order follows as

dGSM = lim
P→∞
−

log PGSM
s

log P
= lim

P→∞

(
−

log (a + b ln P−1)
log P

+
log P
log P

)
= 1. (B.41)
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•. for q > 1

PGSM
s ≤

N1

2(q − 1)P
×

∫
∞

0

(
1
3

exp
(
−
γn

2

)
+ exp

(
−

2γn

3

))
dγn = a1P−1, (B.42)

where a1 is a numerical value resulting from the calculation of the integral.

With the proper substitutions and calculations the diversity order follows as

dGSM = lim
P→∞
−

log PGSM
s

log P
= lim

P→∞

(
−

log a1

log P
+

log P
log P

)
= 1. (B.43)

For the simplified case of SM technique, the result of diversity order is identical

to GSM and equal to one. Specifically for the case of GSMA technique, the same

methodology as in GSM is followed. With the proper substitutions and calculations,

the probability of error for GSMA (5.23), in terms of SER, results in

•. q = 1, both for γ1 and γ2

PGSMA
s ≤

(a1 + b1 ln P−1)(a2 + b2 ln P−1)
P2 , (B.44)

•. q = 1, for γ1 and q > 1, for γ2 and vice versa

PGSMA
s ≤

(a1 + b1 ln P−1)a3

P2 , (B.45)

•. q > 1 ,both for γ1 and γ2

PGSMA
s ≤

a4

P2 (B.46)

where a1, a2, a3, a4, b1, b2 are numerical values resulting from the calculation of the

integrals, in each case. With the proper substitutions and calculations the diversity

order results in

dGSMA = lim
P→∞
−

log PGSMA
s

log P
= 2. (B.47)

Hence the expression of Proposition 6 is derived.

B.9 Proof of Lemma 1

By substituting (6.15) and (6.16) into (6.17), we have

iDC21 + iDC22 + · · · + iDC2K

x̃=1
≷

x̃=0

K
(λ1 − λ0)

ln
(
λ1

λ0

)
, (B.48)
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where we set the right part of inequality equal to t and the left part u =
∑ j=K

j=1 iDC2 j . Tak-

ing into consideration that iDC2 j follows the exponential distribution from (6.15), then

by considering [226, Ch.1.8.7], we conclude that u follows the Erlang distribution,

which results in

f (u) =
uK−1e−λxuλK

x

Γ(K)
. (B.49)

Following our analysis, the total probability of error is calculated as

PD = P(u < t|x = 1)+P(u > t|x = 0) =
1
2

( ∫ t

0
f (u|x = 1)du+

∫
∞

t
f (u|x = 0)du

)
. (B.50)

By substituting (B.49) and the appropriate calculations with the use of (6.16), (6.18)

is derived.

B.10 Proof of Proposition 7

For the integrated receiver, a portion ρ ∈ (0, 1) of the DC power signal is channeled to

the decoder for ID. Following the same analysis as for the proposed diplexer-based

SWIPT system model, it is shown that this power signal is the same as the DC output

of the diplexer, i.e. iDC1 j . As such, it is exponentially distributed, with rate parameter

equal to

λ′x = 1/E(ρiDC1 j) =
1

ρ(Px2 + 1)
=
λx

ρ
, (B.51)

and the pdf is expressed as

f (ρiDC1 j) =
λx

ρ
e−

λx
ρ iDC1 j . (B.52)

Substituting (B.52) in (6.17), and the appropriate calculations with the use of

(B.51), the ML criterion for the decision of the transmitted symbol follows

iDC11 + iDC12 + · · · + iDC1K

x̃=1
≷

x̃=0

ρK
(λ1 − λ0)

ln
(
λ1

λ0

)
, (B.53)

where the right part of (B.53) is equal to t′ = ρt. We note also that the left part is

equal to u =
∑ j=K

j=1 iDC1 j as defined in Appendix B.9, with pdf given from (B.49).

Therefore the total probability of error is given by

PI = P(u < t′|x = 1) + P(u > t′|x = 0) =
1
2

( ∫ t′

0
f (u|x = 1)du +

∫
∞

t′
f (u|x = 0)du

)
,

(B.54)

where by substituting t′ = ρt, (6.21) is derived.
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