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PERILHYH

Sthn paroÔsa Didaktorik  Diatrib  perigr�foume èreuna sqetik  me moriakèc dier-

gasÐec metafor�c enèrgeiac (  exitonÐwn) tripl c kat�stashc (METK) kai metafor�c

fortÐou (MF). Mèroc thc diatrib c exhgeÐ peiramatik� apotelèsmata qronoexarthmènou

hlektronikoÔ paramagnhtikoÔ suntonismoÔ (QHPS) se èna organikì mìrio, pou pa-

rathroÔn thn �apagoreumènh� metabash apì thn basik  apl  hlektroniak  kat�stash

se triplèc diegermènec katast�seic. To f�sma QHPS pou proèrqetai ìtan to mìrio

fwtodiegeÐretai se perioq  polÔ asjenoÔc optik c aporrìfhshc eÐnai thc Ðdiac ènta-

shc me autì pou proèrqetai ìtan to mìrio fwtodiegeÐretai se perioq  mègisthc optik c

aporrìfhshc. Gia na exhg soume to peiramatikì apotèlesma qrhsimopoi same jew-

rhtik� montèla kai kbantikoÔc ab-initio upologismoÔc. H an�lus  mac deÐqnei ìti to

fainìmeno ofeÐletai sthn allhlepÐdrash idiostroform c-troqiak c stroform c (spin-

orbit coupling). H sÔzeuxh idiostroform c-troqiak c stroform c an�mesa stic aplèc

kai triplèc hlektroniakèc katast�seic epitrèpei thn �mesh met�bash apì thn basik 

hlektroniak  kat�stash se triplèc katast�seic, lìgw thc fwtodiègershc. Oi upo-

logismoÐ mac deÐqnoun ìti o plhjusmìc stic triplèc katast�seic eÐnai thc Ðdiac t�xhc

megèjouc kai gia tic dÔo perioqèc optik c aporrìfhshc, kai autìc eÐnai o lìgoc pou to

s ma QHPS eÐnai thc Ðdiac èntashc.

To �llo mèroc thc diatrib c proteÐnei arqèc sqediasmoÔ moriak¸n kalwdÐwn (molec-

ular wires) ta opoÐa mporoÔn na qrhsimopoihjoÔn wc gèfurec se moriak� sust mata

dìth - gèfurac - dèkth kai ta opoÐa uposthrÐzoun exairetik� gr gorh METK se polÔ

meg�lec apost�seic (t�xhc nanomètrwn). Oi arqèc sqediasmoÔ efarmìzontai se polume-

rik� mìria me p-stacked gewmetrÐa an�mesa stic geitonikèc mon�dec monomer¸n. SÔmfwna

me tic arqèc autèc, h eswterik  enèrgeia anadiorg�nwshc monomeroÔc prèpei na elaqi-

stopoihjeÐ, kai oi allhlepidr�seic p-stacked metaxÔ geitonik¸n monomer¸n prèpei na

eÐnai mègistec, qwrÐc dunamik  paramìrfwsh thc gewmetrÐac. Ta qarakthristik� aut�

odhgoÔn se triplèc katast�seic exitonÐwn thc gèfurac oi opoÐec eÐnai apentopismènec

se ìlh thn gèfura akìma kai se jermokrasÐa dwmatÐou. Parajètoume di�forec pijanèc

domèc pou ikanopoioÔn ta pio p�nw krit ria. Gia autèc tic domèc prosomoi¸noume thn

METK qrhsimopoi¸ntac kbantikoÔc upologismoÔc ab-initio hlektroniak c dom c, pro-

somoi¸seic moriak c dunamik c, kai montèla m trac puknìthtac. Oi upologismoÐ pro-

blèpoun polÔ gr gorouc rujmìuc met�bashc METK kat� m koc twn moriak¸n gefur¸n

thc t�xhc twn 2 pikodeuterolèptwn akìma kai gia gèfurec megèjouc 50 monomer¸n.

To teleutaÐo mèroc thc diatrib c perigr�fei dÔo epiprìsjetec melètec. H pr¸th, afor�

thn montelopoÐhsh METK an�mesa se CdSe kbantik  teleÐa (quantum dot) kai se or-

ganikì mìrio. H deÔterh, afor� thn kbantik  prosomoÐwsh rujm¸n MF an�mesa se dÔo

mìria gouanÐnhc. Oi melètec autèc sqetÐzontai me peiramatik� dedomèna.
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ABSTRACT

This Ph.D. thesis describes research work on triplet energy transfer (TET) and charge

transfer (CT) processes in molecular systems. The first major part of the thesis relates

to unusual experimental observations of time-resolved electron paramagnetic resonance

(TR-EPR) spectra of an organic molecule. The TR-EPR spectra following optical

excitation within a highly absorbing region of the molecule have similar intensities

as the TR-EPR spectra following optical excitation within the non-absorbing region.

Our analysis, using theoretical models and ab-initio quantum chemical computations,

demonstrates that this phenomenon is due to an initial-state preparation effect of di-

rect photoexcitation from the singlet ground state to excited triplet states. The direct

photoexcitation leads to similar triplet-state populations for both optical excitation re-

gions. Due to the low intersystem crossing rates from the excited singlet states, these

initial triplet populations determine the intensities of the EPR spectra.

The other major part of the thesis focuses on the design of organic π-stacked molecular

bridges that enable coherent TET over long distances. We propose design principles

for optimizing the speed of bridge-mediated TET. These design rules imply low inner-

sphere exciton reorganization energies, low static and dynamic disorder and enhanced

π-stacking interactions between nearest-neighbor chromophores. These features lead

to triplet exciton eigenstates that are delocalized over several units even at room tem-

perature. We propose various molecular structures that satisfy these criteria and that

can be used as bridging wires linking triplet donors to acceptors. We perform ab-initio

electronic structure computations, molecular dynamic simulations and density matrix

simulations. The computations predict fast TET along the proposed molecular bridges,

with effective intra-bridge TET rates of the order of 2 psec for bridge lengths of up to

50 chromophore units.

In addition, the thesis describes smaller projects that involve modeling of TET between

a CdSe quantum dot and an organic molecule, and modeling of quantum-vibrational

effects of hole-transfer rates between guanine molecules. These projects are motivated

by experiments.
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dependent magnetic field (B1) linearly polarized perpendicular to the

static magnetic field induces transitions between these triplet sublevels,

giving rise to TR-EPR triplet signals. . . . . . . . . . . . . . . . . . . . 55
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5.6 In the absence of an external magnetic field the degeneracy of the triplet

sublevels is lifted due to the SS dipolar interaction. . . . . . . . . . . . 57

5.7 Energy level diagram of the triple state and absorption (or emission)

curves when the external magnetic field is applied (a) parallel to the

principal axis Z, (b) parallel to the principal axis X, and parallel to

the principal axis Y . The arrows show the allowed transitions between

the triplet energy levels and the energies of the allowed transitions are

given by ∆E = W3 −W1 and ∆E = W3 −W2 (see eqs. 5.54, 5.55 and

5.56). By convention, DZ was taken to be the value with the smaller

magnitude and DY those with the larger magnitude. . . . . . . . . . . 60

6.1 Chemical structure of the Cbz-TBT molecule. It consists of a carbazole

(Cbz) moiety, which is colored in blue, and a dithiophene-benzothiadiazole

(TBT) unit, which is colored in red. TBT moiety is comprised of the

1,2,3-benzothiadiazole (BT) unit surrounded by two thiophene rings. . 63

6.2 Experimental (black dotted line) and calculated (red line) absorption

spectrum of the Cbz-TBT molecule. Computations were performed for

the most probable geometry (anti 2) at the TDA/BHandHLYP/TZ2P

level of theory, and solvent effects were included via COSMOmodel using

the dielectric constant (ε = 9.8) for dichlorobenzene. The spectrum is

based on a 100 nm FWHMGaussian broadening of the vertical transition

energies and associated oscillator strengths. The CT band is centered

at 473 nm (2.62 eV), and it is attributed to the transition SSOC
0 → SSOC

1

(or S0 → S1), which is predominantly (93%) assigned to HOMO-LUMO

transition. The shade areas show the experimental excitation wavelength

ranges inside and outside (below) the CT band. . . . . . . . . . . . . . 65

6.3 Left: Pure singlet (|Sn⟩) states (black lines) and pure triplet state mani-

folds ({|Tk,ms⟩}) (light grey lines) coupled by the spin-orbit interactions.

Right: Spin-mixed states (|SSOC
n ⟩and {|T SOC

k,ξ ⟩}, dark grey lines) as linear

combinations of pure singlet |Sn⟩ and triplet |Tk,ms⟩ states (equations 6.2
and 6.3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
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6.4 Direct mechanism for the formation of triplets. Left: Optical excitation

at t = 0 sec induces transitions from the “mixed”ground state |SSOC
0 ⟩

to “mixed”triplet excited states |T SOC
k,ξ ⟩ for excitation wavelengths be-

low the CT band. Right: Optical excitation at t=0 sec induces transi-

tions from the “mixed”ground state |SSOC
0 ⟩ to “mixed”singlet |SSOC

n ⟩ and
triplet |T SOC

k+1,ξ⟩ excited states for excitation wavelengths inside the CT

band. Gaussian line shapes represent the excitation wavelength region

below and inside the CT band. Both types of excited states (|SSOC
n ⟩ and

|T SOC
k,ξ ⟩) have triplet contributions (equations 6.2 and 6.3 and figure 6.3).

Thus, photoexcitation creates initial (at t = 0 sec) triplet populations

|⟨Tk,ms|SSOC
n ⟩|2 and |⟨Tk,ms|T SOC

k,ξ ⟩|2. . . . . . . . . . . . . . . . . . . . 67

6.5 Indirect mechanism for the formation of triplets. Optical photoexcita-

tion inside the CT band at t = 0 sec creates an initial population of the

“mixed”|SSOC
n ⟩ state, which is approximately pure singlet state |Sn⟩. At

a later time after photoexcitation, the initial |Sn⟩ population can trans-

form to triplet |Tk,ms⟩ and |Tk+1,ms⟩ population via ISC (rates kSn→Tk

and kSn→Tk+1
). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6.6 Schematic representation of the torsional angles determined along the

conjugated backbone. θ1, θ2 and θ3 are the dihedral angles of the bonds

denoted by bold lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.7 Minimum ground-state energy conformations and shorthand notation.

anti and syn refer to the orientation of thiophene rings relative to BT

(anti if the Sulfur atom of the thiophene ring points upwards relative

to BT [θ1 = 0◦ or θ2 = 0◦] and syn if the Sulfur atom of the thiophene

ring points downwards relative to BT [θ1 = 180◦ or θ2 = 180◦]). The

numbers 1 and 2 refer to the orientation of Nitrogen atom of Cbz moiety

with respect to the nearest thiophene unit: 1 if the Nitrogen atom points

downwards relative to the Sulfur atom of the nearest thiophene [θ3 =

180◦] and 2 if the Nitrogen atom points upwards relative to the Sulfur

atom of the nearest thiophene [θ3 = 0◦]. Percentages refer to the ground

state population of relative geometries at room temperature computed

according to Boltzmann statistics and energies refer to the total ground

state energies computed at BHandHLYP/TZ2P level of theory. . . . . 70

6.8 Energy level diagram of Cbz-TBT molecule in its anti 2 geometry calcu-

lated at the TDA/BHandHLYP/TZ2P level of theory. Thick dark grey

lines represent the computed spin-orbit coupled excited state energies

with respect to the ground state energy. Thin black lines represent the

experimental optical excitation energy regions for the TR-EPR exper-

iment (2.14 eV - 2.88 eV for photoexcitation inside the CT band and

1.82 eV - 1.97 eV for photoexcitation below the CT band). . . . . . . . 73
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6.9 Schematic view of the PES of the singlet |Sn⟩ and the triplet |Tk,ms⟩
excited states in the harmonic approximation model, shown for a single

vibrational mode of frequency ω. The vibrational energy levels are shown

in light gray and their energies differ from each other by ℏω. The energy
difference between the minimum of |Sn⟩ surface and the minimum of

|Tk,ms⟩ surface is ∆ESn→Tk,ms
. λ is the mode reorganization energy. . . 77

6.10 Population transfer to the first and second triplet excited states as a

function of time. (a) Population of S1 from 0 to 0.5 µsec. (b) Population

transfer to T2 from 0 to 0.5 µsec. (c) Population transfer to T1 from 0

to 0.5 µsec and (d) population transfer to T2 and T1 for larger time

scales than 0.5 µsec, namely from 0 to 0.3 msec. Initial condition for

T2 : PT2(t = 0) = 5.3× 1010. . . . . . . . . . . . . . . . . . . . . . . . . 80

6.11 Schematic energy diagram for the conformational transitions between

two different geometries (A and B) in the T1 PES. For all the experimen-

tal excitation energies
(
Eexp

SSOC
0 →TSOC

1

)
, the T1 manifold is populated with

high vibrational kinetic energy. This excess kinetic energy (KEexcess)

may be large enough compared to the energy barrier (Eb) for the con-

formational transition between minimum energy geometries of A and

B, so that each excited molecule may change its conformation through

motion on the T1 PES. . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6.12 PES of the T1 manifold along the torsional angles θ1 (above) and θ2

(below) computed at TDA/BHandHLYP/TZ2P level of theory for anti 2

geometric conformation. The two gray-dashed lines refer to the lowest

and maximum experimental wavelengths used for excitation below the

CT band (1.82 eV - 1.97 eV). Above: The barrier refers to a thiophene

unit rotation that brings the Cbz-TBT molecule from anti 2 to anti-

syn 2 (see figure 6.7). At θ1 = 0◦ the energy refers to the minimum

energy conformation of the T1 manifold of anti 2. Below: The barrier

refers to the energy required for a BT-thiophene unit rotation that brings

the Cbz-TBT molecule from anti 2 to syn-anti 2 (see figure 6.7). At

θ1 = 0◦ the energy refers to the minimum energy conformation of the

T1 manifold of anti 2. In the picture of the molecule, the Cbz unit is

excluded for simplicity. . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.13 Singlet-singlet and singlet-triplet vertical excitation energies of Cbz-

TBT in its anti 2 conformation calculated with CAMY-B3LYP method.

The percentage value on the right-hand side of each excitation is the

contribution to the excitation. . . . . . . . . . . . . . . . . . . . . . . . 94
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6.14 Singlet-singlet and singlet-triplet vertical excitation energies of Cbz-

TBT in its anti 2 conformation calculated using different GH and RS

methods. The electronic state at zero-energy is the ground state |SSOC
0 ⟩.

The |SSOC
1 ⟩ state is colored in red, the {|T SOC

1,ξ ⟩} manifold is colored in

blue and the {|T SOC
2,ξ ⟩} manifold is colored in green. Left column of each

method refers to the singlet states (S) and right column to the triplet

states (T). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.15 Singlet-singlet and singlet-triplet vertical excitation energies of Cbz-

TBT in its anti 2 conformation calculated using SOC-CIS/def2-TZVP

and pSOC-TDA/BHandHLYP/TZ2P methods. Left column for each

method refers to the singlet states (S) and right column to the triplet

states (T). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.16 Energy level diagram of the Cbz-TBT molecule computed for differ-

ent geometric conformations at pSOC-TDA/BHandHLYP/TZ2P level

of theory. The |SSOC
1 ⟩ state is colored in red, the {|T SOC

1,ξ ⟩} manifold

is colored in blue and the {|T SOC
2,ξ } manifold is colored in green. Left

column of each geometric conformation refers to the singlet states (S)

and right column to the triplet states (T). . . . . . . . . . . . . . . . . 100

6.17 Absorption spectrum of the different Cbz-TBT molecular conformations

calculated at the optimized B3LYP/TZ2P ground-state geometries us-

ing pSOC-TDA/BHandHLYP/TZ2P level of theory (based on a 0.30 eV

FWHM Gaussian broadening of the vertical transition energies and asso-

ciated oscillator strength). On the inset, the frontier orbitals H (HOMO)

and L (LUMO) are shown for each conformation. (a) anti 2 (b) anti 1

(c) syn-anti 2 (d) anti-syn 1 (e) anti-syn 2 (f) syn 2. . . . . . . . . . . . 102

6.18 Schematic energy diagram for the conformational transitions between

two different geometries (A and B) in the T1 PES along the torsional

angles θn (n = 1, 2). θ
S0(A)
n refers to the angle θn of the ground state min-

imum energy conformation (S0) of the initial geometry A. θ
T1(A)
n refers

to the angle θn of the minimum energy conformation of T1 excited state

of the initial geometry A. θ
T1(B)
n refers to the angle θn of the minimum

energy conformation of T1 excited state of the final geometry B. The

energy barrier was computed with respect to the ground state energy of

the initial geometric conformation (A). . . . . . . . . . . . . . . . . . . 105

6.19 The principal axes X, Y, Z are derived from the molecular axes x, y,z.

For example, the Z-axis behaves like a vector in the x, y, z plane. The

magnitude of its components is given by ⟨r|Z⟩ with r = x, y, z respectively.111
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6.20 First row: Energy level diagram of the first triplet excited state sublevels

as a function of the static magnetic field B⃗0 aligned with the dipolar axes

X, Y, Z respectively. Transitions occur at the resonance fields (down

arrows correspond to emissive lines and up arrows to absorptive lines.

The inset shows the ZFS triplet states (|T1,X⟩, |T1,Y ⟩, |T1,Z⟩). Second

row: TR-EPR spectra computed in the cases where the magnetic field

B⃗0 is aligned with the molecular X, Y or Z axis. Third row: The full

powder TR-EPR spectra. Here, the transitions corresponding to the

canonical field orientations (X, Y, Z) are shown as picks in the powder

spectrum as indicated by the dark arrows. Lorentzian lineshape was set

to 2.08 mT. The transitions can be either absorptive (A) or emissive (E). 114

6.21 Population transfer to the first and second triplet excited states as a

function of time computed for anti-syn 1 (12%) geometric conformation.

(a) Population of S1 from 0 to 0.5 µsec. (b) Population transfer to T2

from 0 to 0.5 µsec. (c) Population transfer to T1 from 0 to 0.5 µsec and

(d) population transfer to T2 and T1 for larger time scales than 0.5 µsec,

namely from 0 to 0.1 msec. Initial condition for T2 : PT2(t = 0) = 1.1×1010.117

6.22 Orientation of the principal axes of the ZFS tensor computed at UNO-

B3LYP/def2-TZVP level of theory for the different geometric conforma-

tions. To visualize the tensor, we used the Avogadro software package. 119

7.1 Flowchart showing the computational procedure we followed to compute

the ISC transition rates Sn → Tk,ms using the ADF program package in

combination with MATLAB programming. . . . . . . . . . . . . . . . . 128

7.2 (a) Example of a signal in time domain (x(t)) and its spectrum in the

frequency domain (X(f)). Two sinusoidal waves (1 and 2) of different

frequencies are superimposed and form a signal (1+2) in the time do-

main. The frequency spectrum of the signal is computed from the FT

of x(t). It is represented by delta functions entirely localized at the two

frequency components of the sinusoidal waves 1 and 2. (b) A signal is

classified as continuous-time signal (above) and discrete-time signal (be-

low). The discrete-time signal is a time sequence that has been sampled

from a continuous-time signal. It takes on only a discrete set of values

(samples). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

7.3 Schematic diagram of a DFT pair showing that the discrete signal x(n)

and the discrete frequency spectrumX(k) are sampled in equal intervals.

In the figure, Fs = 1/ts and ts = τ/N . . . . . . . . . . . . . . . . . . . . 131
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7.4 (a) Real part of the G(t) function (with cosine, see eq. 6.17). The plot

shows the 135 cosine waves in the time domain, one for each normal mode

of frequency ωα. The lowest-frequency mode has the greater period of

oscillation (∼ 0.07 cm) (with light blue color). The time duration of

the signal is chosen to be much greater than the period of oscillation of

the lowest-frequency mode (i.e., τ = 2 cm). (b) The ISC rate (in sec−1)

as a function of the frequency ∆ES1,T1/ℏ (in cm−1) for the transition

S1 → T1 in Cbz-TBT molecule. The rate at ∆ES1,T1/ℏ = 9910.28 cm−1

equals to 17.67 sec−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

7.5 (a) Two guanine molecules take part in a hole transfer transition. The

driving force is zero (∆E = 0) and the electronic coupling is ⟨G+G|V̂ |GG+⟩
= 0.03 eV. (b) Hole transfer rate for the transition |G+G⟩ → |GG+⟩, as
a function of ∆E at different temperatures. . . . . . . . . . . . . . . . . 134

7.6 (a) Hole transfer rate computed using the scaled normal mode parame-

ters at T = 300 K (black line). The fitting into Gaussian distribution

(red line) reveals the rate can be described by the classical Marcus for-

mula. The plot also shows the hole transfer rate that was computed using

the unscaled frequencies and electron-phonon couplings at T = 300 K.

In this case, the spectrum can not be described by a Gaussian distri-

bution. (b) Hole transfer rate computed using the scaled normal mode

parameters at T = 10 K. The spectrum is computed using eq. 2.29 and

it is shown in red. The rate is also computed using the classical Marcus

formula eq. 2.31 at T = 10 K and it is shown in black for comparison. . 135

7.7 MATLAB code for the computation of the ISC rates according to equa-

tion 7.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

8.1 (A) Fluorene monomer bridging unit (F1) used in ref. 1. (B) The struc-

ture of Bp-Fn-Nap systems used in ref. 1. The bridges contained one up

to three F units (Fn, n=1-3). (C) Chemical structure of the proposed in-

denofluorene (6,12-dihydroindeno[1,2-b]fluorene) bridging monomer (IF1).

(D) Molecular structure of the indenofluorene hexamer (IF6) bridge

(16.9 Å length). The monomers are constrained to a rigid π-stacked

geometry through two methylene linkers and the interchromophore dis-

tance is 2.8-3.0 Å. The IF6 bridge is linked to a Ru(bpy)2+3 D and a

tetracene (Tet) A in approximately 4.2 Å and 2.9 Å distance respectively.141
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8.2 (a) TE states of the bridge type shown in figure 8.1 computed at CIS/def2-

SVP level of theory. Due to enhanced π-stacking, TE splittings are large

(e.g., ∆E
T

(2)
2 −T

(2)
1

= 0.3 eV for the dimer). For longer polymers the

TE band structure is stabilized. (b) Single excitation molecular orbital

contribution to the lowest two TE states of the IF10 (computed with

isosurface value 0.01). The figure shows only the largest contributions.

The notations (1),(2),(10) refer to monomer, dimer and decamer bridges

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

8.3 (a) Schematic diagram of the tight-binding model used to estimate the

intra-bridge TET rates kbr = ⟨τ⟩−1
br for a bridge withN sites (monomers).

E is the monomer TE energy, V = Vrms is the rms nearest-neighbour

TET coupling and σE is the standard deviation of the energies E arising

from dynamic disorder. The γi for i = 1 − (N − 1) are the monomer

TE population relaxation rates. Each γi equals γi = k
(ph)
B (monomer

TE phosphorescence decay rate) and γN is the TET rate to an ac-

ceptor, γN ≈ k
(TET)
B→A . The γi,j are pure dephasing rates given by

γi,j = ℏ−1
√
σ2
E(i) + σ2

E(j). (b) ⟨τ⟩−1/γN versus γN (both on a log10 scale)

for N = 5 (red) and N = 50 (black) with γi = 1 µs−1 (i = 1− (N − 1)),

ℏγi,j = 0.1 eV and V = 0.15 eV (V > σE). (c) Trapping time ⟨τ⟩trap and
intrinsic bridge TET time ⟨τ⟩br versus γN , both in logarithmic scale, for

N = 5 and N = 50. The circles indicate the values of γN for which

⟨τ⟩trap = ⟨τ⟩br. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

8.4 Left : Energy level diagram of the TE eigenstates of Ru(bpy)2+3 - IF6 -

Tet system computed at wB97/def2-SVP level of theory. Right : Hole-

particle pairs of the natural transition orbitals (NTOs) of some TE’s.

T19 is localized on D, T1 on A, T2 on B and T16, T12 are D-B and D-A

CT TE’s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
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8.5 (a) Structure of anthra[2,1,9-def:6,5,10-d′,e′,f′]diisochromene-1,3,8(10H)-

trione dimer with a single methyl group linkage which enforces sub-VdW

π-stacking. (b) Longer polymers with single methyl group linkages be-

tween monomers twist at room temperature, breaking the π-stacking and

diminishing the interchromophore TET coupling. (c) This problem can

be remedied by double methyl linkages between units of anthra[2,1,9-

def:6,5,10-d′,e′,f′]diisochromene-1,3,8(3H,10H)-dione monomers. In this

case π-stacking is preserved for all pairs of nearest-neighbor monomers

and for each pair, Vrms ≥ λmon

2
. Such a wire supports long-distance co-

herent ET as in the case of the wires shown in figure 8.1. (d) Structure

of two dicyclopenta[ghi,pqr]perylene derivatives linked with two methy-

lene linkers to build a dimer. This type of structure also has strong TET

coupling compared to the monomer reorganization energy (Vrms = 0.2

eV). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

8.6 Schematic representation of the potential energy surfaces (PES) of the

singlet ground state S
(1)
0 and the first TE state T

(1)
1 of the donor and

acceptor moieties (i.e., IF monomer). The donor-to-acceptor reorgani-

zation energy λ, is the sum of the reorganization energies of the donor

and acceptor,according to 8.4. . . . . . . . . . . . . . . . . . . . . . . . 152

8.7 The IF monomers are cut off from the dimer and each monomer is capped

with hydrogens at positions 5’ and 11’. . . . . . . . . . . . . . . . . . . 153

8.8 SE states (S (n)) of the IFn bridges (n = 1,2,6,10) computed at the M06-

2X/DZP level of theory using the ADF program package. The notations

(1), (2), (6), (10) denote monomer, dimer, hexamer and decamer systems

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

8.9 TE states (T (n)) of the IFn bridges (n = 1,2,6,10) computed at the M06-

2X/DZP level of theory using the ADF program package. The notations

(1), (2), (6), (10) denote monomer, dimer, hexamer and decamer systems

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

8.10 TE states (T (n)) of the IFn bridges (n = 1,2,6,10) computed at the

CIS/def2-SVP level of theory using the ORCA program package. The

notations (1), (2), (6), (10) denote monomer, dimer, hexamer and de-

camer systems respectively. . . . . . . . . . . . . . . . . . . . . . . . . . 155

8.11 Molecular structures of perylene-based dimers. (a) PDI dimer of ref. 2,

(b) PDI dimer of ref. 3, (c) PMI dimer of ref. 4 and (d) TDI dimer of

ref. 5 with R = Me. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
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8.12 Molecular structures of perylene-based chromophore dimers that were

tested for coherent TE transport. (a) Bisbenzimidazo[2,1-a:2’,1’-a’]anthra[2,1,9-

def:6,5,10-d’e’f’]diisoquinoline-10,21-dione monomers linked with methyl

groups, (b) anthra[2,1,9-def:6,5,10-d’e’f’]diisoquinoline-1,3,8,10(2H,9H)-

tetraone (perylene diimide) monomers linked with biphenylene bridges.6 165

8.13 SET and TET couplings (in logarithmic scale) versus distance (in Å).

The TET coupling drops considerably below 0.10 eV for distances greater

than VdW while the SET coupling is much greater. left. Computations

on the fluorene dimer. right. Computations on the PDI dimer. . . . . . 166

8.14 Distance dependence of the intra-bridge TET rate (kbr) (in logarithmic

scale) as a function of the length of the bridge. The simulations were

performed for V = 0.2 eV, ℏγdeph = 0.1 eV and γN = (10 nsec)−1. . . . 167

9.1 (a) Schematic representation of the TET pathways in the CdSe-BODIPY

system. The BODIPY molecule is attached to the spherical surface of

the CdSe NC via oxygen atoms. The QD is photo-excited at 500 nm to

trigger TET to the BODIPY acceptor. According to the experimental re-

sults, TET is favored via sequential CT. (b) Schematic diagram demon-

strating the possible triplet formation pathways in the QD-BODIPY

complex: (i) DET pathway (QD∗-BODIPY→QD-3BODIPY∗) [black ar-

row (1)], (ii) FRET QD∗-BODIPY→QD-1BODIPY∗ followed by ET

QD-1BODIPY∗ →QD−-BODIPY+ and back ET QD−-BODIPY+ →QD-
3BODIPY∗ [blue and yellow arrows (2)], (iii) hole transfer QD∗-BODIPY

→QD−-BODIPY+ followed by ET QD−-BODIPY+ →QD-3BODIPY∗

[green and yellow arrows (3)]. . . . . . . . . . . . . . . . . . . . . . . . 178

9.2 Calculated absorption spectrum of the BODIPY molecule computed at

the B3LYP/TZ2P level of theory using FWHM = 25 nm. The first ab-

sorption peak is centered at 644 nm and it is attributed to the transition

S0 → S1. This transition is of HOMO→LUMO character. . . . . . . . . 180

9.3 (a) Molecular structure of the CdSe NP of 2.5 nm diameter (see ref.

263). (b) Absorption spectrum of CdSe QD computed at sTDA/TZP

level of theory. (c) Frontier molecular orbitals of the CdSe QD. . . . . . 181

A.1 Example of the input script of the FCF-ADF program used to compute

the electron-phonon coupling parameters λ̄α for each normal mode α,

for the transition S1 → T1 in the Cbz-TBT molecule. . . . . . . . . . . 208

A.2 Example part of the output file of the FCF-ADF program used to com-

pute the electron-phonon coupling parameters λ̄α for each normal mode

α, for the transition S1 → T1 in the Cbz-TBT molecule. . . . . . . . . . 209
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B.1 Absorption spectra computed at T = 0 K and T = 300 K temperatures
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CHAPTER 1

Introduction

The transport of excitation energy in molecular systems plays a crucial role in

chemical science, biology and engineering.9–11 In particular, molecular exciton transfer

reactions between exciton-donor and exciton-acceptor moieties are key processes in the

photophysics and photochemistry of organic/inorganic compounds.10,12–16 The major

part of the thesis focuses on triplet-exciton transfer (TET) reactions.

Spectroscopic techniques such as time-resolved electron paramagnetic resonance

(TR-EPR) and pump-probe transient spectroscopy are often used to explore the dy-

namics of excited triplet states involved in triplet exciton transfer reactions.17,18 In

2017, T. Biskup and his co-workers performed TR-EPR measurements in a small or-

ganic molecule (Cbz-TBT molecule, the repeat unit of the PCDTBT polymer) used

in photovoltaic applications (Meyer, D. L.; Lombech, F.; Huettner, S.; Sommer, M.;

Biskup, T. J. Phys. Chem. Lett. 2017, 8, 1677-1682). They observed TR-EPR

signals of similar intensities when the molecule is optically excited in its absorbing

and non-absorbing regions. The authors suggested two types of pathways for the for-

mation of triplet excited states in this molecule: (a) indirect triple-state formation,

via intersystem crossing (ISC) from the photoexcited singlet state (absorbing region),

(b) triplet-state formation via direct excitation from the singlet ground state (non-

absorbing region). This result is quite surprising given the weak spin-orbit coupling

(SOC) interactions between singlet and triplet states in organic molecules.19,20 Another

surprising result from this experiment is that the shapes of the TR-EPR absorption

and emission signals were different for different optical excitation wavelengths in the

non-absorbing region, while for excitation wavelengths in the absorbing region, the

TR-EPR spectral shapes remain unchanged with respect to optical wavelength.

Motivated by these unusual but interesting results, we interpret the experimen-

tal observations using theoretical models and ab-initio quantum chemical computa-

tions. Our theoretical work involve computations of the population transfer to the

triplet excited states either via direct optical excitation from the singlet ground state,
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or via ISC from the photoexcited singlet state. In addition, we compute the non-

adiabatic ISC rates between the relevant singlet and triplet excited states. The rate

predictions involve computations of the normal modes and reorganization energies for

the singlet-to-triple transitions, that are subsequently used to compute the rate as a

Fourier transform (FT) of a quantum correlation function that contains the frequencies

and reorganization energies for each normal mode. Our work demonstrates that the

experimental results can be explained by an initial-state preparation effect of photoex-

citation, which leads to initial populations of triplet states that are similar for both

optical excitation regions. This work was published in the Journal of Chemical Physics

(Mavrommati, S. A.; Skourtis, S. S. J. Chem. Phys., 2020, 152, 044304).

Another part of the thesis is related to the design of organic molecular bridges

that enable coherent long-distance TET. Fast and efficient TET over long distances

is a prerequisite for triplet exciton harvesting in photovoltaics and solar energy con-

version, for triplet-triplet annihilation, singlet fission processes and photocatalysis.21–23

However, several experimental studies of donor-to-acceptor bridge-mediated TET show

strong decay of the TET transfer rate with respect to distance, indicating that long-

distance TET is only favored via multi-step thermally activated hopping.1,24–26 The

latter transport mechanism supports slow rates as compared to coherent band-like

transport.27,28

We propose design rules for molecular bridges with the goal to enhance the

speed of bridge-mediated TET, by changing the transport mechanism from incoher-

ent to coherent. These design rules imply low inner-sphere exciton reorganization

energies, low static and dynamic disorder, and enhanced π-stacking interactions be-

tween nearest-neighbor chromophores. These features lead to triplet-exciton eigen-

states that are delocalized over several units even at room temperature. We propose

various molecular structures that satisfy these criteria and that can be used as bridg-

ing wires linking triplet donors to acceptors. For these structures, we perform ab-initio

electronic-structure computations, molecular-dynamics simulations and density matrix

model computations to simulate TET as a function of the molecular bridge length.

Our results predict fast TET along the proposed bridges, with effective intra-bridge

TET rates of the order of 2 psec for bridge lengths as long as 50 chromophore units.

This work was published in the Journal of Physical Chemistry Letters (Mavrommati,

S. A.; Skourtis, S. S. J. Phys. Chem. Lett., 2022, 13, 9679-9687).

This thesis is organized as follows. In Chapter 2 we describe the theory of

non-adiabatic quantum rates for ISC, energy transfer and electron/hole transfer re-

actions. In Chapter 3, we discuss the theory of the SOC interaction and the main

mechanisms by which the SOC coupling matrix element between singlet and triplet

states in aromatic molecules becomes strong. Chapter 4 summarizes the theory of the

density matrix operator for open quantum systems, the Liouville space formalism and

the Bloch equations. In Chapter 5 we explain the principles of EPR and TR-EPR ex-
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periments using the quantum mechanical formalism of Chapter 4. Chapter 6 includes

the published paper on the TR-EPR experiment (Mavrommati, S. A.; Skourtis, S. S.

J. Chem. Phys. 2020, 152, 044304). In Chapter 7 we explore quantum-vibrational

effects on hole-transfer rates. As an example system we consider hole transfer between

guanine molecules, and study the temperature dependence of the hole-transfer rate

and its deviation from classical Marcus theory. In this chapter we also describe the

FT formalism for the computation of the ISC and electron/hole transfer rates, and

the MATLAB code that I wrote to compute the rates using ab-initio derived param-

eters. Chapter 8 includes the published paper on long-distance bridge-mediated TET

(Mavrommati, S. A.; Skourtis, S. S. J. Phys. Chem. Lett., 2022, 13, 9679-9687). In

Chapter 9 we describe work related to TET between nanocrystals and molecules. We

investigate the TET mechanisms of direct Dexter energy transfer (DET) and sequen-

tial charge-transfer (CT) between a CdSe nanoparticle (NP) triplet sensitizer, and a

modified structure of boron dipyrromethene (BODIPY) acceptor, linked to the NP.

My work as a PhD student at the University of Cyprus (UCY) was under the

supervision of Associate Prof. Spiros S. Skourtis. A large part of the research was

funded by the U.S. Department of Energy (DOE) under Award DE-SC0019400.
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CHAPTER 2

Quantum non-adiabatic rates in molecules and

their classical limits

In this chapter we briefly describe the theory of non-adiabatic transition rates in the

golden-rule approximation. This approximation is used to determine the transition

rate between initial and final quantum states that are described by a zeroth order

Hamiltonian (Ĥ(0)) in the presence of a weak perturbation (V̂ ). We show that this

expression can be written in a more compact form by introducing a spectral density,

which includes the contribution of all the vibrational modes with frequencies extending

over a broad range. Once the spectral density is obtained, it can be calculated for all

temperatures. We apply this theory to energy transfer (EnT), charge transfer (CT),

absorption (abs) and intersystem crossing (ISC) reactions.

2.1 Introduction

The total Hamiltonian operator that describes a molecular system, is expressed

as a sum of a zeroth order Hamiltonian Ĥ(0) and a time-independent perturbation V̂

Ĥ = Ĥ(0) + V̂ . (2.1)

The eigenstates |Ψ(0)
m ⟩ and the eigenvalues Em of the unperturbed Hamiltonian are

given by solving the time-independent Schrödinger equation

Ĥ(0)|Ψ(0)
m ⟩ = Em|Ψ(0)

m ⟩. (2.2)

In Fermi’s golden rule theorem, the transition rate between a pair of initial (|Ψ(0)
m ⟩)

and final (|Ψ(0)
m′ ⟩) electronic-vibrational states is given, to 2nd order in V̂ , by29,30

k
Ψ

(0)
m →Ψ

(0)

m′
=

2π

ℏ
|⟨Ψ(0)

m′ |V̂ |Ψ(0)
m ⟩|2δ(Em′ − Em). (2.3)
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We apply this golden-rule formula to molecular systems that are described by the total

non-relativistic Hamiltonian operator Ĥmol, given by

Ĥmol = T̂N + ĤBO

ĤBO = Ĥel + V̂N−N .
(2.4)

In the above equation, T̂N is the kinetic energy operator for the nuclear motion, ĤBO is

the Born-Oppenheimer (BO) Hamiltonian operator, Ĥel is the electronic Hamiltonian

that describes the motion of the electrons in the field of the nuclei, and V̂N−N is the

operator for Coulomb repulsion between the nuclei. The electronic Hamiltonian (Ĥel)

contains the kinetic energy of the electrons, the Coulomb attraction between electrons

and nuclei, and the Coulomb repulsion between the electrons.

Let us consider the situation where the molecular system is subjected to an

external field producing a perturbation V̂ . In this case, Ĥ(0) = Ĥmol and the eigenstates

|Ψ(0)
m ⟩ are approximated by the nuclear-vibrational BO adiabatic wavefunctions i.e.,

|Ψ(0)
m ⟩ ⇒ |ζ(ad)(R⃗), n(ad)

ζ ⟩ = |ζ(ad)(R⃗)⟩|n(ad)
ζ ⟩. |ζ(ad)(R⃗)⟩ are the BO adiabatic electronic

eigenstates10,31

ĤBO|ζ(ad)(R⃗)⟩ = EBO
ζ(ad)(R⃗)|ζ

(ad)(R⃗)⟩, (2.5)

and |n(ad)
ζ ⟩ are the vibrational eigenstates of the nuclear Hamiltonian(

EBO
ζ(ad)(

ˆ⃗
R) + T̂N

)
|n(ad)

ζ ⟩ = E
(ad)
ζ,nζ

|n(ad)
ζ ⟩. (2.6)

R⃗ is a set of Cartesian coordinate vectors of the atoms i.e., R⃗ =
{
R⃗1, R⃗2, ..., R⃗N

}
,

where N is the total number of the atoms in the system. EBO
ζ(ad)

is the BO adiabatic

surface of the electronic state |ζ(ad)⟩, and it is a function of R⃗. The second term in

parenthesis in eq. 2.6 is the nuclei kinetic energy operator

(
T̂N =

∑N
i=1

ˆ⃗
P 2
i

2Mi

)
which

is a sum of the kinetic energy operators of atom i with mass Mi, where
ˆ⃗
Pi is the

respective momentum operator. T̂N acts only on the vibrational states. In the BO

approximation, the unperturbed Hamiltonian of the molecular system in the basis of

the adiabatic electronic eigenstates |ζ(ad)(R⃗)⟩ is given by

Ĥ(0) =
∑
ζ(ad)

Ĥ
(0)

ζ(ad)
(2.7a)

Ĥ
(0)

ζ(ad)
= |ζ(ad)⟩⟨ζ(ad)|

(
EBO

ζ(ad)(
ˆ⃗
R) + T̂N

)
. (2.7b)

(to simplify the notation for the BO wavefunction we use |ζ(ad)(R⃗)⟩ → |ζ(ad)⟩). In

contrast to cases where V̂ is an external perturbation, the initial and final electronic

states are not eigenstates of the ĤBO (i.e., the eigenstates are not the |ζ(ad)⟩). They

are states localized in different parts of the molecule, e.g., donor or acceptor. They are
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often called diabatic BO states |ζ(diab)(R⃗)⟩ (|ζ(diab)⟩ for simplicity). ĤBO is not diagonal

in the |ζ(diab)⟩ basis, i.e.,

ĤBO =
∑
ζ(diab)

|ζ(diab)⟩ ⟨ζ(diab)|ĤBO|ζ(diab)⟩︸ ︷︷ ︸
EBO

ζ(diab)
(R⃗)

⟨ζ(diab)|

+
∑
ζ(diab)

∑
ζ(diab)

′

|ζ(diab)⟩⟨ζ(diab)|ĤBO|ζ(diab)′⟩⟨ζ(diab)′|
(2.8)

where EBO
ζ(diab)

(R⃗) is the diabatic BO energy surface. In this case, the electronic-

vibrational basis state are written as |ζ(diab)(R⃗), n(diab)
ζ ⟩ = |ζ(diab)(R⃗)⟩|n(diab)

ζ ⟩ where

|n(diab)
ζ ⟩ are the eigenstates of the nuclear Hamiltonian(

EBO
ζ(diab)(

ˆ⃗
R) + T̂N

)
|n(diab)

ζ ⟩ = E
(diab)
ζ,nζ

|n(diab)
ζ ⟩. (2.9)

The unperturbed molecular Hamiltonian is taken to be

Ĥ(0) =
∑
ζ(diab)

Ĥ
(0)

ζ(diab)
(2.10a)

Ĥ
(0)

ζ(diab)
=
∑
ζ(diab)

|ζ(diab)⟩⟨ζ(diab)|
(
EBO

ζ(diab)(
ˆ⃗
R) + T̂N

)
, (2.10b)

i.e., |Ψ(0)
m ⟩ = ζ(diab)|n(diab)

ζ ⟩. Again, T̂N operates only on the |n(diab)
ζ ⟩. The (internal)

perturbation V̂ is the non-diagonal part of the BO Hamiltonian, i.e.,

V̂ =
∑
ζ(diab)

∑
ζ(diab)

′

|ζ(diab)⟩⟨ζ(diab)|ĤBO|ζ(diab)′⟩⟨ζ(diab)′ |. (2.11)

Within the harmonic approximation, the unperturbed Hamiltonian (eq. 2.7b

and 2.10b) can be written in terms of the harmonic oscillator Hamiltonian ĥ
(vib)
ζ where

the index ζ holds either for ζ(ad) or for ζ(diab) 9,10,32

Ĥ
(0)
ζ = |ζ⟩⟨ζ|

(
Emin

ζ + ĥζ(vib)
)
. (2.12)

Emin
ζ is the minimum of the BO PES of the electronic state |ζ⟩. The vibrational

Hamiltonian ĥ
(vib)
ζ is a sum over the harmonic oscillator Hamiltonian of each normal

mode α

ĥ
(vib)
ζ =

∑
α

ĥ
(vib)
ζ,α (2.13a)

ĥ
(vib)
ζ,α =

1

2

[
p̂2α + ω2

ζ,α

(
q̂α − qeqζ,α

)2]
, (2.13b)

where ĥ
(vib)
ζ,α is written as a function of the mass-weighted normal-mode coordinates qα.

6

SPYROULL
A A. M

AVROMMATI



ห ൿ𝒏𝑰,𝜶 , (𝑛𝐼,𝛼= 0,1,2...)

ห ൿ𝒏𝑭,𝜶 , (𝑛𝐹,𝛼= 0,1,2...)

𝐸𝐼
𝑚𝑖𝑛

𝐸𝐹
𝑚𝑖𝑛

ħ𝜔𝛼

ħ𝜔𝛼

𝑞𝐼,𝛼
𝑒𝑞

𝑞𝐹,𝛼
𝑒𝑞

En
er
gy 𝑬𝑰

𝑩𝑶(𝒒)

𝛥𝛦

𝑞

𝐸𝐹
𝐵𝑂(𝑞)

𝐸𝐼
𝐵𝑂(𝑞)

𝛼

𝑬𝑭
𝑩𝑶(𝒒)

Figure 2.1: Schematic view of the PES of the initial I and final F states in the harmonic
approximation model, shown as one-dimensional (single mode α) representation of frequency
ωα. The vibrational energy levels EnI,α = ℏωα

(
nI,α + 1

2

)
and EnF,α = ℏωα

(
nF,α + 1

2

)
are

shown together with the squares of the vibrational wavefunctions ⟨nI,α|nI,α⟩, ⟨nF,α|nF,α⟩ su-
perposed on them. Their energies differ from each other by ℏωα. The overlaps between
the vibrational wavefunctions belonging to the electronic state I and those belonging to the
electronic state F (⟨nI,α|nF,α⟩) are shown in bold. The inset is a similar figure on a different
scale where the mode reorganization energy λα is clearly shown.

ωζ,α is the frequency of normal mode α that belongs to the electronic state ζ, and qeqζ,α is

the equilibrium normal mode coordinate. p̂α is the mass-wighted momentum operator.

The eigenvalues of the normal mode Hamiltonian are given by solving the eq. 2.2 for

the harmonic oscillator wavefunctions |nζ,α⟩

ĥ
(vib)
ζ,α |nζ,α⟩ = ℏωζ,α

(
nζ,α +

1

2

)
|nζ,α⟩ (2.14)

where nζ,α are the vibrational quantum numbers for each normal mode α corresponding

to the electronic state ζ (nζ,α = 0, 1, 2, 3...∞) (see figure 2.1). Therefore, the eigen-

energies (Eζ,nζ) of the Hamiltonian Ĥ
(0)
ζ (eq. 2.12) are given by

Ĥ
(0)
ζ |ζ⟩|nζ⟩ =

[
Emin

ζ +
∑
α

ℏωζ,α

(
nζ,α +

1

2

)]
︸ ︷︷ ︸

Eζ,nζ

|ζ⟩|nζ⟩. (2.15)

The total vibrational wavefunction |nζ⟩ is a product of all the normal mode vibrational

wavefunctions corresponding to the electronic state ζ, i.e., |nζ⟩ =
∏

α |nζ,α⟩.
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2.2 Theory of non-adiabatic quantum rate in donor-acceptor

complexes

The thermally averaged rate for a transition from an initial electronic state I to

a final electronic state F is given by (see eq. 2.3)9,10

kI→F =
2π

ℏ
∑
nI

PnI

∑
nF

|⟨Ψ(0)
I |V̂ |Ψ(0)

F ⟩|2δ (EI,nI − EF,nF ) (2.16)

where nI and nF are sets of the normal mode vibrational quantum numbers corre-

sponding to the initial and final electronic states i.e., nI = {nI,1, nI,2, nI,3...} and

nF = {nF,1, nF,2, nF,3...}. PnI is the equilibrium (canonical) probability of occupy-

ing the initial total vibrational state |nI⟩. The coupling between the states of the

initial vibronic manifold |I⟩|nI⟩ and the states of the final vibronic manifold |F ⟩|nF ⟩ is
described by the interaction matrix element ⟨Ψ(0)

I |V̂ |Ψ(0)
F ⟩. Neglecting any dependence

on the nuclear degrees of freedom, the coupling splits into two parts so that

|⟨Ψ(0)
I |V̂ |Ψ(0)

F ⟩|2 = |⟨I|V̂ |F ⟩|2|⟨nI |nF ⟩|2

= |⟨I|V̂ |F ⟩|2
∏
α

|⟨nI,α|nF,α⟩|2,
(2.17)

where |⟨nI,α|nF,α⟩|2 are the Franck-Condon factors (FCFs) and are the absolute squares

of overlap integrals between the nuclear wavefunctions of the initial and final electronic

states. Using the above result in eq. 2.16, it leads to∑
nI

PnI

∑
nF

|⟨Ψ(0)
I |V̂ |Ψ(0)

F ⟩|2 =

|⟨I|V̂ |F ⟩|2
∑
nI,1

PnI,1

∑
nI,2

PnI,2 ...
∑

nI,3N−6

PnI,3N−6

∑
nF,1

∑
nF,2

...
∑

nF,3N−6

3N−6∏
α=1

|⟨nI,α|nF,α⟩|2,
(2.18)

where

PnI,α =
e−EnI,α/KBT

Z
(2.19)

is the canonical distribution for the initial vibrational states nI,α of normal mode

α (i.e., PnI =
∏

α PnI,a). EnI,α = ℏωI,α

(
nI,α + 1

2

)
and Z is the partition function(

Z =
∑

nI,α
e−EnI,α/KBT

)
. Thus, the transition rate kI→F is given by,

kI→F =
2π

ℏ
|⟨I|V̂ |F ⟩|2

∑
nI,1

PnI,1

∑
nI,2

PnI,2 ...
∑

nI,3N−6

PnI,3N−6

∑
nF,1

∑
nF,2

...
∑

nF,3N−6

×

3N−6∏
α=1

|⟨nI,α|nF,α⟩|2δ

(
Emin

I +
3N−6∑
α=1

ℏωI,α

(
nI,α+

1

2

)
−[

Emin
F +

3N−6∑
α=1

ℏωF,α

(
nF,α+

1

2

)])
.

(2.20)
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The rate equation (eq. 2.20) is transformed into an integral form by introducing

the lineshape function D(∆E/ℏ)9,10,31,33–35

kI→F =
2π

ℏ
|⟨I|V̂ |F ⟩|2D(∆E/ℏ). (2.21)

where D(∆E/ℏ) reads

D(∆E/ℏ) =
∑
nI,1

PnI,1

∑
nI,2

PnI,2 ...
∑

nI,3N−6

PnI,3N−6

∑
nF,1

∑
nF,2

...
∑

nF,3N−6

×

3N−6∏
α=1

|⟨nI,α|nF,α⟩|2δ

(
∆E+

3N−6∑
α=1

ℏωI,α

(
nI,α+

1

2

)
−

3N−6∑
α=1

ℏωF,α

(
nF,α+

1

2

)) (2.22)

and ∆E = Emin
I −Emin

F , is the energy difference between the minimum energy values of

the initial and final BO PES (see Figure 2.1). Assuming state-independent frequencies,

i.e., ωI,α = ωF,α ≡ ωα, the lineshape function can be transformed into a time integral

using the Fourier representation of the delta function δ(x) = (2πℏ)−1
∫∞
−∞ eixt/ℏdt,

D(∆E/ℏ) =
1

2πℏ

∫ ∞

−∞
ei
∆E
ℏ tf(t) (2.23a)

f(t) =
∑
nI,1

∑
nI,2

...
∑

nI,3N−6

PnI,1PnI,2 ...PnI,3N−6

∑
nF,1

∑
nF,2

...
∑

nF,3N−6

×

3N−6∏
α=1

|⟨nI,α|nF,α⟩|2ei
∑
α ωα(nI,α−nF,α)tdt. (2.23b)

Equation 2.23b yields

f(t) = eG(t)−G(0) (2.24)

where G(t) is given by

G(t) =
∑
α

[qF (α)− qI(α)]
2 {(2⟨nα⟩+ 1)cos(ωαt)− isin(ωαt)} . (2.25)

Therefore, the lineshape function reduces to

D(∆E/ℏ) =
1

2πℏ

∫ ∞

−∞
ei
∆E
ℏ t+G(t)−G(0)dt. (2.26)

The dimensionless displacement qF (α) − qI(α) in eq. 2.25 between the initial (I)

and final (F ) PES are related to the electron-phonon couplings λ̄α and the mode

reorganization energies λα via

[qF (α)− qI(α)]
2

2
= λ̄2α =

λα
ℏωα

. (2.27)
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Figure 2.2: PES of the initial I and final F electronic states indicating the definition of the
activation energy Eact.

⟨nα⟩ is the thermal boson occupation number that equals to,

⟨nα⟩ =
(
e

ℏωα
KBT − 1

)−1

(2.28)

where KB is the Boltzmann constant and T is the temperature. Therefore, the transi-

tion rate is expressed as the Fourier transform (FT) of a correlation function computed

at ∆E,

kI→F

(
∆E

ℏ

)
=

|⟨I|V̂ |F ⟩|2

ℏ2
e−G(0)

∫ ∞

−∞
eG(t)ei

∆E
ℏ tdt︸ ︷︷ ︸

total FCF

(2.29)

G(t) is simplified according to eqs. 2.25 and 2.27 as follows

G(t) =
∑
α

(
λα
ℏωα

)
{(2⟨nα⟩+ 1)cos(ωαt)− isin(ωαt)}. (2.30)

The FCFs are given by integrating the correlation function with respect to time (see

eq. 2.29).

How does one recover the classical Marcus formula for the FCF (see below eqs.

2.31 and 2.32) form the exact quantum equation (eq. 2.29)? If all modes are classical,

namely, ⟨nα⟩ ≈ KBT/ℏωα (i.e., KBT ≫ ℏωα) and
∑

α λ̄
2
αnα ≫ 1, it is possible to

apply the so-called short-time approximation (e.g., see refs. 9,33,35,36 and appendix

B). This includes the following replacements: sin(ωαt) ≈ ωαt and cos(ωαt) ≈ 1− ω2
αt

2

2
.

The non-adiabatic transition rate reduces to the classical Marcus formula9,10,37–42

kI→F =
|⟨I|V̂ |F ⟩|2

ℏ2

√
πℏ2
KBTλ

e−(∆E−λ)2/4KBTλ

︸ ︷︷ ︸
classical total FCF

(2.31)
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where λ is the total reorganization energy (λ =
∑

α λα) and the quantity,

Eact =
(∆E − λ)2

4λ
(2.32)

is the Gibbs free energy of activation, which represents the energy required to reach the

crossing point between the initial I and final F PES (see figure 2.2). Further discussion

of the classical approximation and example applications of the Marcus formula are given

in section 7.2.

2.3 Quantum rate constants for two independent sets of vi-

brational coordinates

In section 2.2 we applied the golden-rule formula to compute the transition rate

from the initial state I to the final state F , assuming a common set of vibrational

coordinates for both states. This is generally applied to unimolecular reactions that

involve a single molecule. However, in bimolecular precesses where the molecular com-

plex consists of separate donor (D) and acceptor (A) molecules, it is more appropriate

to use a separate set of vibrational coordinates, one for the donor molecule and one for

the acceptor molecule. Having different sets of coordinates for the donor and acceptor

moieties, it is necessary to describe the initial and final states of the donor and acceptor

separately. As an example, let’s consider a donor-acceptor system that undergoes hole

transfer. The initial state of the entire system is |I⟩ = |D+A⟩ and the final state is

|F ⟩ = |DA+⟩. The PES of the initial and final states of the donor (|D+⟩, |D⟩) and

the acceptor (|A⟩, |A+⟩) are shown in figure 2.3. The transition rate (eq. 2.16) is now

given by10

k|D+A⟩→|DA+⟩ =
2π

ℏ
|⟨D+A|V̂ |DA+⟩|2×∑

nD+,1

PnD+,1

∑
nD+,2

PnD+,2
...

∑
nD+,3N−6

PnD+,3N−6

∑
nA,1

PnA,1

∑
nA,2

PnA,2 ...
∑

nA,3N−6

PnA,3N−6
×

∑
nD,1

∑
nD,2

...
∑

nD,3N−6

3N−6∏
α=1

|⟨nD+,a|nD,a⟩|2
∑
nA+,1

∑
nA+,2

...
∑

nA+,3N−6

3N−6∏
b=1

|⟨nA,b|nA+,b⟩|2×

δ

([
Emin

D+ +
3N−6∑
α=1

ℏωD+,α

(
nD+,α +

1

2

)]
+

[
Emin

A +
3N−6∑
b=1

ℏωA,b

(
nA,b +

1

2

)]
−[

Emin
D +

3N−6∑
α=1

ℏωD,α

(
nD,α +

1

2

)]
−

[
Emin

A+ +
3N−6∑
b=1

ℏωA+,b

(
nA+,b +

1

2

)])
.

(2.33)

where nX,α are the vibrational quantum numbers corresponding to the initial (X = D+)

and final (X = D) electronic states of the donor for each normal mode α, and nY,b

are the vibrational quantum numbers corresponding to the initial (Y = A) and final
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(Y = A+) electronic states of the acceptor for each normal mode b. If we assume

equal frequencies for the initial and final states of the donor molecule then ωD+,α =

ωD,α ≡ ωα. In the same manner, for the acceptor molecule we have ωA,b = ωA+,b ≡ ωb.

Similarly to eqs. 2.26 and 2.29 the rate is rewritten in a more compact integrated form

k|D+A⟩−→|DA+⟩

(
∆E

ℏ

)
=

|⟨D+A|V̂ |DA+⟩|2

ℏ2
e−GD+D(0)e−GAA+ (0)

×
∫ ∞

−∞
eGD+D(t)eGAA+ (t)ei

∆E
ℏ tdt

(2.34)

where the donor and acceptor vibrational coordinates allows the transition rate to

split up into a donor part and an acceptor part through the time-dependent functions

GD+D(t) and GAA+(t)

GD+D(t) =
∑
α

(
λα
ℏωα

)
{(2⟨nα⟩+ 1)cos(ωαt)− isin(ωαt)}

GAA+(t) =
∑
b

(
λb
ℏωb

)
{(2⟨nb⟩+ 1)cos(ωbt)− isin(ωbt)}.

(2.35)

λα(b) and ωα(b) are the reorganization energy and frequency of mode α(b) respectively,

related to the donor (acceptor) coordinates. ∆E is the driving force given by the

electronic energy difference of the initial |D+A⟩ and final |DA+⟩ states,

∆E =
(
Emin

D+ + Emin
A

)
−
(
Emin

D + Emin
A+

)
. (2.36)

The total reorganization energy of the system is the sum of the energies of the donor

and the acceptor (see figure 2.4),

λ =
∑
α

λα +
∑
b

λb. (2.37)

In the high-temperature limit, the transition rate yields the Marcus formula of

eq. 2.31, with the energy difference ∆E now given by eq. 2.36 and the reorganization

energy λ by eq. 2.37.

2.4 Homogeneous and inhomogeneous lineshape broadening

In section 2.2 we introduced the spectral density via eq. 2.22. This lineshape

expression displays the superposition of lines corresponding to transitions between the

vibrational states of the reactant (|nI⟩) and product states (|nF ⟩). The lines appear as
δ−functions with intensities determined by the FCFs (|⟨nI |nF ⟩|2), and each line will

be broadened depending on static or dynamic effects.

To introduce homogeneous broadening, the delta function in eq. 2.22 is now
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𝑒𝑞
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𝑚𝑖𝑛
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𝑚𝑖𝑛
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𝑩𝑶(𝒒𝑨)𝑬𝑨
𝑩𝑶(𝒒𝑨)

Figure 2.3: PES of the donor (D) and acceptor (A) parts for the case of independent
vibrational coordinates (see figure 2.1). left. PES of the positively charged and neutral
donor. Right. PES of the neutral and positively charged acceptor.

expressed as a Lorentzian distribution i.e.,

L(x) =
1

πℏ
Γ

Γ2 + x2
=

1

2πℏ

∫ ∞

−∞
eitx−Γ|t|dt. (2.38)

In this case, x = ∆E +
∑3N−6

α=1 ℏωI,α (nI,α − nF,α) (see eq. 2.22), and the lineshape

function (eq. 2.23a) is now given by

Dhom(∆E/ℏ) =
1

2πℏ

∫ ∞

−∞
ei
∆E
ℏ t−Γ|t|f(t), (2.39)

where f(t) is given by eqs. 2.23b and 2.24, i.e.,9,10,34

Dhom(∆E/ℏ) =
1

2πℏ

∫ ∞

−∞
ei
∆E
ℏ t−Γ|t|eG(t)−G(0)dt. (2.40)

The rate equation yields

kI→F

(
∆E

ℏ

)
=

|⟨I|V̂ |F ⟩|2

ℏ2
e−G(0)

∫ ∞

−∞
eG(t)ei

∆E
ℏ t−Γ|t|. (2.41)

This is the limit of homogeneous broadening and Γ is called homogeneous broadening

width.

Due to disorder at the ensemble level, ∆E is considered to be a Gaussian random

variable with mean ∆E and width Θ. Under the assumption of a Gaussian distribution

of the adiabatic energy differences, it is possible to modify the expression for the
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Figure 2.4: PES in a simplified form, of the donor (D) and acceptor (A) parts for the case
of independent vibrational coordinates showing the donor and acceptor mode reorganization
energies.

lineshape function as follows9,10,33,34

Dinh,hom(∆E/ℏ,Θ) = ⟨Dinh,hom(∆E/ℏ)⟩

=

∫ ∞

−∞

1√
2πΘ

e−
(∆E−∆E)2

2Θ2 d∆E
1

2πℏ

∫ ∞

−∞
ei
∆E
ℏ t−Γ|t|f(t)dt.

(2.42)

The integration over ∆E is performed explicitly, and the lineshape function is now

written as

Dinh,hom(∆E/ℏ,Θ) =
1

2πℏ

∫ ∞

−∞
ei
∆E
ℏ t−Γ|t|−Θ2t2

2 eG(t)−G(0)dt. (2.43)

The transition rate reduces to

kI→F

(
∆E

ℏ

)
=

|⟨I|V̂ |F ⟩|2

ℏ2
e−G(0)

∫ ∞

−∞
eG(t)ei

∆E
ℏ t−Γ|t|− 1

2
Θ2t2dt. (2.44)

This is the limit of inhomogeneous broadening and the parameter Θ is known as the

inhomogeneous broadening width.

2.5 Applications

The Franck-Condon principle for the non-adiabatic quantum rate that we intro-

duced in the previous sections, is valid when the time-scale of the electronic transition is

much slower than the vibrational motion time scales. Such types of molecular electronic

transitions are induced by internal couplings e.g., electron/hole and energy transfer in

donor-acceptor complexes or by external perturbations e.g., absorption or emission be-

tween ground and excited states and ISC or internal conversion (IC) between excited
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states. The corresponding transition rate can be computed by combining equations

2.29 and 2.30, with the appropriate ⟨I|V̂ |F ⟩. In this section, we briefly describe how

these formulae are used to compute the rate constants for different types of reactions

(different ⟨I|V̂ |F ⟩).

2.5.1 Optical absorption coefficient and fluorescence efficiency

Optical absorption is the most common example of interaction between a molec-

ular system and an external electromagnetic field that causes electronic transitions from

the ground state of the molecule to its excited states.9,10,43,44 The interaction Hamilto-

nian for the external applied field in the electric dipole approximation reads

V̂ (t) = − ˆ⃗µ · E⃗(t) (2.45)

where µ⃗ is the electronic dipole moment vector and E⃗(t) = E⃗0e
−iωLt + E⃗∗

0e
iωLt for a

monochromatic field of frequency ωL. Within the rotating wave approximation (RWA)

the electric field is simplified to E⃗(t) = E⃗0e
−iωLt. Further, ⟨I|V̂ |F ⟩ = ⟨g| ˆ⃗µ · E⃗0|e⟩,

where |g⟩ is the electronic ground state in the BO approximation and |e⟩ is the excited
electronic state in the BO approximation. The transition rate for absorption from the

ground state to a single excited state is given by (see eq. 2.20)

kg→e =
2π

ℏ
|⟨g| ˆ⃗µ · E⃗0|e⟩|2

∑
ng,1

Png,1

∑
ng,2

Png,2 ...
∑

ng,3N−6

Png,3N−6

∑
ne,1

∑
ne,2

...
∑

ne,3N−6

×

3N−6∏
α=1

|⟨ng,α|ne,α⟩|2δ

(
ℏωL +Emin

g −Emin
e +

3N−6∑
α=1

ℏωα(ng,α −ne,α)

)
,

(2.46)

where ℏωL is the energy of the incident photons.

Consider that monochromatic light of frequency ωL is incident perpendicularly

onto the surface of cross section on area A of a macroscopic sample of volume v which

contains Nmol molecules. If we take a small section of length dz and volume Adz, the

decrease of the radiation field energy dE during the time interval dt is given by

dE = −Nmol
Adz

v
ℏωLkg→edt, (2.47)

where NmolAdz/v is the fraction of molecules inside the volume Adz and ℏωLkg→edt is

the energy absorbed per photon in the time interval dt. The energy absorbed per unit

volume is du = dE/Adz, and using eq. 2.47 we write

du

dt
= −nmolℏωLkg→e, (2.48)
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where nmol =
Nmol
v

is the volume density of the absorbing molecules. Using the equality
du
dt

= dI
dz
, where I is the field intensity and that I = cE2

0/2π we get

dI

dz
= −2πnmol

cE2
0

ℏωLkg→eI. (2.49)

Comparing the Beer-Lambert law, dI
dz

= −aI (a is the absorption coefficient) with eq.

2.49 gives

a(ωL) =
2πnmol

cE2
0

ℏωLkg→e. (2.50)

By combining eqs. 2.46, 2.50 and 2.26 we obtain an expression for the absorption

coefficient

a(ωL) =
4π2ωLnmol

3c
|⟨g|µ̂|e⟩|2D

(
ωL +

∆E

ℏ

)
(2.51)

with ∆E = Emin
g −Emin

e . In this equation µ̂ is the component of the electronic dipole

moment vector in the direction of the field vector. The factor 1
3
comes from averaging

over all molecules that possesses random orientations in the sample. D
(
ωL + ∆E

ℏ

)
is

the lineshape function for the absorption (see eq. 2.26). In an absorption experimental

setup we usually measure the absorption cross section σ(ωL) which is directly related

to the absorption coefficient via σ(ωL) = a(ωL)/nmol.

Similarly, the fluorescence efficiency A(ωR) for the transition e→ g, is given by

the following formula,

A(ωR) =
4ω3

R|⟨g|µ̂|e⟩|2

3c3
D

(
∆E

ℏ
− ωR

)
(2.52)

with ∆E = Emin
e − Emin

g and ℏωR is the energy of the emitted photon. D
(
∆E
ℏ − ωR

)
is the respective lineshape function for the emission process (see eq. 2.26). The dif-

ferent prefactor multiplied |⟨g|µ̂|e⟩|2 is derived from quantum electrodynamics and the

Einstein coefficients for absorption and stimulated emission.45–48

2.5.2 Intersystem crossing rates

The perturbation that causes transitions between two states of different spin

multiplicity is the spin-orbit coupling (SOC). For an ISC transition between the singlet

|Sn⟩ and triplet |Tk,ms⟩ (ms = 0,±1) excited states, the interaction term V̂ is replaced

by the SOC interaction Hamiltonian ĤSOC, so that ⟨I|V̂ |F ⟩ = ⟨Sn|ĤSOC|Tk,ms⟩ (see

chapter 3).

2.5.3 Singlet and triplet energy transfer rates

Molecular exciton transfer (or EnT) processes often involve the transition of an

electron-hole pair from an initial to a final electronic state that are separated in space.

This type of transition usually occurs after photoexcitation when the molecule absorbs
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Figure 2.5: Electronic structure of a 4-electron exciton system consisting two donor (D)-
acceptor (A) fragments. ψD(A) and ψD∗(A∗) are the ground- and excited-state molecular
orbitals respectively, of the D(A) fragment. left: the ground state electronic configuration of
the D−A system. middle: an electron is promoted from the D ground state to the D excited
state to generate the initial excited configuration of the system. right: The excited electron
is transferred to the acceptor to generate the final excited configuration of the system.

a photon and an electron moves from its occupied to its unoccupied molecular orbitals.

This transition creates a bound electron-hole pair which is called donor exciton. The

donor exciton may undergo inter- or intra- molecular exciton transfer transitions to

form the acceptor exciton localized in another region of the molecule. To describe EnT

reactions in molecules we introduce the one- and two-particle electronic Hamiltonian10

Ĥel = ĥ(1e) + ĥ(2e), (2.53)

where ĥ(1e) is the one-electron Hamiltonian consisting of the kinetic energy operator for

the electron motion and the operator for Coulomb attraction between the electrons and

the nuclei. The two-electron Hamiltonian describes the Coulomb repulsive interactions

between the electrons. In the following, we compute the interaction matrix elements

between singlet exciton states and between triplet exciton states.

In the simplest case of a donor (D) - acceptor (A) system, we describe each

fragment by its highest occupied molecular orbital (HOMO) [i.e., ψD and ψA] and its

lowest unoccupied molecular orbital (LUMO) [i.e., ψD∗ and ψA∗ ]. The ground state of

the D-A system is the single Slater-type determinant (see figure 2.5 (left))49,50

|Ψ0⟩ = |ψDaψDβψAaψAβ⟩. (2.54)

This is an antisymmetric wavefunction of a 4-electron system written in simplified

form as a product of four spin orbitals that are formed by multiplying the spatial

wavefunction ψ by the spin function (a for spin up and β for spin down). We simplify

the notation and denote ψia by ψi and ψiβ by ψ̄i (i = D,A) i.e.,

|Ψ0⟩ = |ψDψ̄DψAψ̄A⟩. (2.55)
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The singly excited determinants for the initial state (see figure 2.5 (middle)) are written

as
|ΨI1⟩ = |ψDψ̄D∗ψAψ̄A⟩

|ΨI2⟩ = |ψ̄DψD∗ψAψ̄A⟩.
(2.56)

The first state (|ΨI1⟩) represents the case where the promoted electron in the ψD∗ state

has spin β while the in the second state (|ΨI2⟩) it has spin a. In a similar way the final

state singly excited determinants are (see figure 2.5 (right))

|ΨF1⟩ = |ψDψ̄DψAψ̄A∗⟩

|ΨF2⟩ = |ψDψ̄Dψ̄AψA∗⟩.
(2.57)

The determinants |ΨI1⟩, |ΨI2⟩, |ΨF1⟩ and |ΨF2⟩ are not pure spin states i.e., they are

not eigenfunctions of the Ŝ2 operator. By taking appropriate linear combinations of

these determinants, we form spin-adapted configurations that are eigenfunctions of Ŝ2.

The initial and final singlet excited states are given by

|1ΨI⟩ =
1√
2
[|ΨI1⟩+ |ΨI2⟩]

|1ΨF ⟩ =
1√
2
[|ΨF1⟩+ |ΨF2⟩] ,

(2.58)

and the intial and final triplet excited states are given by

|3ΨI⟩ =
1√
2
[|ΨI1⟩ − |ΨI2⟩]

|3ΨF ⟩ =
1√
2
[|ΨF1⟩ − |ΨF2⟩] .

(2.59)

In the case of singlet exciton transport (SET), the interaction matrix element

is ⟨I|V̂ |F ⟩ = ⟨1ΨI |Ĥ|1ΨF ⟩ and it is given by

⟨1ΨI |Ĥ|1ΨF ⟩ = ⟨1ΨI |ĥ(1e)|1ΨF ⟩+ ⟨1ΨI |ĥ(2e)|1ΨF ⟩ (2.60a)

⟨1ΨI |ĥ(1e)|1ΨF ⟩ = V e
D∗A∗SAD − V h

ADSD∗A∗ (2.60b)

⟨1ΨI |ĥ(2e)|1ΨF ⟩ = 2 (ψDψD∗|ψAψA∗)− (ψD∗ψA∗|ψDψA) , (2.60c)

while in the case of triplet exciton transport (TET) the ⟨I|V̂ |F ⟩ = ⟨3ΨI |Ĥ|3ΨF ⟩ is

given by

⟨3ΨI |Ĥ|3ΨF ⟩ = ⟨3ΨI |ĥ(1e)|3ΨF ⟩+ ⟨3ΨI |ĥ(2e)|3ΨF ⟩ (2.61a)

⟨3ΨI |ĥ(1e)|3ΨF ⟩ = V e
D∗A∗SAD − V h

ADSD∗A∗ (2.61b)

⟨3ΨI |ĥ(2e)|3ΨF ⟩ = − (ψD∗ψA∗ |ψDψA) . (2.61c)

18

SPYROULL
A A. M

AVROMMATI



In the equations above, the ψi (i = D,A) denotes the spatial part of the wavefunctions.

V e
D∗A∗ is the D−A electron transfer (ET) coupling matrix elements between the excited

ψD∗ and ψA∗ fragment molecular orbitals, and V h
AD is the D − A hole transfer (HT)

coupling matrix element between the ground ψD and ψA fragment molecular orbitals,

i.e.,

V e
D∗A∗ = ⟨ψD∗|ĥ(1e)|ψA∗⟩ =

∫
ψD∗(r⃗1)ĥ

(1e)ψA∗(r⃗1)dr⃗1

V h
AD = ⟨ψA|ĥ(1e)|ψD⟩ =

∫
ψA(r⃗1)ĥ

(1e)ψD(r⃗1)dr⃗1,

(2.62)

SDA and SD∗A∗ are the overlap matrix elements between the ground ψD and ψA orbitals

and the excited ψD∗ and ψA∗ orbitals respectively, i.e.,

SD∗A∗ = ⟨ψD∗|ψA∗⟩ =
∫
ψD∗(r⃗1)ψA∗(r⃗1)dr⃗1

SAD = ⟨ψA|ψD⟩ =
∫
ψA(r⃗1)ψD(r⃗1)dr⃗1.

(2.63)

(ψDψD∗|ψAψA∗) is the two-electron “Coulomb” integral defined by

(ψDψD∗|ψAψA∗) =

∫
ψD(r⃗1)ψD∗(r⃗1)r

−1
12 ψA(r⃗2)ψA∗(r⃗2)dr⃗1dr⃗2

=

∫
|ψD(r⃗1)|2r−1

12 |ψA(r⃗2)|2
(2.64)

and is the classical analogue of the Coulomb repulsion between the charge densities

|ψD(r⃗1)|2 and |ψA(r⃗2)|2. (ψD∗ψA∗|ψDψA) is the two-electron “exchange” integral defined

by

(ψD∗ψA∗|ψDψA) =

∫
ψD∗(r⃗1)ψA∗(r⃗1)r

−1
12 ψD(r⃗2)ψA(r⃗2)dr⃗1dr⃗2

=

∫
Se
D∗A∗(r⃗1)r

−1
12 S

h
DA(r⃗2)dr⃗1dr⃗2

(2.65)

where Se
D∗A∗(r⃗1) = ψD∗(r⃗1)ψA∗(r⃗1) and S

h
DA(r⃗2) = ψD∗(r⃗2)ψA∗(r⃗1) are the overlap den-

sities.

In exciton transfer processes the one-electron contributions to the coupling in-

tegral is small. For large distances between the D −A fragments the overlap integrals

SAD and SD∗A∗ vanish and ⟨1ΨI |ĥ(1e)|1ΨF ⟩ (or ⟨3ΨI |ĥ(1e)|3ΨF ⟩) goes to zero. In addi-

tion, the exchange interaction depends on the overlap between the ground and excited

orbitals of the D and A complexes (see eq. 2.65). If the two fragments are far away, the

SET is determined by the Coulomb interaction (see eq. 2.60c) since the exchange in-

teraction becomes negligible. On the other hand, the TET mechanism is strong only at

short distances, given that it depends only in the exchange interaction (see eq. 2.61c).
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Figure 2.6: (a) Electronic structure configuration of a ground-state ET reaction. The excess
electron is initially on the donor and then it transferred to the acceptor. (b) Electronic
structure configuration of a ground-state HT process. The hole is transferred from the donor
to the acceptor.

2.5.4 Electron and hole transfer rates

ET is the most basic type of chemical reactions in molecules. The simplest case

of ET process is ground state ET and it is shown in figure 2.6(a). The determinant

that describes the initial state is given by

|ΨET
I ⟩ = |D−A⟩ = |ψDψ̄DψAψ̄AψD∗⟩ (2.66)

and the final state by

|ΨET
F ⟩ = |DA−⟩ = |ψDψ̄DψAψ̄AψA∗⟩, (2.67)

where we supposed that the excess electron has spin up. The ET matrix element yields

⟨I|V̂ |F ⟩ = ⟨ΨET
I |ĥ(1e)|ΨET

F ⟩ = V e
D∗A∗ . (2.68)

Figure 2.6(b) shows the case of a HT reaction. The corresponding initial and final

electronic states are written as

|ΨHT
I ⟩ = |D+A⟩ = |ψDψAψ̄A⟩

|ΨHT
F ⟩ = |DA+⟩ = |ψDψ̄DψA⟩.

(2.69)

The HT matrix element for the transition |ΨHT
I ⟩ → |ΨHT

F ⟩ is given by

⟨I|V̂ |F ⟩ = ⟨ΨHT
I |ĥ(1e)|ΨHT

F ⟩ = −V h
AD. (2.70)
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CHAPTER 3

The spin-orbit coupling interaction in molecules

Consider an electron in a hydrogenic atom with a magnetic moment associated with

its orbital angular momentum (µ⃗l), and a magnetic moment related to its spin angular

momentum (µ⃗s). If we transform coordinates to a system where the electron is fixed and

the nucleus orbiting the electron, the electron experiences a magnetic field produced

by the nuclear charge. The interaction of the electron spin magnetic moment with

the magnetic field is called the spin-orbit interaction or coupling (SOC). The resulting

shifts and line splittings in the electronic spectrum of hydrogenic atoms caused by

the SOC, is the so-called fine structure of the atomic spectrum. The SOC allows the

transition between states of different spin multiplicity [e.g., singlet and triplet states via

intersystem crossing (ISC)], due to the mixing of the orbital angular momentum with

the spin angular momentum. In this chapter, we describe the theory and fundamental

principles of the SOC interaction in molecular systems. First, we introduce the SOC

operator by solving the relativistic one-particle Dirac Hamiltonian. Then, we calculate

the matrix element between singlet and triplet excited states that gives rise to ISC

rates. Finally, we explain the mechanism by which some organic molecules may have

strong SOC.

3.1 Introduction

According to the classical interpretation of the SOC interaction, the electron

(mass me, charge −|e|) performs circular motion of radius r with velocity v⃗ in the

electric field of the nucleus E⃗nuc. Due to the counter circular motion of the nucleus

relative to the electron, the electron experiences a magnetic field B⃗nuc which is equal

to19,32,51

B⃗nuc =
E⃗nuc × v⃗

c2
(3.1)

where c is the speed of light in vacuum. The electric field is related to the electric

potential via |e|E⃗nuc = ∇⃗V and the momentum is given by p⃗ = mev⃗. Therefore, eq.
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3.1 transforms to

B⃗nuc =
1

me|e|c2
∇⃗V × p⃗. (3.2)

The spin magnetic moment of the electron is

µ⃗s = − |e|
me

s⃗ (3.3)

where s⃗ is the spin angular momentum. The interaction energy of the spin magnetic

moment due to its motion in the magnetic field is −µ⃗s · B⃗nuc. Therefore, the quantum

mechanical Hamiltonian is expected to be equal to ĤSOC = − ˆ⃗µs ·
ˆ⃗
Bnuc. The exact

result is

ĤSOC =
1

2m2
ec

2
(∇⃗V × ˆ⃗p ) · ˆ⃗s, (3.4)

where the factor 1
2
is a correction obtained by use of the Dirac equation that treats the

motion of the electron relativistically (see section 3.2).

In a hydrogenic atom, the potential arising from a nucleus of charge Z|e| is
V = −Ze2

r
and ∇⃗V = Ze2

r3
r⃗. Therefore, the SOC Hamiltonian (eq. 3.4) reduces to

ĤSOC =
Ze2

2m2
ec

2

1

r3
(ˆ⃗r × ˆ⃗p ) · ˆ⃗s = Ze2

2m2
ec

2

1

r3
ˆ⃗
l · ˆ⃗s (3.5)

where l⃗ = r⃗ × p⃗ is the orbital angular momentum of the electron.

In a one-electron isotropic electric potential, V = V (r) and ∇⃗V = 1
r
∂V
∂r
r⃗. In

this case the SOC Hamiltonian (eq. 3.4) is given by

ĤSOC =
1

2m2
ec

2

1

r

∂V (r)

∂r
ˆ⃗
l · ˆ⃗s ≡ ξ(r)

ˆ⃗
l · ˆ⃗s (3.6)

where

ξ(r) =
1

2m2
ec

2

1

r

∂V (r)

∂r
. (3.7)

The calculation of the atomic SOC matrix elements ⟨φm|ĤSOC|φn⟩ (φm, φn are the

one-electron hydrogenic atomic orbitals) requires separation of the radial part of the

wavefunction φm(r, θ, φ), namely

hcζnl = ℏ2⟨R(r)nl|ξ(r)|R(r)nl⟩ = ℏ2
∫ ∞

0

R2(r)nlξ(r)r
2dr, (3.8)

where Rnl is the radial part of φm, φn both of which are characterized by the same

principal quantum number n and same orbital angular momentum l. The quantity ζnl

is the SOC constant for the orbitals φm and φn. In the case of an electron in hydrogenic

atoms
(
V = −Ze2

r

)
, the SOC constant is shown to give

hcζnl =
e2ℏ2

2m2
ec

2a30

Z4

n3l
(
l + 1

2

)
(l + 1)

(3.9)
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where a0 is the Bohr radius. In general, ζnl is treated as an empirical parameter

whose magnitude is determinable from the experiment. Equation 3.9 shows the strong

dependence of the SOC parameter on the nuclear atomic number ∼ Z4 (heavy atom

effect).

3.2 Derivation of the SOC Hamiltonian from the Dirac equa-

tion

The fully relativistic time-independent Dirac equation that describes the motion

of an electron in a potential V is written as a pair of coupled equations52

(V − E)ΨL + c(ˆ⃗σP · ˆ⃗p )ΨS = 0

c(ˆ⃗σP · ˆ⃗p )ΨL + (V − E − 2mec
2)ΨS = 0,

(3.10)

where E is the energy of the particle and ΨL,ΨS are the large and small components of

the wavefunction respectively. The Dirac wavefunction Ψ(r⃗ ) is a 4-component vector

where the components ψ1 and ψ3 correspond to spin 1
2
and the components ψ2 and ψ4

correspond to spin −1
2
. The upper two and the lower two components are classified in

a 2-component spinor i.e.,

Ψ(r⃗, t) =


ψ1(r⃗ )

ψ2(r⃗ )

ψ3(r⃗ )

ψ4(r⃗ )

 =⇒ Ψ(r⃗) =

(
ΨL(r⃗ )

ΨS(r⃗ )

)
. (3.11)

σ⃗P are the Pauli matrices defined as

σx
P =

(
0 1

1 0

)
σy
P =

(
0 −i
i 0

)
σz
P =

(
1 0

0 −1

)
. (3.12)

We rearrange eq. 3.10 in a form so that c appears in the denominator. In that case,

we can take c → ∞ in order to go to the non-relativistic limit. Before allowing c to

go to infinity, and provided that (2mec
2 + E − V ) is non-zero, we eliminate the small

component ΨS (write the second eq. of 3.10 in terms of ΨS) so that

ΨS =
(
2mec

2 + E − V
)−1

c(ˆ⃗σp · ˆ⃗p )ΨL. (3.13)

Substitution of eq. 3.13 into the first eq. of 3.10 yields the effective Hamiltonian

equation that operates solely on the large component ΨL

VΨL + c2(ˆ⃗σP · ˆ⃗p )
(
2mec

2 + E − V
)−1

(ˆ⃗σP · ˆ⃗p )ΨL = EΨL. (3.14)
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We expand (2mec
2 + E − V )

−1
and we keep only terms up to first order with respect

to (mec
2)−1, i.e.,

(
2mec

2 + E − V
)−1

=
1

2mec2

(
1− E − V

2mec2
+ higher-order terms

)
. (3.15)

Using eq. 3.15 and the identity [p⃗, V ] = −iℏ∇⃗V we find that

ˆ⃗σP · ˆ⃗p
(
1− E − V

2mec2

)
=

(
1− E − V

2mec2

)
ˆ⃗σP · ˆ⃗p− iℏ

2mec2
ˆ⃗σP · ∇⃗V. (3.16)

Approximating the term E−V by the non-relativistic kinetic energy operator ˆ⃗p 2/2me,

and substituting eqs. 3.15 and 3.16 into eq. 3.14 leads to

Ĥ =
1

2me

(
1−

ˆ⃗p 2

4m2
ec

2

)
ˆ⃗p 2 − iℏ

4m2
ec

2
(ˆ⃗σP · ∇⃗V )(ˆ⃗σP · ˆ⃗p ) + V. (3.17)

The last term of eq. 3.17 is simplified by assuming a central potential i.e., ∇⃗V = 1
r
∂V
∂r

ˆ⃗r,

such that

(ˆ⃗σP · ∇⃗V )(ˆ⃗σP · ˆ⃗p ) = 1

r

∂V

∂r
(ˆ⃗r · ˆ⃗p ) + iˆ⃗σP ·

(
1

r

∂V

∂r
ˆ⃗r × ˆ⃗p

)
= −iℏ∂V

∂r

∂

∂r
+
i

r

∂V

∂r
ˆ⃗σP · (ˆ⃗r × ˆ⃗p ),

(3.18)

where we used the Dirac relation

(ˆ⃗σP · ˆ⃗u)(ˆ⃗σP · ˆ⃗ν) = (ˆ⃗u · ˆ⃗ν)Î2 + iˆ⃗σP · ˆ⃗u× ˆ⃗ν. (3.19)

Î2 is a 2× 2 unity matrix. Using ˆ⃗s = ℏ
2
ˆ⃗σP , the Hamiltonian (eq. 3.17) is rewritten as

Ĥ = Ĥ0 −
ˆ⃗p 4

8m3
ec

2
− ℏ2

4m2
ec

2

∂V

∂r

∂

∂r
+

1

2m2
ec

2r

∂V

∂r
ˆ⃗s · ˆ⃗l, (3.20)

where

Ĥ0 =
ˆ⃗p 2

2me

+ V. (3.21)

Eq. 3.21 is the non-relativistic Schrödinger equation and the rest of the terms (in

eq. 3.20) are the relativistic corrections. The first three terms constitute the so-called

spin-free Hamiltonian since this part is spin-independent, while the last term of eq.

3.20 is the SOC Hamiltonian

ĤSOC =
1

2m2
ec

2r

∂V

∂r
ˆ⃗s · ˆ⃗l. (3.22)

This equation is similar to eq. 3.6 that we computed considering the motion of electrons

and nuclei classically.
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3.3 The SOC Hamiltonian of a many-electron molecule

In the case of a molecular system consisting of n electrons and N atoms, ĤSOC

is approximated as19,53,54

ĤSOC = ĤSOC
1e + ĤSOC

2e (3.23a)

ĤSOC
1e =

n∑
i=1

N∑
K=1

ξ(riK)
ˆ⃗
liK · ˆ⃗si (3.23b)

ĤSOC
2e =− 1

2m2
ec

2

n∑
i=1

∑
j ̸=i

1

r3ij
(ˆ⃗pi × ˆ⃗rij) · ˆ⃗si

+
1

m2
ec

2

n∑
i=1

∑
j ̸=i

1

r3ij
(ˆ⃗pj × ˆ⃗rij) · ˆ⃗si

(3.23c)

where K denotes the atomic center, i and j label electrons and riK is the distance

between electron i and nucleus K. The term in eq. 3.23b is the one-electron term, and

describes interactions between the spin magnetic moment of electron i with the orbital

magnetic moment arising from its orbiting in the field of nucleus K. The electron i

either belongs to the atom K (one-center contribution), or to different atom than K

(many-center contribution). The term in eq. 3.23c is a two-electron term and describes

(a) interactions of the type “spin-same-orbit” related to the coupling between the spin

magnetic moment and the orbital magnetic moment of electron i caused by the coulomb

electrical field at i produced by all electrons j other than i (first term of the right-hand

site of eq. 3.23c) and (b) interactions of the type “spin-other-orbit” related to the

coupling between the spin magnetic moment of electron i and the orbital magnetic

moment of electron j caused by magnetic fields due to relative orbital motion of the

two electrons (second term of the right-hand site of eq. 3.23c). The one-electron term

grows with the nuclear charge much faster (∝ Z4) than the two-electron term does.

Therefore, the second term in eq. 3.23 is usually neglected.
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3.4 Matrix elements of the SOC operator

The one-electron part of the SOC Hamiltonian (eq. 3.23b) can be written in

such a way that the orbital and spin factors are symmetrically or anti-symmetrically

separated with respect to the interchange of the electrons, i.e.,19

ĤSOC
1e =

n∑
i=1

N∑
K=1

ξ(riK)

( ∑
m=x,y,z

l̂miK
ŝmi

)
(3.24a)

ĤSOC
1e =

1

4n

n∑
i=1

n∑
j=1

N∑
K=1

(
ξ(riK)l̂xiK + ξ(rjK)l̂xjK

)(
ŝxi + ŝxj

)
+

1

4n

n∑
i=1

n∑
j=1

N∑
K=1

(
ξ(riK)l̂xiK − ξ(rjK)l̂xjK

)(
ŝxi − ŝxj

)
+O(y, z)

(3.24b)

where O(y, z) means analogous contributions from the terms with y and z components.

The term (ŝxi + ŝxj) is symmetric under spin interchange, while the term (ŝxi + ŝxj)

is antisymmetric. If (ŝxi + ŝxj) operates on antisymmetric spin wavefunction, it gives

a function that is still antisymmetric with respect to spin interchange. On the other

hand, if (ŝxi − ŝxj) operates on the same wavefunction, it gives a symmetric function

with regard to spin interchange. This means that the first term on the right-hand site

of eq. 3.24b preserves multiplicity and leads to multiplet splittings (triplet states with

different ms values are mixed through the SOC interaction), whereas the second term

in the right-hand site of eq. 3.24b mixes states of different spin multiplicity.

Let us assume that we have a two-electron system. The corresponding wave-

functions are

ΨS =

(
1√
2
[ψr(1)ψq(2) + ψq(1)ψr(2)]

)(
1√
2
[a(1)b(2)− b(1)a(2)]

)
= ΦSΘ00

ΨT,+1 =

(
1√
2
[ψr(1)ψt(2)− ψt(1)ψr(2)]

)
a(1)a(2) = ΦTΘ11

ΨT,0 =

(
1√
2
[ψr(1)ψt(2)− ψt(1)ψr(2)]

)(
1√
2
[a(1)b(2) + b(1)a(2)]

)
= ΦTΘ10

ΨT,−1 =

(
1√
2
[ψr(1)ψt(2)− ψt(1)ψr(2)]

)
b(1)b(2) = ΦTΘ1−1

(3.25)

where a and b are the spin wavefunctions for spin up and spin down respectively.

The singlet state ΨS is described by the singly occupied molecular orbitals ψr and ψq

(where ψr(1) is a simplified form of ψr(r⃗1)). The triplet state ΨT,ms (withms = 0,±1) is

described by the molecular orbitals ψr and ψt. ΦS and ΦT are the spatial wavefunctions
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operator ΨS ΨT,+1 ΨT,0 ΨT,−1

ŝx1 + ŝx2 0 ΨT,0 ΨT,+1 +ΨT,−1 ΨT,0

ŝy1 + ŝy2 0 iΨT,0 −iΨT,+1 + iΨT,−1 −iΨT,0

ŝz1 + ŝz2 0
√
2ΨT,+1 0

√
2ΨT,−1

ŝx1 − ŝx2 −ΨT,+1 +ΨT,−1 −ΨS 0 ΨS

ŝy1 − ŝy2 iΨT,+1 + iΨT,−1 −iΨS 0 −iΨS

ŝz1 − ŝz2
√
2ΨT,0 0

√
2ΨS 0

Table 3.1: Effects of the spin operators on the spin part of the singlet and triplet wavefunc-
tions.

of the singlet and triplet excited states respectively, and Θsms are the spin wavefunctions

for the singlet (s = 0, ms = 0) and triplet (s = 1, ms = 0,±1) states. We apply the

operators (ŝxi+ ŝxj) and (ŝxi− ŝxj) on the spin part of the states described in eq. 3.25.

For example, we find that

(ŝx1 + ŝx2)ΨT,+1 =
1√
2
[ψr(1)ψt(2)− ψt(1)ψr(2)]× [ŝx1a(1)a(1) + ŝx2a(1)a(2)]

=
1√
2
[ψr(1)ψt(2)− ψt(1)ψr(2)]×

[
ℏ
2
b(1)a(2) +

ℏ
2
a(1)b(2)

]
=

ℏ√
2
ΨT,0.

(3.26a)

(ŝx1 − ŝx2)ΨT,+1 =
1√
2
[ψr(1)ψt(2)− ψt(1)ψr(2)]× [ŝx1a(1)a(1)− ŝx2a(1)a(2)]

=
1√
2
[ψr(1)ψt(2)− ψt(1)ψr(2)]×

[
ℏ
2
b(1)a(2)− ℏ

2
a(1)b(2)

]
=− ℏ√

2
ΨS.

(3.26b)

The effect of the various operators on the singlet and triple wavefunctions is shown in

table 3.1. It is clear that the spin operators of the type (ŝxi+ŝxj) lead to mixing between

different triplet-state sublevels (different ms values) and the spin operators of the type

(ŝxi − ŝxj) lead to mixing between singlet and triplet excited states. In particular,

(ŝxi ± ŝxj) and (ŝyi ± ŝyj) mix states between which ∆ms = ±1 while (ŝzi − ŝzj) mixes

states for which ∆ms = 0.

The angular momentum operators act solely on the angular part of the spatial

wavefunction of the singlet and triplet states. The radial part is incorporated into

the SOC constant ζnl (see eq. 3.8). In the following, we discuss the properties of the

operators l̂xiK , l̂yiK and l̂ziK (⃗liK = lxiK î + lyiK ĵ + lziK k̂) and the manner by which

they affect the spatial part of the wavefunction they operate on. In the one-electron

one-center case (electron i belongs to atom K), the angular momentum operators are
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px py pz

l̂x 0 iℏpz −iℏpy
l̂y −iℏpz 0 iℏpx
l̂z iℏpy −iℏpx 0

Table 3.2: Effects of the orbital angular momentum operators on the p-atomic orbitals.

defined as

lx = −iℏ
(
y
∂

∂z
− z

∂

∂y

)
= −iℏ

(
−sinφ

∂

∂θ
− cotθcosφ

∂

∂φ

)
(3.27a)

ly = −iℏ
(
z
∂

∂x
− x

∂

∂z

)
= −iℏ

(
−cosφ

∂

∂θ
− cotθsinφ

∂

∂φ

)
(3.27b)

lz = −iℏ
(
x
∂

∂y
− y

∂

∂x

)
= −iℏ ∂

∂φ
. (3.27c)

(for simplicity we write lmiK
≡ lm, m = x, y, z). For example, we consider the angular

part of the p-atomic orbitals

px =

√
3

4π
cosθ py =

√
3

4π
sinθcosφ pz =

√
3

4π
sinθsinφ. (3.28)

The effects of the operator l̂x on the atomic orbitals pz and px (we used eqs. 3.27

and 3.28) are given by19,51

l̂xpz = −iℏ
√

3

4π

(
−sinφ

∂

∂θ
− cotθcosφ

∂

∂φ

)
(sinθsinφ)

= −iℏpy
(3.29a)

l̂xpx = −iℏ
√

3

4π

(
−sinφ

∂

∂θ
− cotθcosφ

∂

∂φ

)
cosθ

= 0.

(3.29b)

In the same way, the results for the action of the l̂x, l̂y, l̂z operators on the px, py and

pz orbitals are collected in table 3.2. With these results we conclude that in a right-

handed coordinate system, the effect of the angular momentum operator on a p orbital

is to rotate the orbital counterclockwise by 90◦ about the axis specified by the angular

momentum operator subscript (see figure 3.1), and to multiply it by iℏ. Following the

same procedure, we can evaluate the effect of the l̂x, l̂y, l̂z operators on the d and f
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𝑦

𝑝𝑦

𝑧

𝑥

𝑝𝜒

መ𝑙𝑧

𝑦

𝑝𝑧

𝑧

𝑥

𝑝𝑦

መ𝑙𝑥90°

90°

Figure 3.1: Schematic representation of the effect of the angular momentum operators l̂x
and l̂z on the py and px atomic orbitals respectively (see eq. 3.27). The positive directions

of the Cartesian axes show the positive ends of the p atomic orbitals. For example, when l̂x
operates py , py undergoes 90◦ rotation around x-axis (countercklockwise) to get pz.

orbitals.51

Now, we are ready to evaluate the SOC matrix elements between singlet and triplet

states. We use eqs. 3.23b and 3.25. As an example, let us calculate the SOC matrix

element between the singlet state ΨS and the triplet state ΨT,0
51,55

⟨ΨS|ĤSOC
1e |ΨT,0⟩ = ⟨ΨS|

∑
K

ξ(r1K)
ˆ⃗
l1K · ˆ⃗s1 +

∑
K

ξ(r2K)
ˆ⃗
l2K · ˆ⃗s2|ΨT,0⟩

= ⟨ΦS|
∑
K

ξ(r1K)
ˆ⃗
l1K |ΦT ⟩⟨Θ00|ˆ⃗s1|Θ10⟩

+ ⟨ΦS|
∑
K

ξ(r2K)
ˆ⃗
l2K |ΦT ⟩⟨Θ00|ˆ⃗s2|Θ10⟩.

(3.30)

r1(2)K is the distance of the electron 1(2) with the nucleus K. The z-component of the

spin part of eq. 3.30 gives for the term of electron 1

⟨Θ00|ŝz1|Θ10⟩ =
1

2
⟨[a(1)b(2)− b(1)a(2)]|ŝz1|[a(1)b(2) + b(1)a(2)]⟩

=
1

2
[⟨a(1)|ŝz1|a(1)⟩⟨b(2)|b(2)⟩ − ⟨b(1)|ŝz1|b(1)⟩⟨a(2)|a(2)⟩]

=
ℏ
2

(3.31)

In an analogous way, the z-component of the orbital part of eq. 3.30 gives

⟨ΦS|
∑
K

ξ(r1K)l̂z1K |ΦT ⟩ =
1

2
⟨r1q2 + q1r2|

∑
K

ξ(r1K)l̂z1K |r1t2 − t1r2⟩ (3.32)

where the notation ri, ti, qi, (i = 1, 2) corresponds to the molecular orbitals ψr(i), ψt(i), ψq(i)

respectively. Applying the orthonormality of the molecular orbitals e.g., ⟨ri|ti⟩ = 0 and

⟨ri|pi⟩ = 1, and using the fact that the angular momentum operator l̂z1K acts only on
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component of ĤSOC
1e ⟨ΨS|ĤSOC

1e |ΨT,−1⟩ ⟨ΨS|ĤSOC
1e |ΨT,0⟩ ⟨ΨS|ĤSOC

1e |ΨT,1⟩

ĤSOC
1e,x

1√
2
⟨q|Ĥlx|t⟩ 0 1√

2
⟨q|Ĥlx|t⟩

ĤSOC
1e,y

1√
2
i⟨q|Ĥly |t⟩ 0 1√

2
i⟨q|Ĥly |t⟩

ĤSOC
1e,z 0 −⟨q|Ĥlz |t⟩ 0

Table 3.3: Matrix elements of ĤSOC between singlet and triplet states. Singlet and triplet
states are defined in eq. 3.25.

electron with r1K , eq. 3.32 simplifies to

⟨ΦS|
∑
K

ξ(r1K)l̂z1K |ΦT ⟩ = −1

2
⟨r2|r2⟩⟨q1|

∑
K

ξ(r1K)l̂z1K |t1⟩. (3.33)

Expanding the molecular orbitals in terms of the atomic orbitals φµ i.e.,

q =
∑
µ

cqµφµ

t =
∑
ν

ctνφν ,
(3.34)

the integral in eq. 3.33 yields

⟨ΦS|
∑
K

ξ(r1K)l̂z1K |ΦT ⟩ = −1

2
⟨
∑
µ

cqµφµ|
∑
K

ξ(r1k)l̂z1K |
∑
ν

ctνφν⟩

= −1

2

∑
µ

∑
ν

c∗qµctνζnl,K⟨φ′
µ|l̂z1K |φ′

ν⟩
(3.35)

where φ′ is the angular part of the atomic orbital φ. Identical results are obtained

for the for the z-component of the angular momentum operator that contains the

coordinates of electron 2. The x- and y-components of the angular momentum operator

give zero matrix elements. The matrix element of eq. 3.35 can be evaluated, for

example, for the p orbitals according to eqs. 3.29 and the results summarized in table

3.2. Therefore, we can see that the SOC integral between two states of different spin

multiplicity is non-zero only if the angular orbitals φ′
ν , φ

′
µ are different. For the same

orbitals the SOC integral is zero. Setting ℏ
2

∑
K ξ(rK)l̂zK ≡ Ĥlz , eq. 3.33 is summarized

as

⟨ΨS|ĤSOC
1e |ΨT ⟩ = −⟨q|Ĥlz |t⟩. (3.36)

The matrix elements between singlet and triplet states for the three components x, y, z,

and the remaining components of the triplet states with ms = ±1 are shown in the

table 3.3.
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3.5 SOC in organic compounds

As we explained in sections 3.2 and 3.3, the SOC coupling strength scales ap-

proximately with the fourth power of the nuclear charge Z, due to its leading one-

electron (see eq. 3.23b) one-center (see eq. 3.9) term. As such, SOC effects are larger

for the heavy element compounds. However, sometimes, small organic molecules pro-

duce SOC matrix elements that are sufficient to induce transitions between singlet

and triplet states.55–57 For example, n → π∗ to π → π∗ transitions are proved to give

stronger SOC matrix elements compared to the π → π∗ and π → π∗ transitions.19,58–61

As an example, let us consider the SOC matrix element between singlet and

triplet states of a monoazine (see figure 3.2)19,58,59. The excited states are of n → π∗

and π → π∗ characters. It follows that the SOC interaction ⟨S(n, π∗)|ĤSOC
1e |T (π, π∗)⟩

has the matrix element ⟨n|ĤSOC
1e |π⟩, where |n⟩ and |π⟩ are molecular orbitals for the

n and π hole orbitals. We focus on the spatial part that arises from the angular mo-

mentum operator ⟨n|Ĥl|π⟩ where Ĥl is the part of ĤSOC
1e that includes the angular

momentum operator (⃗l ), i.e., Ĥl =
ℏ
2

∑
K ξ(rK)

ˆ⃗
lK . In terms of the atomic orbitals

⟨n|Ĥl|π⟩ =
∑
ν

〈[(
2

3

)1/2

pzN +

(
1

3

)1/2

sN

] ∣∣∣Ĥl

∣∣∣ cπνφν

〉
. (3.37)

We keep only one-center contributions from the Nitrogen to the integral, so that Ĥl =

Ĥl,N = ℏ
2
ξ(rN)

ˆ⃗
lN . This is because the SOC contribution at the Nitrogen center that

comes from Carbons is very small (multi-center integrals are approximately zero). pzN

is the 2pz atomic orbital and sN is the 2s atomic orbital of the Nitrogen. φν is a

2py atomic orbital on the νth Carbon of the ring. With these assumptions, the SOC

integral is written as

⟨n|Ĥl|π⟩ =

〈[(
2

3

)1/2

pzN +

(
1

3

)1/2

sN

] ∣∣∣Ĥl,N

∣∣∣ cπNpyN〉 , (3.38)

and the atomic orbitals sN), pyN and pzN belong to the Nitrogen atom. The contri-

bution of the 2s orbital of the Nitrogen to the SOC is zero since l̂xN |sN⟩ = l̂yN |sN⟩ =
l̂zN |sN⟩ = 0. Therefore, ⟨sN |Ĥl,N |pyN⟩ = 0. In addition, using the results from table

3.2 for the effect of the
ˆ⃗
l operator on the p atomic orbitals, we deduce that

⟨pzN |Ĥlz ,N |pyN⟩ = ⟨pzN |Ĥly ,N |pyN⟩ = 0 (3.39a)

⟨pzN |Ĥl,N |pzN⟩ = ⟨pyN |Ĥl,N |pyN⟩ = ⟨pxN |Ĥl,N |pxN⟩ = 0 (3.39b)

The results from eq. 3.39 show that the SOC is non-zero only between two different

p orbitals that belong to the same center, and only via the component of Ĥl whose
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Figure 3.2: (a) Schematic representation of the effects of the l̂x, l̂y and l̂z operators on
the py orbital of the nitrogen atom in a monoazine. (b) Schematic diagram of the SOC
matrix element between p atomic orbitals. Above: The SOC matrix element between the
same orbitals e.g., between the two py orbitals is zero since the overlap between py and pz
is zero. Below: The SOC matrix element between py and pz orbitals when l̂x operates, is
strong because the overlap between two py orbitals is non-zero.

axis is different from the axis that the two p orbitals lie in. Consequently, the matrix

element of eq. 3.38 is simplified as

⟨n|Ĥl|π⟩ =
(
2

3

)1/2

cπN⟨pzN |Ĥlx,N |pyN⟩ (3.40)

this is the only non-zero contribution to the total SOC matrix element of monoazine.

When l̂xN operates on pyN it yields pzN and the overlap integral ⟨pzN |pzN⟩ ̸= 0. This

result is illustrated in figure 3.2.

The n→ π∗ to π → π∗ is the most common transition that produces strong SOC

interactions between singlet and triplet states in organic molecules.60 The π → π∗ to

π → π∗ transitions singlet-to-triplet transitions do not produce large SOC19,60. As

a simple example we consider the π → π∗ to π → π∗ transitions in the benzene

molecule.19,62 The SOC matrix element between the singlet state S(π, π∗) and the

triplet state T (π, π∗) reduces to

⟨S(π → π∗)|ĤSOC
1e |T (π → π∗)⟩ = −

∑
µ

∑
ν

= cπ,µcπ,ν⟨pzµ|Ĥlz |pzν⟩ (3.41)

where Ĥlz = ℏ
2

∑
K ξ(rK)l̂zK . pzµ and pzν are 2pz atomic orbitals on Carbons µ and

ν respectively. Obviously, the one-center terms (µ ∈ K and ν ∈ K) vanish as we

32

SPYROULL
A A. M

AVROMMATI



explained in eq. 3.39b. The two-center terms of the type ⟨pzµ|Ĥlz ,M |pzν⟩ (Ĥlz ,M =
ℏ
2
ξ(rM)l̂zM ) or ⟨pzµ|Ĥlz ,N |pzν⟩ (Ĥlz ,N = ℏ

2
ξ(rN)l̂zN ) are zero since Ĥlz ,N |pzν⟩ = 0 and

⟨pzµ|Ĥ∗
lz ,M

= 0 (see table 3.2). Consequently, only the three-center terms survive

leading to

⟨S(π → π∗)|ĤSOC|T (π → π∗)⟩ = −
∑
µ

∑
ν

= cπ,µcπ,ν⟨pzµ|
∑
P

Ĥlz ,P |pzν⟩ (3.42)

where P is an atomic center for which ν ̸= P ̸= µ. However, this integral is very small

due to the r−3 dependence of Ĥl. In addition, the two-electron terms of “spin-other-

orbit” type that we introduced in eq. 3.23 and so far were neglected, do not contribute

to the integral of eq. 3.42.62

With the example of benzene we show that singlet-to-triple transitions of π →
π∗ character do not exhibit strong SOC because one- and two-center contributions

vanish and the three-center contribution is relatively small. Sometimes, two-center

contributions are responsible for the strong SOC in organic molecules. For example,

in aromatic amines the singlet and triplet states are of intramolecular charge transfer

(CT) character and involve charge redistribution from one part of a molecule to the

other. The two-center contribution to the SOC integral is large while the one-center

terms vanish.19

3.6 Conclusions

In this chapter we use quantum mechanics and relativistic corrections to esti-

mate the SOC matrix element between states of different spin multiplicity. We show

that the SOC is strong in compounds with heavy-atom substituents because the SOC

constant ζnl is analogous to Z
4 (see eq. 3.9). In small aromatic compounds, the SOC

matrix element between singlet and triplet excited states is weak. This is because the

singlet and triplet states in most organic molecules are of π → π∗ character, and SOC

interactions between singlet state S(π, π∗) and triplet state T (π, π∗) are of three-center

type so they are negligible. Therefore, singlet and triplet states of the same configu-

ration induce weak SOC. If organic molecules exhibit strong SOC, this usually comes

from large interactions between the non-bonding molecular orbital of the singlet state

S(n, π∗) and the π orbital of the triplet state T (π, π∗). These n→ π∗ to π → π∗ tran-

sitions are one-center, thus, they are dominant. Finally, two-center contributions are

sometimes responsible for strong mixing between the singlet and triplet states when

the one-center term vanish, and this is pronounced in organic molecules with singlet

and triplet states of CT character.
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CHAPTER 4

Quantum mechanical description of the dynamics of

open quantum systems

Time-dependent phenomena in molecular systems that are isolated from the

surrounding environment, are completely described by the time-dependent Schrödinger

equation. However, the model of isolated systems is unrealistic since environmental ef-

fects influence the dynamics of the quantum system. Different types of interactions

that depend on the type of the environment and its coupling strength to the system,

result in energy exchange between system and its environment that are termed as re-

laxation and dissipation. For example, if initially the energy is deposited in the system,

as time passes it will be transferred to the reservoir, and in some situations it may be

possible to flow back into the system. This is the type of energy exchange which is

called relaxation. If energy does not move back to the system, the irreversible energy

flow into the reservoir is termed dissipation.

The interaction of a system with its thermal surrounding can be experimentally

studied under the influence of external electromagnetic fields. For instance, spectro-

scopic techniques such as absorption, pump-probe and electron paramagnetic reso-

nance experiments are used to investigate molecular systems in solution phase (reser-

voir). The derived spectra resulting from electronic and vibrational transitions in the

molecules, give detailed information about how the solvent molecules influence the

dynamics of the molecular system under study. The corresponding theoretical descrip-

tion is given by the density operator (statistical operator) formalism. In this concept,

the dynamics of the quantum system embedded in a macroscopic thermal reservoir,

is described by density matrices and specifically with its reduction scheme. In this

chapter, we briefly describe the formalism of density operator and its time evolution.

In particular, we discuss the density-matrix formalism in Liouville space.
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4.1 The Density operator

For a system characterized by the Hamiltonian Ĥ and a time-dependent wave-

function |Ψ(t)⟩, we use an orthonormal basis set {ϕn} (also denoted |n⟩) to expand its

wavefunction

|Ψ(t)⟩ =
∑
n

Cn(t)|ϕn⟩. (4.1)

where
∑

n |Cn|2 = 1. The expectation value of an operator Â at a time t is given by

⟨A(t)⟩ = ⟨Ψ(t)|Â|Ψ(t)⟩ =
∑
n,n′

Cn′(t)C∗
n(t)⟨n|Â|n′⟩ =

∑
n,n′

Cn′(t)C∗
n(t)An,n′ , (4.2)

where Cn′(t) = ⟨n′|Ψ(t)⟩ and C∗
n(t) = ⟨Ψ(t)|n⟩. This expression provides the idea of

the density operator which is defined as9,10,43,63,64

ρ̂(t) ≡ |Ψ(t)⟩⟨Ψ(t)|, (4.3)

so that

ρ̂ =
∑
n,n′

Cn(t)C
∗
n′(t)|n⟩⟨n′|, (4.4)

where

ρn,n′(t) = ⟨ϕn|ρ̂|ϕn′⟩ = Cn(t)C
∗
n′(t) (4.5)

are the matrix elements of the density operator.

A system ensemble that is characterized by such a wavefunction |Ψ(t)⟩ is said

to be in a pure state. Generally, quantum system ensembles are not in a pure state,

instead, they are described as a statistical mixture of pure states |Ψk⟩. In this case, the

probability of the system to be in state |Ψk⟩ is denoted by Pk, and the corresponding

density operator is defined by

ρ̂(t) ≡
∑
k

Pk|Ψk(t)⟩⟨Ψk(t)| (4.6)

(Pk ≥ 0 and
∑

k Pk = 1). The corresponding matrix elements of the density operator

are given by

ρnn′ =
∑
k

Pk⟨n|Ψk⟩⟨Ψk|n′⟩ (4.7)

Equation 4.6 describes a system in a mixed state (statistical mixture). The expectation

value of an observable Â for a mixed state, given by

⟨A(t)⟩ =
∑
k

Pk⟨Ψk(t)|Â|Ψk(t)⟩ = Tr{ ˆρ(t)Â} (4.8)
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where Tr denotes trace.

The density matrix of a pure or a mixed state is always Hermitian i.e., ρ̂†(t) =

ρ̂(t). Its diagonal elements ρnn are real and positive i.e., ρnn =
∑

k Pk⟨n|Ψk⟩⟨Ψk|n⟩ =∑
k Pk|⟨n|Ψk⟩|2 ≥ 0. ρnn represents the probability that the system is in the corre-

sponding single state |n⟩ and is referred to as a population. The non-diagonal matrix

elements ρnn′ =
∑

k Pk⟨n|Ψk⟩⟨Ψk|n′⟩ (n ̸= n′) are called coherences. If |n⟩ =
∑

k CnkΨk

and |n′⟩ =
∑

k Cn′kΨk we get ρnn′ =
∑

k PkC
∗
nkCn′k = ⟨Cnk∗Cn′k

⟩. ρnn′ is an average of

the cross terms ⟨n′|Ψk(t)⟩⟨Ψk(t)|n⟩. As such, it describes coherent (wavefunction) evo-
lution. The density matrix operator satisfies the property Tr[ρ̂2(t)] ≤ 1 (Tr[ρ̂2(t)] = 1

only for a pure state.

4.2 Time evolution of the density operator

The time evolution of the density operator and its equation of motion can be found by

taking the derivative of eq. 4.6 i.e.,

dρ̂(t)

dt
=
∑
k

Pk
d

dt
(|Ψk(t)⟩⟨Ψk(t)|) (4.9a)

d

dt
(|Ψk(t)⟩⟨Ψk(t)|) =

(
d

dt
|Ψk(t)⟩

)
⟨Ψk(t)|+ |Ψk(t)⟩

(
d

dt
⟨Ψk(t)|

)
. (4.9b)

By substituting the Schrödinger equation and its Hermitian conjugate

d

dt
|Ψk(t)⟩ = − i

ℏ
Ĥ|Ψk(t)⟩,

d

dt
⟨Ψk(t)| =

i

ℏ
⟨Ψk(t)|Ĥ (4.10)

we get,
dρ̂(t)

dt
= − i

ℏ
Ĥ|Ψk(t)⟩⟨Ψk(t)|+ |Ψk(t)⟩⟨Ψk(t)|Ĥ (4.11)

which finally yields,
dρ̂(t)

dt
= − i

ℏ

[
Ĥ, ρ̂(t)

]
= − i

ℏ
L̂ρ̂(t). (4.12)

This equation of motion (eq. 4.12) is called the Liouville-von Neumann or quantum

Liouville equation, and L̂ is the Liouville superoperator defined via the commutation

L̂ρ̂(t) ≡
[
Ĥ, ρ̂(t)

]
. (4.13)

The solution of the Liouville-von Neumann equation (eq. 4.12) is

ρ̂(t) = e−iL̂(t−t0)/ℏρ̂(t = 0). (4.14)
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4.3 The Liouville space approach

We introduce Liouville space, via an example of a two-level system characterized

by the Hamiltonian (see eq. 2.1)

Ĥ = Ĥ(0) + V̂ (t), (4.15)

where Ĥ(0) is the unperturbed Hamiltonian and V̂ (t) is the time-dependent external

perturbation. We denote the eigenstates of the unperturbed Hamiltonian |a⟩ and |b⟩
and the corresponding eigenvalues εa and εb. We assume that the diagonal matrix

elements of the perturbation Hamiltonian matrix Ṽ are zero, so that the total Hamil-

tonian matrix of the system in the representation of the eigenstates of the unperturbed

Hamiltonian, is simplified as

H̃ =

[
εa Vab

Vba εb

]
. (4.16)

The density matrix of this 2× 2 system has four elements

ρ̃(t) =

[
ρaa(t) ρab(t)

ρba(t) ρbb(t)

]
(4.17)

The time evolution of the density operator given by dρ̂(t)
dt

= − i
ℏ

[
Ĥ, ρ̂(t)

]
(see eq. 4.12)

yields the following matrix elements

ρ̊aa = − i

ℏ
(Vabρba − Vbaρab) (4.18a)

ρ̊ab = − i

ℏ
(εa − εb)ρab −

i

ℏ
Vab(ρbb − ρaa) (4.18b)

ρ̊ba = − i

ℏ
(εb − εa)ρba −

i

ℏ
Vba(ρaa − ρbb) (4.18c)

ρ̊bb = − i

ℏ
(Vbaρab − Vabρba). (4.18d)

These equations can also be written as

d

dt


ρaa

ρab

ρba

ρbb

 = − i

ℏ


0 −Vba Vab 0

Vab εa − εb 0 Vab

Vba 0 εb − εa −Vba
0 Vba −Vab 0



ρaa

ρab

ρba

ρbb

 . (4.19)
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In eq. 4.19 the density operator is written as a 4× 4 vector

ρ⃗(t) =


ρaa

ρab

ρba

ρbb

 , (4.20)

and L̃ is the 4× 4 Liouvillian matrix

L̃ =


0 −Vba Vab 0

Vab εa − εb 0 Vab

Vba 0 εb − εa −Vba
0 Vba −Vab 0

 . (4.21)

In general, for a N−state system characterized by the Hamiltonian Ĥ (= Ĥ(0)+

V̂ ), the eigenvectors of the zero-th order Hamiltonian Ĥ(0) i.e., |j⟩, |k⟩, |m⟩, |n⟩... con-
stitute a complete basis set of functions in Hilbert space. The jk matrix element of

the quantum Liouville equation will be given by

ρ̊jk = − i

ℏ

[
(Ĥρ̂)jk − (ρ̂Ĥ)jk

]
(j, k = 1, 2, 3...N). (4.22)

The density operator has N2 matrix elements ρjk and the Liouvillian (4.21) is a matrix

with N2 ×N2 matrix elements Ljk,mn. We rewrite eq. 4.22 as

dρjk
dt

= − i

ℏ
∑
m

[Hjmρmk − ρjmHmk]

= − i

ℏ
∑
m,n

Ljk,mnρmn

(4.23)

where

Ljk,mn = Hjmδkn −H∗
knδjm. (4.24)

In matrix form, eqs. 4.23 and 4.24 are given by

dρ⃗

dt
= − i

ℏ
L̃ρ⃗ (4.25)

where ρ⃗ ia an N2 column vector consisting of all ρmn matrix elements. L̃ is an N2×N2

matrix consisting of all Ljk,mn matrix elements. The space where the density operator

is a vector rather than matrix, is called Liouville space.
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4.4 The reduced density operator

Suppose that the total Hamiltonian of a system (S) and its surrounding bath

(B) that describes the environment, is given by

Ĥ = Ĥ(S)(qS) + Ĥ(B)(qB) + Ĥ(S−B)(qS, qB). (4.26)

Ĥ(S) and Ĥ(B) are the Hamiltonians of the system and the bath respectively, and

Ĥ(S−B)(qS, qB) is the system-bath interaction Hamiltonian. qS and qB represent the

system and bath degrees of freedom, respectively. The isolated system and bath eigen-

states satisfy the Schrödinger equations

Ĥ(S)|s⟩ = εa|s⟩

Ĥ(B)|b⟩ = εb|b⟩.
(4.27)

The product states |sb⟩ = |s⟩|b⟩ form a complete set of basis for the combined system

and bath, i.e.,
∑

s,b |sb⟩⟨sb| = 1. The |sb⟩ states are not eigenstates of the total

Hamiltonian Ĥ due to the interaction term Ĥ(S−B)(qS, qB). The expectation value

of any system operator Â(qS) will be given by

⟨Â(t)⟩ = Tr
[
ρ̂(t)Â(qS)

]
(4.28)

where,

Tr
[
ρ̂(t)Â(qS)

]
=
∑
s,b

⟨sb|ρ̂(t)Â(qS)|sb⟩=
∑
s,b

∑
s′,b′

⟨sb|ρ̂(t)|s′b′⟩⟨s′b′|Â(qS)|sb⟩. (4.29)

The operator Â is independent of the bath degrees of freedom so that

⟨s′b′|Â(qS)|sb⟩ = ⟨s′|Â|s⟩⟨b′|b⟩ (4.30)

and since the eigenstates of the bath system are orthonormal, i.e., ⟨b′|b⟩ = δb,b′ , the

expectation value yields

⟨Â(t)⟩ =
∑
s,s′

∑
b

⟨sb|ρ̂(t)|s′b⟩⟨s′|Â(qS)|s⟩ = TrS

[
(TrBρ̂)Â

]
. (4.31)

The quantity

σ̂(t) = TrBρ̂(t) (4.32)

is the reduced system density operator whose matrix elements are given by

σss′(t) =
∑
b

⟨sb|ρ̂(t)|s′b⟩. (4.33)
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TrB and TrS denote partial trace over the bath and system degrees of freedom respec-

tively (Tr = TrBTrS). The time evolution of the reduced density operator can be found

from the time evolution of the density operator of the total system

dρ̂

dt
= − i

ℏ

[
Ĥ, ρ̂

]
= − i

ℏ

[
Ĥ(S), ρ̂

]
− i

ℏ

[
Ĥ(B), ρ̂

]
− i

ℏ

[
Ĥ(S−B), ρ̂

]
. (4.34)

Taking the trace TrB of both sides of equation 4.34 leads to

dσ̂

dt
= − i

ℏ

[
Ĥ(S), σ̂

]
− i

ℏ
TrB

([
Ĥ(S−B), ρ̂

])
, (4.35)

where TrB[Ĥ
(S), ρ̂] = [Ĥ(S),TrBρ̂] = [Ĥ(S), σ̂]. The effects of the bath on the time

evolution of the system density matrix are given by the second term in eq. 4.35.

4.5 Quantum master equation within Markov approximation

Using the Markov approximation for the TrB

([
Ĥ(S−B), ρ̂

])
term in eq. 4.35,

the equation can be reduced to the form (see refs. 9,10,43,63,64)

iℏ
dσ̂(t)

dt
= L̂cohσ̂(t) + L̂dissσ̂(t), (4.36)

where

L̂cohσ̂(t) =
[
Ĥ(S), σ̂

]
(4.37)

and

L̂dissσ̂(t) ≈ TrB

([
Ĥ(S−B), ρ̂

])
. (4.38)

L̂diss is called the dissipative part of the time evolution of σ̂(t). It contains environ-

mental induced population-relaxation rates (between S eigenstates) and pure dephasing

rates that cause the decay of coherences between system eigenstates.

We express eq. 4.36 in Liouville space such that

dσ⃗(t)

dt
= − i

ℏ
L̃totσ⃗(t) (4.39)

where

L̃tot = L̃coh + L̃diss (4.40)

is the total Liouvillian matrix. As an example, consider a two-state system (S) with

eigenstates |a⟩ and |b⟩ (as before). Then,

L̃coh =


0 −Vba Vab 0

Vab εa − εb 0 Vab

Vba 0 εb − εa −Vba
0 Vba −Vab 0

 . (4.41)

40

SPYROULL
A A. M

AVROMMATI



L̃diss is a sum of a population-relaxation term and a pure dephasing term

L̂diss = L̂diss
pr + L̂diss

pd . (4.42)

The population-relaxation Liouvillian matrix is given by

L̃diss
pr = iℏ


−Γa→b 0 0 Γb→a

0 −1
2
Γa→b − 1

2
Γb→a 0 0

0 0 −1
2
Γa→b − 1

2
Γb→a 0

Γa→b 0 0 Γb→a

 (4.43)

where Γa→b is the rate for the transition from state |a⟩ to state |b⟩, and Γb→a is the

respective backward rate. These types of transitions are accompanied by energy dissi-

pation into the environment. The pure dephasing Liouvillian matrix is given by

L̃diss
pd = iℏ


0 0 0 0

0 −γab 0 0

0 0 −γab 0

0 0 0 0

 (4.44)

where γab are pure dephasing rates that represent elastic-type collisions without en-

ergy exchange between the system and its environment. The total Liouvillian matrix

composed by the coherent and incoherent parts is written as

L̃tot =


−iℏΓa→b −Vba Vab iℏΓb→a

Vab (εa − εb)− iℏ
T2

0 Vab

Vba 0 (εb − εa)− iℏ
T2

−Vba
iℏΓa→b Vba −Vab iℏΓb→a

 (4.45)

where we define the decay time T2 as

1

T2
=

1

2
(Γa→b + Γb→a) + γab. (4.46)
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For an N×N system, the total Liouvillian matrix elements of eq. 4.39 are summarized

as follows

(i) Coherent part:

Ljk,mn = Hjkδkn −H∗
knδjm, Hjk = ⟨j|Ĥ(S)|k⟩ (4.47a)

(ii) Dissipative part:

Ljk,jk = −iℏ
[∑

e̸=j Γj→e +
∑

e̸=k Γk→e

2

]
− iℏγjk (4.47b)

Ljj,jj = −iℏ
∑
e̸=j

Γj→e (4.47c)

Ljj,kk = iℏΓj→k (4.47d)

zero otherwise. (4.47e)

4.6 The Bloch equations

We use the Liouville formalism as introduced in the previous sections, in order

to extract the Bloch equations of motion.43,65 These equations are traditionally used to

interprete electron paramagnetic resonance (EPR), nuclear magnetic resonance (NMR)

and nonlinear optical spectroscopies. We start from eqs. 4.39 and 4.45, i.e.,

σ̊aa = −Γa→bσaa + Γb→aσbb +
i

ℏ
(Vbaσab − σbaVab) (4.48a)

σ̊bb = Γa→bσaa − Γb→aσbb −
i

ℏ
(Vbaσab − σbaVab) (4.48b)

σ̊ba = −
(
iωba +

1

T2

)
σba +

i

ℏ
Vba(σbb − σaa), (4.48c)

where ωba = εb − εa. Note that σab is the complex conjugate of σba, thus, no separate

equation is required. In the absence of external perturbation, Vab = Vba = 0, and using

the relation σaa+σbb = 1, the equation of motion for the populations σaa and σbb yields

σ̊aa = Γb→a − σaa(Γa→b + Γb→a) (4.49a)

σ̊bb = Γa→b − σbb(Γa→b + Γb→a) (4.49b)

Subtracting the two equations above, we get the equation of motion for the population

difference σbb − σaa, i.e.,

σ̊bb − σ̊aa = (Γa→b − Γb→a)− (Γa→b + Γb→a)(σbb − σaa). (4.50)
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In thermal equilibrium, σ̊bb = σ̊aa = 0, so that eq. 4.50 yields

(σbb − σaa)
(eq) =

Γa→b − Γb→a

Γa→b + Γb→a

, (4.51)

which is the population difference in thermal equilibrium. We define the decay rate T1

as

T1 =
1

Γa→b + Γb→a

(4.52)

and eq. 4.50 is rewritten as

σ̊bb − σ̊aa = −(σbb − σaa)− (σbb − σaa)
(eq)

T1
. (4.53)

Now, taking into account the external perturbation V̂ , eq. 4.53 for the population

difference σbb − σaa, is expressed as

σ̊bb − σ̊aa = −(σbb − σaa)− (σbb − σaa)
(eq)

T1
− 2i

ℏ
(Vbaσab − σbaVab) (4.54)

(see eqs. 4.48a and 4.48b). We examine the solutions to the coupled equations

σ̊ba = −
(
iωba +

1

T2

)
σba +

i

ℏ
Vba(σbb − σaa) (4.55a)

σ̊bb − σ̊aa = −(σbb − σaa)− (σbb − σaa)
(eq)

T1
− 2i

ℏ
(Vbaσab − σbaVab) (4.55b)

in the presence of a monochromatic, steady-state field of frequency ω. For example,

the interaction Hamiltonian for a linearly polarized applied field in the x-direction, is

given by

V̂ = −V̂xcos(ωt) = −V̂x
(
e−iωt + eiωt

2

)
, (4.56)

and the respective matrix elements are written as

Vba = −⟨b| V̂x
2
|a⟩(e−iωt + eiωt). (4.57)

We apply the rotating-wave approximation (RWA) i.e., we approximate Vba as follows

Vba ≈ −⟨b| V̂x
2
|a⟩e−iωt = −Vbae

−iωt. (4.58)
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Further, we introduce the following quantities

σba = σ̃bae
−iωt (4.59a)

σaa = σ̃aa (4.59b)

σbb = σ̃bb (4.59c)

where σ̃ba slowly varies in the case ω = ωba. Therefore, eqs. 4.55a and 4.55b become

d

dt
σ̃ba =

[
i(ω − ωba)−

1

T2

]
σ̃ba −

i

ℏ
Vba(σbb − σaa) (4.60a)

σ̊bb − σ̊aa = −(σbb − σaa)− (σbb − σaa)
(eq)

T1
+

2i

ℏ
(Vbaσ̃ab − σ̃baVab). (4.60b)

These two coupled equations of motion are simplified by introducing the following

quantities

w = σbb − σaa

w(eq) = (σbb − σaa)
(eq)

∆ω = ω − ωba

(4.61)

and we drop the subscripts on σ̃ba and Vba i.e., σ̃ba = σ̃ and Vba = V for simplicity.

Then, eqs. 4.60a and 4.60b are written as

dσ̃

dt
=

(
i∆ω − 1

T2

)
σ̃ − i

ℏ
Vw (4.62a)

dw

dt
= −w− w(eq)

T1
+

2i

ℏ
(Vσ̃∗ − σ̃V∗). (4.62b)

We express the density matrix element σ̃ in terms of two real quantities as follows

σ̃ =
1

2
(u− iv), (4.63)

and eq. 4.62a yields

d

dt
(u− iv) =

(
i∆ω − 1

T2

)
(u− iv)− 2i

ℏ
Vw (4.64)

This equation can be separated into its real and imaginary part as follows

du

dt
= ∆ωv − 1

T2
u (4.65a)

dv

dt
= −∆ωu− v

T2
+

2

ℏ
Vw. (4.65b)
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In the same way, if we substitute σ̃ = 1
2
(u− iv) also in eq. 4.62, we get

dw

dt
= −w− w(eq)

T1
− 2

ℏ
Vv. (4.66)

The set of eqs. 4.65a, 4.65b and 4.66 are the so-called Bloch equations. The steady-

state solutions are given by setting du
dt

= 0, dv
dt

= 0 and dw
dt

= 0, i.e.,

uss ≡ (σ̃ss)∗ + σ̃ss =
2w(eq)V∆ωT 2

2

ℏ[1 +∆ω2T 2
2 + (4/ℏ2)|V|2T1T2]

(4.67a)

vss ≡ i[σ̃ss − (σ̃ss)∗] =
2w(eq)VT2

ℏ[1 +∆ω2T 2
2 + (4/ℏ2)|V|2T1T2]

(4.67b)

wss ≡ σss
bb − σss

aa =
w(eq)[1 + (ω − ωba)

2T 2
2 ]

1 +∆ω2T 2
2 + (4/ℏ2)|V|2T1T2

. (4.67c)

where σ̃ = σ̃ba and σ̃∗ = σ̃ab (see eq. 4.63). Eqs 4.67a, 4.67b and 4.67c are the steady-

state solutions to the Bloch equations for the time-dependent harmonic perturbation

in the RWA, Vba. For example, in the case of absorption Vba = µbaE where E is the

magnitude of the applied electric field. In the case of an EPR experiment, Vba =
gβeℏB1

2

where B1 is the magnitude of the detection magnetic field along in the x-direction (see

chapter 5).
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CHAPTER 5

Principles of electron paramagnetic resonance

5.1 Introduction

Electron Paramagnetic Resonance (EPR) spectroscopy is a well-established spec-

troscopic technique for studying molecular systems with unpaired electrons. Molecular

species with at least one unpaired electron (paramagnets) are of particular interest

since they are often chemically reactive. For example, proteins contain paramagnetic

molecules in the form of stable cofactors such as transition metal ions (e.g., iron, copper,

nickel) and complex organic molecules. Homogeneous catalysts, electrochemical sys-

tems and materials exposed to UV irradiation produce organic and inorganic radicals

during the reactions. EPR is the most popular method of choice used to characterize

and identify these paramagnetic systems, providing information about their electronic

structure and dynamics.

EPR is an experimental method to study magnetic-dipole transitions induced by

microwave irradiation of paramagnetic systems placed in a static magnetic field. From

the transitions between the energy levels one obtains detailed information about the

structural and electronic properties of the paramagnetic system. The EPR experiment

of a free radical with an unpaired electron is the simplest form of EPR spectroscopy.

The isolated electron possesses a spin angular momentum S⃗ which gives rise to a spin

magnetic moment µ⃗. The two are related by the formula

µ⃗ = −gβeS⃗ (5.1)

where βe is the Bohr magneton defined as

βe =
eℏ
me

(5.2)

(me is the mass of electron). The quantity g is the g-factor of the electron and equals

to 2.0023 for a free electron. In the absence of an external magnetic field, the magnetic
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Figure 5.1: Energy level diagram for S = 1/2 system as a function of the applied magnetic
field B0. In zero magnetic field (B0 = 0) the electron spin energy levels are degenerate.
Application of external magnetic filed (B0 > 0) lifts the degeneracy of the electron spin
energy levels. The EPR signal is observed when the energy difference between the two spin
states matches the frequency of the absorptive photon, (gβeB0) /ℏ = ω0.

dipole µ⃗ is randomly oriented. However, if the electron is subjected to a static mag-

netic field B⃗, the magnetic dipole moment µ⃗ experiences a torque tending to align the

magnetic moment with the field. In a static magnetic field parallel to the z-direction

[B⃗ = (0, 0, B0)], the degeneracy of the electron spin energy levels is lifted due to the

spin magnetic quantum number mS (e.g., mS = ±1/2). The system in the presence of

the static magnetic field B0 is described by the Zeeman Hamiltonian66–71

Ĥ = gβeB0Ŝz. (5.3)

The eigenenergies of the Zeeman Hamiltonian are

EmS=±1/2 = ±1

2
gβeB0 (5.4)

(see Figure 5.1). To detect an EPR signal, an additional magnetic field B⃗1 is applied

perpendicular to the static magnetic field B0ẑ. In the usual EPR experimental setup,

B⃗1 is linearly polarized along the x-direction i.e., B⃗1(t) = (2B1cos(ωmwt), 0, 0). This

field can be considered as a superposition of a clockwise and a counter-clockwise rotat-

ing circularly polarized fields (B⃗r
1), while the effect of the counter-rotating component

is often neglected (i.e., B⃗r
1 = (B1cos(ωmwt), B1sin(ωmwt), 0)). The frequency ωmw is

usually in the microwave (mw) range. If ωmw = ω0, where

ω0 =
(
EmS=+1/2 − EmS=−1/2

)
/ℏ = (gβeB0) /ℏ, (5.5)

47

SPYROULL
A A. M

AVROMMATI



z

y

x

𝝎𝟎
𝑺

𝑩𝟎

z

y

x

𝝑

𝐵0

z

y

x
𝐵1

𝜔𝑚𝑤

(a)                                                                                                         (b)

𝐵1
𝑟

Figure 5.2: (a) The spin vector precesses about the magnetic field B⃗0 along the z-axis of
the laboratory frame (x, y, z), with frequency of precession ω0. (b) The additional field B⃗1

rotates in the xy plane with frequency ωmw.

maximum absorption from the lowest- to the highest-energy spin state is obtained.

This situation is described as the resonance condition and describes the fundamental

principle of the EPR spectroscopy.

5.2 Quantum mechanical description of spin in external mag-

netic field

A particle of spin 1/2 in a static magnetic field B0ẑ is described by the Hamilto-

nian of eq. 5.3. The eigenstates of the spin Hamiltonian are those of Ŝz i.e., |a⟩ =
∣∣1
2
, 1
2

〉
for spin up and |b⟩ =

∣∣1
2
,−1

2

〉
for spin down. The time-dependent wavefunction |Ψ(t)⟩

of the system is a linear combination of |a⟩ and |b⟩, i.e.,72

|Ψ(t)⟩ = ca(t)|a⟩+ cb(t)|b⟩. (5.6)

where the coefficients ca(t) and cb(t) equal to ca(t) = cae
−igβeB0t/2 and cb(t) = cbe

igβeB0t/2.

Without loss of generality, we can write ca = cos(ϑ/2) and cb = sin(ϑ/2), such that

|ca|2 + |cb|2 = 1. We calculate the expectation value of
ˆ⃗
S as a function of time, i.e.,

⟨ ˆ⃗S ⟩ = ⟨Ψ(t)| ˆ⃗S|Ψ(t)⟩. The result is

⟨Ŝx⟩ =
ℏ
2
sinϑcos(ω0t) (5.7a)

⟨Ŝy⟩ = −ℏ
2
sinϑsin(ω0t) (5.7b)

⟨Ŝz⟩ =
ℏ
2
cosϑ. (5.7c)

These equations indicate that ⟨ ˆ⃗S ⟩ precesses at a constant angle ϑ on a cone about the

magnetic field B0ẑ, with frequency of precession equal to ω0 (see figure 5.2(a)).

In the presence of the external time-dependent magnetic field B⃗1(t), the Hamil-
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tonian of the system is written as (see figure 5.2(b))

Ĥ(t) = gβe

{
B0Ŝz +B1[cos(ωmwt)Ŝx + sin(ωmwt)Ŝy]

}
= ω0Ŝz + ω1[cos(ωmwt)Ŝx + sin(ωmwt)Ŝy],

(5.8)

where ω1 = gβeB1. In a matrix form, the Hamiltonian in the basis of |a⟩ and |b⟩ states,
is written as

H̃ =
ℏ
2

(
ω0 ω1e

−iωmwt

ω1e
iωmwt −ω0

)
. (5.9)

Substituting eq. 5.6 in the time-dependent Schrödinger equation iℏ|Ψ(t)⟩ = Ĥ|Ψ(t)⟩,
yields

i
d

dt
ca(t) =

ω0

2
ca(t) +

ω1

2
cb(t)e

−iωmwt (5.10a)

i
d

dt
cb(t) = −ω0

2
cb(t) +

ω1

2
ca(t)e

iωmwt. (5.10b)

The magnetic field B⃗1 (and the Hamiltonian) becomes time-independent in a rotating

coordinate system (X, Y, Z) which rotates with the microwave frequency ωmw about

the z-axis (z coincides with Z). We transform to the rotating frame by making the

following substitutions

c′a(t) = eiωmwt/2ca(t)

c′b(t) = e−iωmwt/2cb(t).
(5.11)

Eqs. 5.10a and 5.10b are now given by

i
d

dt
c′a(t) = −∆ω

2
c′a(t) +

ω1

2
c′b(t) (5.12a)

i
d

dt
c′b(t) =

∆ω

2
c′b(t) +

ω1

2
c′a(t), (5.12b)

where ∆ω = ωmw − ω0. The time-dependent Schrödinger equation for this system is

written as

iℏ|Ψ̃(t)⟩ = Ĥeff|Ψ̃(t)⟩ (5.13)

where the wavefunction |Ψ̃(t)⟩ is given by

|Ψ̃(t)⟩ = c′a(t)|a⟩+ c′b(t)|b⟩, (5.14)
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Figure 5.3: (a) Precession of the magnetization about the effective magnetic field B⃗eff with
precession frequency ωeff, during m.w. irradiation with amplitude ω1. (b) The transformation
to the rotating frame (X,Y, Z) gives the effective magnetic field B⃗eff tilted at a constant angle
θ to the Z-axis.

and the effective Hamiltonian matrix is given by

H̃eff =
ℏ
2

(
−∆ω ω1

ω1 ∆ω

)
. (5.15)

In terms of spin operators, the above time-independent Hamiltonian Ĥeff in the rotating

frame (X, Y, Z) is given by

Ĥeff = −∆ωŜZ + ω1ŜX . (5.16)

This Hamiltonian describes the interaction of the spin with the effective magnetic field

B⃗eff which is static in the rotating frame (see figure 5.3(b))

B⃗eff =

(
B0 −

ωmw

gβe

)
Ẑ +B1X̂. (5.17)

This field makes an angle θ with the Z-axis given by

tan(θ) =
B⃗1

B⃗0

=
ω1

ω0

. (5.18)

(see figure 5.3(b)). In conclusion, the effect of the time-dependent magnetic field B⃗1

(in the rotating wave approximation and in the rotating frame), can be considered as

an effective static magnetic field at an angle θ with respect to the original static field

B⃗0.
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5.3 The Bloch equations for the EPR experiment in the ro-

tating frame

To include spin relaxation effects in EPR we need to adopt a density-matrix

formalism that contains relaxation terms (see chapter 4). Below, we describe the

simplest density-matrix approach involving the Bloch equations for the magnetization.

The EPR experiment probes the magnetization M⃗ , defined by

Mi = ngβe⟨Ŝi⟩ (i = X, Y, Z). (5.19)

n is the total number of atoms per unit volume. ⟨Ŝi⟩ is the expectation value of the

operator Ŝi i.e., ⟨Ŝi⟩ = Tr(σ̂Ŝi) where σ̂ is the reduced density matrix, as discussed in

chapter 4. The Bloch equations for the magnetization in the absence of relaxation can

be obtained starting from the equation of motion for the reduced density matrix

dσ⃗(t)

dt
= − i

ℏ
L̃cohσ⃗(t) (5.20)

where L̃coh is the coherent part of the Liouvillian matrix as given by eq. 4.41. Following

exactly the same procedure that we described in eqs. 4.48 - 4.66 we get the Bloch

equations for the spin system (for V = ⟨b| V̂x
2
|a⟩ = gβeℏB1

2
, V̂x = 2gβeB1Ŝx and ∆ω =

ωmw−ω0). To obtain the Bloch equations for the magnetization we use eq. 5.19 leading

to73–75

dMX

dt
= (ωmw − ω0)MY (5.21a)

dMY

dt
= −(ωmw − ω0)MX + ω1MZ (5.21b)

dMZ

dt
= −ω1MY . (5.21c)

These are the Bloch equations for the magnetization in the presence of the external

alternating magnetic field B⃗1, and they are expressed in the rotating frame (X, Y, Z).

These three equations describe the time-dependence of the magnetization vector M⃗ .

They describe the precession of the magnetization in a cone of a fixed angle about the

direction of the effective magnetic field B⃗eff with frequency of precession equal to

ωeff =
√
∆ω2 + ω2

1, (5.22)

as shown in the figure 5.3(a). For the particular case where ωmw = ω0 (and thus

∆ω = 0), so that B⃗eff = B⃗1, the motion of the magnetization vector is a precession

about the X-axis with frequency ωeff = ω1. This is the on-resonant case and absorption

between the magnetic spin states occurs.
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To include relaxation effects we use the same procedure as above for the reduced

density matrix, starting from equations

dσ⃗(t)

dt
= − i

ℏ
(L̃coh + L̃diss)σ⃗(t)

= − i

ℏ
L̃totσ⃗(t)

(5.23)

where L̃diss is the dissipative part of the Liouville matrix (see section 4.5). The total

Liouvillian matrix is given by eq. 4.45. We obtain

dMX

dt
= (ωmw − ω0)MY − MX

T2
(5.24a)

dMY

dt
= −(ωmw − ω0)MX − MY

T2
+ ω1MZ (5.24b)

dMZ

dt
= −MZ −M

(eq)
Z

T1
− ω1MY . (5.24c)

These are the Bloch equations for the magnetization with relaxation effects (T1, T2 see

section 4.6). The steady-state solutions are obtained by setting

dM ss
X

dt
= 0

dM ss
Y

dt
= 0

dM ss
Z

dt
= 0. (5.25)

Using eq. 5.19 and that ⟨Ŝi⟩ = Tr(σ̂Ŝi) given by the steady-state values of σ̂ discussed

in chapter 4 (section 4.6), we get43,65,70,73–76

M ss
X =

ngβeℏ
2

[(σ̃ss)∗ + σ̃ss] =
ngβeℏ

2
uss (5.26a)

M ss
Y =

ngβeℏ
2

i[(σ̃ss)∗ − σ̃ss] = −ngβeℏ
2

vss (5.26b)

M ss
Z =

ngβeℏ
2

(σss
bb − σss

aa) =
ngβeℏ

2
wss. (5.26c)

By combining eqs. 4.67a-c and 5.26a-c, the steady-state solutions are written as

M ss
X =

M̄Zω1(ωmw − ω0)T
2
2

1 + (ωmw − ω0)2T 2
2 + ω2

1T1T2
(5.27a)

M ss
Y = − M̄Zω1T2

1 + (ωmw − ω0)2T 2
2 + ω2

1T1T2
(5.27b)

M ss
Z =

M̄Z [1 + (ωmw − ω0)
2T 2

2 ]

1 + (ωmw − ω0)2T 2
2 + ω2

1T1T2
. (5.27c)

52

SPYROULL
A A. M

AVROMMATI



(𝜔𝑚𝑤 − 𝜔0)

FWHM  1/T2
∝ 𝜔1

1/Τ2
(1/Τ2)

2+(𝜔𝑚𝑤 − 𝜔0)
2
ഥ𝑀𝑍

(𝜔𝑚𝑤 − 𝜔0)

∝ 𝜔1
(𝜔𝑚𝑤 − 𝜔0)

(1/Τ2)
2+(𝜔𝑚𝑤 − 𝜔0)

2
ഥ𝑀𝑍

Figure 5.4: Absorption (above) and dispersion (below) signals in EPR experiment plotted
versus ωmw − ω0.

where M̄Z is the value of MZ at thermal equilibrium (dM ss
Z /dt) when the applied field

B⃗1 is zero (see eq. 4.51). When ω2
1T1T2 ≪ ∆ω, eqs. 5.27a-c reduce to

M ss
X = ω1

(ωmw − ω0)

(1/T2)2 + (ωmw − ω0)2
M̄Z (5.28a)

M ss
Y = −ω1

1/T2
(1/T2)2 + (ωmw − ω0)2

M̄Z (5.28b)

M ss
Z = M̄Z . (5.28c)

The absorption signal in the EPR experiment is proportional to M ss
Y , while the disper-

sion signal is proportional to M ss
X . A plot of these signals is shown in the figure 5.4.

Most EPR experiments, use the absorption signal instead of the dispersion. Eq. 5.28b

for the absorption signal, corresponds to the classical Lorentzian line shape function

with FWHM equals to 1/T2 (see figure 5.4).

5.4 Sensitivity of the ground-state EPR experiment

Ground-state EPR probes the spin dynamics of the ground electronic states of

a molecule. The sensitivity of a ground-state EPR experiment is defined as the ratio

of the power absorbed by magnetic resonance in the sample, to the power dissipated

in the EPR resonance cavity70,77

sens =
dW/dt

PC

. (5.29)
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dW/dt is the energy absorbed per unit time by the sample, and PC is the power

dissipated in the resonant cavity. The cavity is a metal box in which the sample is

placed. It increases the sensitivity of the spectrometer and concentrates the microwave

power to the sample.78,79 The rate of absorption of energy is given by

dW

dt
= Ntot(ℏω)

∑
i̸=j

Ei<Ej

(P ss
i k

abs
i→j − P ss

j k
em
j→i) (5.30)

where i and j denote the lower and upper sample energy levels Ei and Ej respectively,

and ω = ωmw. P
ss
i(j) is the steady-state probability for the state i(j) and Ntot is the total

number of sample EPR-active spins. kabsi→j and kemj→i are the transition rates between

levels i and j for absorption (abs) and emission (em) respectively. The rate of emission

equals the rate of absorption, i.e., kabsi→j = kemj→i = ki→j. It is given by

ki→j =
2π

ℏ
|⟨i| ˆ⃗µ · B⃗1|j⟩|2L(ω) (5.31)

where L(ω) is the Lorentzian lineshape function

L(x) =
1

πℏ
Γ

Γ2 + (ω − ω0)2
(5.32)

with Γ = 1/T2 and ω0 =
Ei−Ej

ℏ . The power absorbed is now simplified as

dW

dt
= Ntot(ℏω)(P ss

i − P ss
j )ki→j (5.33)

and at thermal equilibrium,
P ss
j

P ss
i

= e−ℏω/KBT . (5.34)

For example, for ground-state EPR and doublet states i.e., |i⟩ =
∣∣1
2
,−1

2

〉
, |j⟩ =∣∣1

2
, 1
2

〉
, if B⃗1 = B⃗x then ˆ⃗µ → µ̂x (µ̂x is the component of the dipole moment vector in

the direction of the magnetic field vector). The rate reduces to

ki→j =
πB2

1

2ℏ

∣∣∣∣〈1

2
,−1

2

∣∣∣∣ µ̂x

∣∣∣∣12 , 12
〉∣∣∣∣2 L(ω). (5.35)

The sensitivity formula for the ground-state EPR experiment is discussed further in

section 6.4.4.

5.5 The TR-EPR experiment

In the TR-EPR experiment, the sample is first optically excited by an external

electric field to an excited singlet electronic state (see figure 5.5).18 The transition to

an excited triplet state due to intersystem crossing (ISC) is monitored as a function
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Figure 5.5: Experimental setup of TR-EPR: an applied electric field (usually in the visible
or infrared (IR) range) optically excites the molecular sample to a singlet excited state, and
the triplet excited states are populated via ISC. An applied static magnetic field, for example
in the z-direction (B0), splits the ZFS triplet sublevels (see figure 5.7) and a second time-
dependent magnetic field (B1) linearly polarized perpendicular to the static magnetic field
induces transitions between these triplet sublevels, giving rise to TR-EPR triplet signals.

of time by an EPR experiment. In this case, absorption of the magnetic field leads to

transitions between the triplet levels ms = 0,±1 or the ZFS eigenstates as described

in the section below.

5.6 The spin-spin coupling and the zero-field splitting

In the previous sections we discussed the effect of an external magnetic field

on the electronic spin states. This perturbation removes the degeneracy of the spin

components and it is known as the Zeeman effect. However, the spin degeneracy

is often lifted even in the absence of the external magnetic field. Interactions such

as spin-orbit coupling (SOC) and spin-spin (SS) dipolar coupling between unpaired

electrons, constitute the main perturbations that cause this lifting of degeneracy. In

transition-metal complexes, SOC plays central role, but in organic molecules dipole-

dipole interactions are dominant. This latter effect is known as the zero-field splitting

(ZFS). In this section we discuss the ZFS due to SS dipolar interaction that causes a

three-fold degeneracy of the triplet state.
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5.6.1 Derivation of the spin-Hamiltonian

Given an arbitrary set of molecular x, y, z coordinates, the interaction Hamilto-

nian between two magnetic dipoles µ⃗1 and µ⃗2 is written as

Ĥdd = α2

 ˆ⃗µT
1 · ˆ⃗µ2

r312
−

3
(
ˆ⃗µT
1 · r⃗12

)(
ˆ⃗µT
2 · r⃗12

)
r512

 (5.36)

where r⃗12 is the vector joining the centers of the two dipoles and α is the fine structure

constant (∼ 1/137). The magnetic moment is related to the spin angular momentum

s⃗ via µ⃗ = −gβes⃗. The dipole-dipole interaction Hamiltonian as a function of the spin

operators is given by

Ĥdd =
g2α2

4

 ˆ⃗s T
1 · ˆ⃗s2
r312

−
3
(
ˆ⃗s T
1 · r⃗12

)(
ˆ⃗s T
2 · r⃗12

)
r512

 , (5.37)

where the Bohr magneton (βe = eℏ/me) is replaced by 1/2 (its value in atomic units),

and g = 2.0023 (taken to be isotropic). Since x212+y
2
12+z

2
12 = r212, eq. 5.37 is expanded

as

Ĥdd =
g2α2

4

[
(r212−3x212)ŝ1xŝ2x+(r212−3y212)ŝ1yŝ2y+(r212−3z212)ŝ1z ŝ2z

−3x12y12(ŝ1xŝ2y+ŝ1yŝ2x)−3x12z12(ŝ1xŝ2z+ŝ1z ŝ2x)

−3y12z12(ŝ1yŝ2z+ŝ1z ŝ2y)] r
−5
12 .

(5.38)

Using that the total spin operator equals to
ˆ⃗
S = ˆ⃗s1 + ˆ⃗s2, and that Ŝ2 = Ŝ2

x + Ŝ2
y + Ŝ2

z ,

where Ŝx, Ŝy, Ŝz are the components of Ŝ, we write the following relations

ŝ1xŝ2x =
1

2
Ŝx

2
− 1

4
(5.39a)

ŝ1xŝ2y + ŝ2xŝ1y =
1

2
(ŜxŜy + ŜyŜx). (5.39b)

Similar expressions are also applied for the Ŝy, Ŝz (eq. 5.39a) and ŜxŜz, ŜyŜz (eq.

5.39b) components respectively. Now the Hamiltonian (eq. 5.38) reduces to

Ĥdd =
g2α2

8

[
(r212 − 3x212)Ŝ

2
x + (r212 − 3y212)Ŝ

2
y + (r212 − 3z212)Ŝ

2
z

−3x12y12(ŜxŜy + ŜyŜx)− 3x12z12(ŜxŜz + ŜzŜx)

−3y12z12(ŜyŜz + ŜzŜy)
]
r−5
12

=
∑
p

∑
q

ΩpqŜpŜq (p, q = x, y, z)

(5.40)
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𝛨𝑠 = 0

𝐷
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2𝐸

ΨΤ,−1 ΨΤ,0 ΨΤ,+1

Ψ𝛵,𝛧

Ψ𝛵,𝑌

Ψ𝛵,𝛸

𝛨𝑠 ≠ 0

Figure 5.6: In the absence of an external magnetic field the degeneracy of the triplet
sublevels is lifted due to the SS dipolar interaction.

where

Ωpp =
g2α2

8
(r212 − 3p212)r

−5
12

Ωpq = −3g2α2

8
(p12q12)r

−5
12 (p ̸= q).

(5.41)

Consider the triplet state ΨT,ms = ΦT (1, 2)Θ1,ms(1, 2), where ΦT (1, 2) is the

spatial antisymmetric wavefunciton of the triplet state ΨT,ms for electrons 1 and 2,

and Θs,ms are the respective spin wavefunctions for the triplet states (s = 1 and

ms = 0,±1). The matrix elements of the Hamiltonian in the basis of the ΨT,ms are

given by

Hms,m′
s
=⟨ΨT,ms|Ĥdd|ΨT,ms⟩

=⟨ΦT (1, 2)Θ1,ms(1, 2)|
∑
p

∑
q

ΩpqŜpŜq|ΦT (1, 2)Θ1,m′
s
(1, 2)⟩

=
∑
p

∑
q

⟨ΦT (1, 2)|Ωpq|ΦT (1, 2)⟩⟨Θ1,ms(1, 2)|ŜpŜq|Θ1,m′
s
(1, 2)⟩

=
∑
p

∑
q

Dpq⟨Θ1,ms(1, 2)|ŜpŜq|Θ1,m′
s
(1, 2)⟩.

(5.42)

The integral Dpq = ⟨ΦT (1, 2)|Ωpq|ΦT (1, 2)⟩ does not depend on the spin, thus, eq. 5.42

is rewritten as

Ĥms,m′
s
= ⟨Θ1,ms(1, 2)|

∑
p

∑
q

DpqŜpŜq|Θ1,ms(1, 2)⟩

= ⟨Θ1,ms(1, 2)|Ĥs|Θ1,ms(1, 2)⟩.
(5.43)
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where Ĥs is the spin Hamiltonian. In matrix form it is written as19,51,66–69,71,80?

Ĥs =
ˆ⃗
S T · D̃ · ˆ⃗S. (5.44)

The D̃ tensor is symmetric and is called the ZFS tensor. Its (x, y, z) components are

given by

Dpq =
g2α2

8

〈
Φ(1, 2)

∣∣∣∣r212δpq − 3pq

r512

∣∣∣∣Φ(1, 2)〉 (5.45)

and the trace of the ZFS matrix is zero, i.e., tr(D̃) = Dxx +Dyy +Dzz = 0.

In the principal-axes frame denoted as (X, Y, Z), D̃ is diagonal (D̃ → D̃d), and

the spin Hamiltonian (eq. 5.44) becomes

Ĥs = DX Ŝ
2
X +DY Ŝ

2
Y +DZŜ

2
Z , (5.46)

where DX , DY , DZ are the diagonal matrix elements of the 3× 3 D̃d matrix. Using the

relations, Ŝ2 = Ŝ2
X + Ŝ2

Y + Ŝ2
Z and DX +DY +DZ = 0, the Hamiltonian can be written

as

Ĥs = D

[
Ŝ2
Z − 1

3
Ŝ2

]
+ E

(
Ŝ2
X + Ŝ2

Y

)
(5.47)

where the quantities D and E are the ZFS parameters and are defined by

D =
3

2
DZ E =

1

2
(DX −DY ) (5.48)

These parameters describe the separation of the three ZFS triplet sublevels in the ab-

sence of an external magnetic field (see figure 5.6). We use as a basis set the eigenfunc-

tions of ŜZ in the principal axis, ΘS,MS
(with MS = 0,±1) (these are not eigenstates

of Ŝz) to write the Hamiltonian of eq. 5.47 in a matrix form, i.e.,

H̃s =


1
3
D 0 E

0 −2
3
D 0

E 0 1
3
D

 . (5.49)

The eigenvalues of Ĥs above, are given by solving det(H̃ −WĨ) = 0, where Ĩ is the

unit matrix, i.e.,

W1 =
1

3
D − E = −DX (5.50a)

W2 =
1

3
D + E = −DY (5.50b)

W3 = −2

3
D = −DZ (5.50c)

and the corresponding eigenstates are linear combinations of the eigenfunctions ΘS,MS
,
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i.e.,

TX =
1√
2
(Θ1,−1 −Θ1,+1) (5.51a)

TY =
i√
2
(Θ1,−1 +Θ1,+1) (5.51b)

TZ = Θ1,0. (5.51c)

5.6.2 The EPR absorption pattern of a triplet state

In an EPR experiment, a spin system is subjected to an external static magnetic

field B⃗0, and the zeroth-order Hamiltonian of the triplet state in the principal axes

system is given by19,51,66–69,71,80?

Ĥ = ĤZeeman + ĤZFS

= βeB⃗0 · g̃ ·
ˆ⃗
S +D

[
Ŝ2
Z − 1

3
Ŝ2

]
+ E

(
Ŝ2
X + Ŝ2

Y

) (5.52)

where ĤZeeman is the Zeeman Hamiltonian that describes the interaction of the spin

system with the external magnetic field, and ĤZFS is the spin Hamiltonian that de-

scribes the magnetic dipole-dipole interactions, i.e., ĤZFS = Ĥs. Depending on the

orientation of the external magnetic field with respect to the X−, Y− and Z−axes,

the spin Hamiltonian is modified accordingly. When the external magnetic field is

B⃗0 = BXX̂ +BY Ŷ +BZẐ, the Hamiltonian matrix is given by

H̃ =


gβeBZ + 1

3
D 1√

2
gβe(BX − iBY ) E

1√
2
gβe(BX + iBY ) −2

3
D 1√

2
gβe(BX − iBY )

E 1√
2
gβe(BX + iBY ) −gβeBZ + 1

3
D

 . (5.53)

The corresponding eigenstates are linear combinations of the spin wavefunctions ΘS,MS
,

such as in eqs. 5.51a-c but with different coefficients. If the applied magnetic field is

on the Z−direction (B⃗0 = BZẐ) (i.e., BX = BY = 0), the solutions of the secular

determinant det(H̃ −WĨ) = 0, gives the following eigenvalues

W1 =
1

3
D − [g2β2

eB
2
Z + E2]1/2 (5.54a)

W2 =
1

3
D + [g2β2

eB
2
Z + E2]1/2 (5.54b)

W3 = −2

3
D. (5.54c)
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signal

(a)                                               (b)                                                (c)

Figure 5.7: Energy level diagram of the triple state and absorption (or emission) curves
when the external magnetic field is applied (a) parallel to the principal axis Z, (b) parallel
to the principal axis X, and parallel to the principal axis Y . The arrows show the allowed
transitions between the triplet energy levels and the energies of the allowed transitions are
given by ∆E =W3 −W1 and ∆E =W3 −W2 (see eqs. 5.54, 5.55 and 5.56). By convention,
DZ was taken to be the value with the smaller magnitude and DY those with the larger
magnitude.

If the magnetic field is on the X−direction we obtain

W1 = −D − 3E

6
−
[
(D + E)2

4
+ (gβeBX)

2

]1/2
(5.55a)

W2 = −D − 3E

6
+

[
(D + E)2

4
+ (gβeBX)

2

]1/2
(5.55b)

W3 =
1

3
D − E (5.55c)

and with the field in the Y−direction we have

W1 = −D + 3E

6
−
[
(D − E)2

4
+ (gβeBY )

2

]1/2
(5.56a)

W2 = −D + 3E

6
+

[
(D − E)2

4
+ (gβeBY )

2

]1/2
(5.56b)

W3 =
1

3
D + E. (5.56c)

Figure 5.7 shows the energy level diagram for the triplet states when the external

magnetic field is applied parallel to the principal axes. At zero magnetic field (B0 = 0)

the three triplet sublevels are separated due to the dipole-dipole interactions (ZFS).

When the external magnetic field is switched on, the separation of the triplet energy

levels increases according to the set of eqs. 5.54, 5.55 and 5.56. The energies of the

allowed transitions are given by the difference ∆E = W3 −W1 and ∆E = W3 −W2
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for each orientation of the magnetic field, e.g., in the case of BZ the transition energy

equals ∆E = [g2β2
eB

2
Z + E2]1/2 ± D. The allowed transitions are determined by the

matrix element between the eigenstates of the Hamiltonian of eq. 5.53, when the

time-dependent field B⃗1 is applied i.e., ⟨i| ˆ⃗µ · B⃗1|j⟩.

5.7 Sensitivity of the TR-EPR experiment

For the TR-EPR experiment, the sensitivity is different as compared to the

ground-state EPR sensitivity. Starting from eq. 5.30, the spin levels i and j are now

the triplet eigenstates of the Hamiltonian ĤZeeman + ĤZFS (see the previous section).

Also, P ss
i and P ss

j are the non equilibrium population probabilities that arise from ISC

from the excited singlet state to the excited triplet. The sensitivity formula for the

TR-EPR experiment is discussed in detail in section 6.4.4.
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CHAPTER 6

Initial-state preparation effects in time-resolved

electron paramagnetic resonance experiments

In this chapter we explain in detail a recent experimental observation that the time-

resolved electron paramagnetic resonance spectra of an organic molecule for optical

excitation within a highly absorbing region of the molecule have similar intensities as

the spectra for optical excitation in a non-absorbing region [D. L. Meyer et al. J. Phys.

Chem. Lett. 8, 1677 (2017)]. We demonstrate that this phenomenon is due to an

initial-state preparation effect of photoexcitation that leads to similar initial popula-

tions of triplet states for both optical excitation regions. Due to the low intersystem

crossing (ISC) rates, the initial triplet populations are not perturbed on the time scale

of the experiment, so they determine the relative intensities of the paramagnetic reso-

nance spectra. The effect is surprising given the weak spin-orbit interactions of organic

molecules. Such initial-state preparation effects are likely to occur in systems where

the ISC time scales are long compared to the time scale of the experiment.

6.1 Introduction

Time-resolved electron paramagnetic resonance (TR-EPR) spectroscopy is an

important experimental probe of spin dynamics in molecular photo-induced processes.18,81–84

In the fields of molecular and biomolecular photoexcited charge and exciton trans-

port,16 TR-EPR spectroscopy is a sensitive probe of the dynamics of excited triplet

states that are often involved in photophysical and photochemical pathways such as

catalysis, singlet fission coupled to Dexter (triplet) exciton transport and sensing.85–88

Using TR-EPR spectroscopy to study excited state dynamics of molecular systems

containing metals with large spin-orbit coupling (SOC) interactions, is particularly in-

teresting. The excited electronic states of these systems are mixtures of singlets and

triplets,89 and the formation of triplet states can take place both initially at the op-

tical photoexcitation step and at later time through ISC events. In such a situation,
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Figure 6.1: Chemical structure of the Cbz-TBT molecule. It consists of a carbazole (Cbz)
moiety, which is colored in blue, and a dithiophene-benzothiadiazole (TBT) unit, which is
colored in red. TBT moiety is comprised of the 1,2,3-benzothiadiazole (BT) unit surrounded
by two thiophene rings.

the interpretation of TR-EPR spectra in terms of models for excited-state dynamics,

requires the inclusion of initial-state preparation (non-ISC) effects on the spin dynam-

ics. In this chapter, we demonstrate the potential importance of such effects, even in

systems with low SOC such as an organic molecule.

Recently, Meyer et al.7 performed TR-EPR measurements on the Cbz-TBT

molecule (figure 6.1), the repeat unit of the PCDTBT polymer (poly[N-9’-heptadecanyl-

2,7-carbazole-alt-5,5,(4’,7’-di-2-thienyl-2’,1’,3’,-benzothiadiazole)]).90,91 The prominent

optical absorption band of Cbz-TBT, the charge transfer (CT) band, is centered at 492

nm with a width (FWHM) of about 100 nm. Beyond 600 nm there is no observable

absorption (see figure 6.2). The TR-EPR experiment in ref. 7 probes two types of

pathways to the formation of excited triplet states, each type characterized by differ-

ent optical excitation energies: inside and below the CT band (see figure 2 in ref. 7).

For the two excitation regions, the experiment observes TR-EPR spectra having inten-

sities of similar magnitudes. The similarity in the intensities of the TR-EPR spectra

for the two types of optical excitations is surprising, given the negligible absorbance

of Cbz-TBT beyond 600 nm (below the CT band) as compared to its significant ab-

sorbance around 492 nm (inside the CT band), and the weak SOC interactions that

are typical of organic molecules.20 Why is there a triplet population (required for a

TR-EPR signal) for optical excitation energies in the non-absorbing region, far below

the CT band? How can the TR-EPR signal in this region be of similar magnitude to

the signal observed when exciting in the highly absorbing region? The main goal is to

answer these questions using theoretical models and quantum chemical computations.

The experiment in ref. 7, also shows that excitation inside the CT band leads to ab-

sorption and emission TR-EPR spectra whose shapes (height and width) do not change

for different excitation wavelengths within the band. In contrast, excitation below the

CT band, leads to TR-EPR spectra whose shapes differ for each excitation wavelength.

A summary of the experimentally derived TR-EPR parameters as a function of optical

excitation wavelength is shown in table 6.1. We also propose possible explanations for

these observations.
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λwav (nm) Dexp (MHz) Eexp (MHz) pexp1 pexp2 pexp3 Γ exp (mT) giso

492 1361.6± 3.0 75.9± 1.4 0 0.138 0.862 3.42 2.002

630 1344.7± 1.5 77.7± 0.7 0 0.098 0.902 2.08 2.002

650 1317.2± 1.4 75.0± 0.7 0 0.068 0.932 1.83 2.002

680 1288.5± 1.3 73.7± 0.6 0 0.043 0.957 1.54 2.002

Table 6.1: Experimentally derived zero-field splitting (ZFS) parameters and the relative
populations of the zero-field triplet sublevels (pexp1 , pexp2 , pexp3 ) together with the Lorentzian
lineshapes obtained for the different excitation wavelengths (λwav) inside (492nm) and below
(630-680 nm) the CT band. g is the factor of the electron taken to be isotropic (giso = 2.002).
Below the CT band the ZFS parameters are different for different excitation wavelengths,
thus, the TR-EPR spectra shapes are different. Inside the CT band, the ZFS parameters are
the same for different excitation wavelengths, thus, the TR-EPR spectra shape are the same.
For this reason, in the table only the parameters for the excitation at the maximum of the
CT band are mentioned. Results were taken from ref. 7.

6.2 Theoretical methods

The total molecular Hamiltonian relevant to a TR-EPR experiment can be writ-

ten in the molecular frame as

Ĥ = K̂ + ĤBO + ĤSOC + ĤZFS + ĤZeeman − ˆ⃗µ· E⃗(t) + βeB̂
T
1 (t)g̃Ŝ (6.1)

where K̂ is the nuclear kinetic energy operator of the molecule describing the molecular

vibrations, ĤBO is the Born-Oppenheimer Hamiltonian,49 ĤSOC is the SOC Hamilto-

nian53 (see appendix 6.7.1), µ⃗ is the electric dipole moment operator, E⃗(t) is the

electric field that optically excites the molecule,43 and ĤZeeman = βeB̂
T
0 g̃Ŝ describes

the interaction of the molecule with the static magnetic field B⃗0 , where βe is the Bohr

magneton, g̃ is the anisotropic g-factor (3×3) matrix of the electron and Ŝ is the total

spin operator.68 T indicates the transposition of the respective column vector. ŜT D̃Ŝ

is the Zero Field Splitting (ZFS) Hamiltonian (describing the magnetic dipole-dipole

interactions) and D̃ is the ZFS tensor matrix.51,68,69 The term βeB̂
T
1 (t)g̃Ŝ describes

the interaction of the molecule with the time dependent magnetic field B⃗1(t).
43 To

describe the optical photoexcitation from the ground state to the singlet and triplet

excited states taking into account spin-orbit mixing, we consider the part of the Hamil-

tonian K̂ + ĤBO + ĤSOC − ˆ⃗µ· E⃗(t) . For ISC following photoexcitation, the relevant

interactions are K̂ + ĤBO + ĤSOC. For the magnetic resonance spectra, we need to

consider ĤSOC + ĤZeeman + ĤZFS + βeB̂
T
1 (t)g̃Ŝ.

For the eigenstates of ĤBO, the n-th singlet electronic state of the molecule is

denoted as |Sn⟩, and the k-th manifold of the triplet sublevels (in the representation

of eigenstates of Ŝz) is denoted as {|Tk,ms⟩} (ms = 0,±1). In the presence of the

SOC interactions (ĤSOC), the concept of a pure singlet (triplet) state is not exact
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Figure 6.2: Experimental (black dotted line) and calculated (red line) absorption spectrum
of the Cbz-TBT molecule. Computations were performed for the most probable geometry
(anti 2) at the TDA/BHandHLYP/TZ2P level of theory, and solvent effects were included
via COSMO model using the dielectric constant (ε = 9.8) for dichlorobenzene. The spectrum
is based on a 100 nm FWHM Gaussian broadening of the vertical transition energies and
associated oscillator strengths. The CT band is centered at 473 nm (2.62 eV), and it is
attributed to the transition SSOC

0 → SSOC
1 (or S0 → S1), which is predominantly (93%)

assigned to HOMO-LUMO transition. The shade areas show the experimental excitation
wavelength ranges inside and outside (below) the CT band.

and states are “mixed”, i.e., the mixed states are eigenstates of ĤBO + ĤSOC that

are linear combinations of triplets and singlets.89 However, for organic molecules, the

SOC-induced singlet-triplet mixing is very small compared to pure singlet-triplet energy

gaps. Thus, the mixed states are either predominantly singlet or triplet. To describe

these weakly-mixed states we may apply perturbation theory with respect to ĤSOC

(taking the zeroth-order unperturbed Hamiltonian to be ĤBO and the zeroth-order

states to be |Sn⟩, |Tk,ms⟩).55,61,92 We compute the mixed states from exact diagonaliza-

tion of ĤBO + ĤSOC, but we use perturbation theory arguments to provide intuitive

interpretations of our computational results.

We denote the eigenstates of ĤBO+ĤSOC obtained from exact diagonalization,

|SSOC
n ⟩ and |T SOC

k,ξ ⟩ where k denotes a k-th manifold of three closely spaced sublevels

ξ = A,B,Γ. The notation implies that these eigenstates are either predominantly

singlet or predominantly triplet. In particular, we find that each of the of the k-th

manifold, is a linear combination of the |Tk,ms⟩, ms = 0,±1, (of the zeroth-order k-

th manifold), where all C
(k,ξ)
ms = ⟨Tk,ms|T SOC

k,ξ ⟩ amplitudes have similar magnitudes, of
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Figure 6.3: Left: Pure singlet (|Sn⟩) states (black lines) and pure triplet state manifolds
({|Tk,ms⟩}) (light grey lines) coupled by the spin-orbit interactions. Right: Spin-mixed states
(|SSOC

n ⟩and {|T SOC
k,ξ ⟩}, dark grey lines) as linear combinations of pure singlet |Sn⟩ and triplet

|Tk,ms⟩ states (equations 6.2 and 6.3).

order of unity55,61,92

|T SOC
k,ξ ⟩ ≈

∑
ms=0,±1

C(k,ξ)
ms

|Tk,ms⟩+
∑
n

∑
ms=0,±1

C(k,ξ)
ms

(
⟨Sn|ĤSOC|Tk,ms⟩
ETk,ms

− ESn

)
|Sn⟩

+
∑
k′

∑
m′
s=0,±1

C(k,ξ)
ms

(
⟨Tk′,m′

s
|ĤSOC|Tk,ms⟩

ETk,ms
− ETk′,m′

s

)
|Tk′,m′

s
⟩.

(6.2)

There is also weak mixing with zeroth-order singlets |Sn⟩ and other zeroth-order triplet

manifolds k′,m′
s (second line in eq. 6.2). Similarly, |SSOC

n ⟩ is of predominantly singlet

character and can be approximated as

|SSOC
n ⟩ ≈ |Sn⟩+

∑
k

∑
ms=0,±1

⟨Tk,ms|ĤSOC|Sn⟩
ESn − ETk,ms

|Tk,ms⟩. (6.3)

Equations 6.2 and 6.3 are good approximate descriptions of the mixed states that are

obtained by exact diagonalization of the molecular Hamiltonian including ĤSOC (figure

6.3).

Equations 6.2 and 6.3 imply that in a mixed predominantly singlet state |SSOC
n ⟩,

there is a small pure triplet-state population i.e.,
∑

k

∑
ms

|⟨Tk,ms|SSOC
n ⟩|2 ≈

∑
k

∑
k,ms∣∣∣ ⟨Tk,ms |ĤSOC|Sn⟩

ESn−ETk,ms

∣∣∣2 that is much smaller than unity. Similarly, in a mixed predominantly

triplet state |T SOC
k,ξ ⟩, there is a small pure singlet-state population i.e.,

∑
n

∣∣⟨Sn|T SOC
k,ξ ⟩

∣∣2
≈
∑

n

∑
ms

∣∣∣∣C(k,ξ)
ms ⟨Sn|ĤSOC|Tk,ms ⟩

ETk,ms
−ESn

∣∣∣∣2.
6.2.1 Direct triplet formation mechanism for excitation energies below the

CT band

The experiments measure TR-EPR spectra for excitation energies below the CT

band, where there is no significant optical absorption. For these lowest energies, we
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Figure 6.4: Direct mechanism for the formation of triplets. Left: Optical excitation at
t = 0 sec induces transitions from the “mixed” ground state |SSOC

0 ⟩ to “mixed” triplet excited
states |T SOC

k,ξ ⟩ for excitation wavelengths below the CT band. Right: Optical excitation at

t=0 sec induces transitions from the “mixed” ground state |SSOC
0 ⟩ to “mixed” singlet |SSOC

n ⟩
and triplet |T SOC

k+1,ξ⟩ excited states for excitation wavelengths inside the CT band. Gaussian
line shapes represent the excitation wavelength region below and inside the CT band. Both
types of excited states (|SSOC

n ⟩ and |T SOC
k,ξ ⟩) have triplet contributions (equations 6.2 and

6.3 and figure 6.3). Thus, photoexcitation creates initial (at t = 0 sec) triplet populations
|⟨Tk,ms |SSOC

n ⟩|2 and |⟨Tk,ms|T SOC
k,ξ ⟩|2.

expect that mixed predominantly triplet states of the molecule are accessible. The

dipole moment operator ˆ⃗µ can directly couple the ground state |SSOC
0 ⟩ to |T SOC

k,ξ ⟩ via

the matrix element (i.e., first order in the ĤSOC)55,61,93

⟨T SOC
k,ξ | ˆ⃗µ|SSOC

0 ⟩ ≈
∑
n

∑
m

{C(k,ξ)
ms

}∗⟨Sn| ˆ⃗µ|S0⟩

(
⟨Sn|ĤSOC|Tk,ms⟩
ETk,ms

− ESn

)

+
∑
k′

∑
ms

{C(k,ξ)
ms

}∗⟨Tk,ms| ˆ⃗µ|Tk′,ms⟩

(
⟨Tk′,ms|ĤSOC|S0⟩
ES0 − ETk′,ms

) (6.4)

Equation 6.4 implies that the magnitude of |⟨T SOC
k,ξ | ˆ⃗µ|SSOC

0 ⟩|2 is nonzero, although small

due to the very weak SOC matrix elements (figure 6.4). Therefore, at low excitation

energies, a small number of molecules can be excited to each of the kth manifold

sublevels |T SOC
k,ξ ⟩. This number of molecules may not be observable as absorption,

but it could give a measurable TR-EPR signal since it is a triplet population, i.e.,∑
ms

|⟨Tk,ms|T SOC
k,ξ ⟩|2 ≈ 1. We will test the hypothesis that optical excitation from the

ground state gives directly an initial triplet population that could be observable as a

TR-EPR signal. Our computations will show that the hypothesis is consistent with

the experiment in ref. 7.
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Figure 6.5: Indirect mechanism for the formation of triplets. Optical photoexcitation inside
the CT band at t = 0 sec creates an initial population of the “mixed” |SSOC

n ⟩ state, which is
approximately pure singlet state |Sn⟩. At a later time after photoexcitation, the initial |Sn⟩
population can transform to triplet |Tk,ms⟩ and |Tk+1,ms⟩ population via ISC (rates kSn→Tk

and kSn→Tk+1
).

6.2.2 Direct triplet formation mechanism for excitation energies within

the CT band

The experiments also measure TR-EPR spectra for excitation energies within

the CT band. The CT absorbance is dominated by |SSOC
n ⟩ excited states coupled to

the ground state via the transition dipole moment ⟨SSOC
n | ˆ⃗µ|SSOC

0 ⟩ ≈ ⟨Sn| ˆ⃗µ|S0⟩. For

each populated |SSOC
n ⟩, there is a probability of measuring a TR-EPR signal since

|⟨Tk,ms|SSOC
n ⟩|2 ≈

∣∣∣ ⟨Tk,ms |ĤSOC|Sn⟩
ESn−ETk,ms

∣∣∣2 is nonzero (eq. 6.3), albeit small. Therefore, pho-

toexcitation in the CT band may lead to an initial small population of triplet states

which are not formed by ISC from an excited singlet. It is also possible that, due

to disorder, there exist high energy |T SOC
k,ξ ⟩ states within the energy range of the CT

band. These states could be directly populated by photoexcitation in the CT band by

the mechanism discussed in section 6.2.1 (equation 6.4, figure 6.4). We will approxi-

mate the magnitude of both populations using quantum chemical computations. The

three types of mechanisms for the creation of initial (t = 0) triplet populations upon

photoexcitation are summarized in figure 6.4.

6.2.3 Indirect triplet formation mechanism for excitation within the CT

band

Photoexcitation within the CT band gives rise to a large initial population of

|SSOC
n ⟩ states, which are the main absorbing states in the band and are predominantly

of singlet |Sn⟩ character, i.e., |⟨Sn|SSOC
n ⟩|2 ≈ 1 (eq. 6.3). These singlets will produce at

a later time after excitation, an additional population of triplets via ISC (figure 6.5).

The central question is whether an EPR-observable total triplet population is formed

via ISC within the timescale of the TR-EPR experiment. To address this question, we

68

SPYROULL
A A. M

AVROMMATI



Figure 6.6: Schematic representation of the torsional angles determined along the conju-
gated backbone. θ1, θ2 and θ3 are the dihedral angles of the bonds denoted by bold lines.

will compute the ISC rate and the total population of triplets it gives rise to.

6.3 Computational methodology

For the quantum-chemical computations we replaced the long alkyl chains at-

tached to the Nitrogen atom of the Cbz moiety by a Hydrogen atom in order to reduce

computational cost. We performed test calculations on the full molecule to show that

this replacement does not affect the electronic structure of the relevant singlet and

triplet excited states of the Cbz moiety. We used the Amsterdam density functional

(ADF) program package94 for the computations of ground state95 and excited state96

geometries and energies, of absorption spectra97–99 and SOC integrals100 and of reor-

ganization energies101 for ISC transition rates. All electronic structure computations

did not employ frozen cores nor symmetry constraints.

We computed the optimized geometries of the singlet ground state (S0) in the

gas phase using density functional theory (DFT) at the B3LYP102 level of theory with

the TZ2P basis set.103 Subsequently, these optimized geometries were used in single-

point energy calculations using BHandHLYP104 method in conjugation with TZ2P

basis set. Our computations showed that Cbz-TBT in its ground state has several

minimum energy conformations that are nearly isoenergetic. These conformations are

characterized by different values of the twist angles θ1, θ2 and θ3 as shown in figure 6.6.

Figure 6.7 shows the ground state energies of each conformation in eV, together with

their optimized structures. The different conformations in figure 6.7 can be viewed as

static disorder of the ground state ensemble.

For these ground-state geometries we obtained vertical singlet-singlet and singlet-

triplet transition energies, oscillator strengths and molar absorption coefficients for

the optical absorption spectra. The latter computations employed DFT in its time-

dependent approach (TD-DFT) with the BHandHLYP functional and the TZ2P basis

set and applied the Tamm-Dancoff approximation (TDA)105 with no symmetry con-

straints and without frozen cores. SOC was included in the TD-DFT/TDA calculation

of the excitation energies. In the first step, the spin-pure singlet and triplet (|Sn⟩ and
{|Tk,ms⟩}) excited states were determined by means of the zeroth-order regular approx-

imated (ZORA) Hamiltonian in its scalar approximation.106–108 In the second step, the
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Figure 6.7: Minimum ground-state energy conformations and shorthand notation. anti and
syn refer to the orientation of thiophene rings relative to BT (anti if the Sulfur atom of the
thiophene ring points upwards relative to BT [θ1 = 0◦ or θ2 = 0◦] and syn if the Sulfur atom of
the thiophene ring points downwards relative to BT [θ1 = 180◦ or θ2 = 180◦]). The numbers
1 and 2 refer to the orientation of Nitrogen atom of Cbz moiety with respect to the nearest
thiophene unit: 1 if the Nitrogen atom points downwards relative to the Sulfur atom of the
nearest thiophene [θ3 = 180◦] and 2 if the Nitrogen atom points upwards relative to the Sulfur
atom of the nearest thiophene [θ3 = 0◦]. Percentages refer to the ground state population
of relative geometries at room temperature computed according to Boltzmann statistics and
energies refer to the total ground state energies computed at BHandHLYP/TZ2P level of
theory.

SOC Hamiltonian was applied as a perturbation (pSOC) and the SOC matrix elements

between the excited states |Sn⟩ and {|Tk,ms⟩} were computed. On the diagonal, the

singlet and triplet energies are added. The mixed spin-orbit coupled excited states

|SSOC
n ⟩ and |T SOC

k,ξ ⟩ are calculated as linear combinations of the pure states by exact

diagonalization of the SOC matrix.109

The quality of the above-mentioned computations of the excited states can

always be tested against the experimental absorption spectrum for the case of singlet

excitations (e.g., see figure 6.2). However, the experimental spectrum cannot be used

to gauge the quality of the computed triplet excitation energies since these excitations

have negligible absorption compared to the singlets. Therefore, we need further tests

of our computational results and to this end we also performed additional relativistic

pSOC-TD-DFT/TDA computations using another hybrid functional (M062X110,111)

and five long-range corrected (LRC) hybrid functionals112 (LCY-BLYP,113,114, wB97,115

wB97X,115 wB97X-D,116–118 CAMY-B3LYP112,119) with TZ2P basis set. The choice of

these functionals required examining the CT character of the lowest-lying exited states

of Cbz-TBT molecule, by computing a metric of the electronic excited states. This

includes the calculation of the following: (i) the Λ-index developed by Tozer120, which

is based on the degree of spatial overlap between the occupied and virtual orbitals

involved in an excitation, (ii) the ∆r-index developed by Adamo121 which is based on

the measure of the average hole-electron distance upon excitation. The combination
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of these two diagnostic quantities determines the type of the transition (e.g., local or

CT) and their values are associated with the choice of an appropriate functional (see

section 6.6.2, figure 6.14 and table 6.4 for all the details). In addition to the use of

pSOC-TD-DFT/TDA we also performed configuration interaction singles (CIS) com-

putations using the ORCA-4.0.1 program package122 (with def2-TZVP123 basis set).

The absolute excitation energies of the triplets, and the energy gaps between them are

very similar to those computed with pSOC-TD-DFT/TDA methods. Although CIS

methods tend to overestimate the absolute singlet excitation energies, they are known

to perform well for triplet excitations.124

We used the most probable ground-state geometries in figure 6.7 as starting

points for geometry optimizations in the lowest singlet and the triplet excited state

manifolds (S1, T1, T2) using TD-DFT/TDA with the BHandHLYP functional and the

TZ2P basis set (see section 6.9.1). We also computed parts of the potential energy

surfaces (PES) of T1 for different values of inter-ring torsional coordinates (via geom-

etry optimizations at constrained values of θ1 and θ2 in the range 0◦ ≤ θn ≤ 180◦ with

n = 1, 2).

For the computations of the reorganization energies for ISC transitions, we first

diagonalized the mass-weighted Hessian matrix H̃ by LT H̃L = ω2 on the optimized ex-

cited electronic structures to obtain the frequencies (where L denotes the eigenvectors

and ω the eigenvalues).125,126 Then, we used the FCF (Frank-Condon factors) auxiliary

program as implemented in ADF to compute normal modes and reorganization energies

for each normal mode.127,128 All computations employed the BHandHLYP functional

and TZ2P basis set with the TDA.

The EPR computations for the g-tensor in ĤZeeman = βeB̂
T
0 g̃Ŝ in eq. 6.1 were

performed at the optimized geometry of the first triplet excited state (T1) using the

“eprnmr”module of ORCA-4.0.1 in combination with the B3LYP functional129 and the

def2-TZVP basis set. Finally, the D-tensor in ĤZFS = ŜT D̃Ŝ of eq. 6.1 and the corre-

sponding ZFS parameters (D and E values) of the T1 manifold were computed using the

spin-unrestricted natural orbital (UNO) approach93 of the ORCA 4.0.1 program pack-

age (with the B3LYP functional and def2-TZVP basis set). We calculated TR-EPR

ZFS parameters where only the spin-spin contribution to the ZFS parameter D was

considered.130 The parameters were also computed using improved densities according

to the Distributed Point-Dipole (DPD) model as described in ref. 131. The molecular

orbital contributions to the triplet excited states (T1) were written in the basis of the

atomic orbitals and the coefficients of the linear combinations were used to predict the

spin-density matrix and the “gross” spin populations. The orbitals were extracted by

ab-initio using ADF with the BHandHLYP/TZ2P method at the optimized geometries

of the triplet excited states.
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6.4 Results and discussion

Our computations showed that Cbz-TBT in its ground state has several min-

imum energy conformations that are nearly isoenergetic (figure 6.7). These confor-

mations are characterized by different values of the twist angles θ1, θ2 and θ3. We

estimated the fraction of molecules in the ground state ensemble for each conformation

i, given by Pi
P

= eεi/KBT/
∑M

j=1 e
−εj/KBT , where P is the total number of molecules, M

is the total number of minimum energy conformations, KB is the Boltzmann constant,

T is the temperature and εi is the energy gap between the lowest energy ground state

conformation and conformation i. Figure 6.7 shows the ground state energies of each

conformation together with their optimized structures and their Boltzmann population

fractions. According to our computations, the anti 2 conformation is the energetically

most favorable structure which is found in 58% of molecules in the sample. This result

is in accordance with the literature.132,133 The vertical excitation energy computations

described below are for the most stable ground-state geometry (anti 2). Computations

for the other geometries in figure 6.7 are described in the appendix 6.5.

The experimental optical spectrum of the molecule in the o-dichlorobenzene sol-

vent consists of two main peaks centered at 492 nm (CT band) and 350 nm respectively

(i.e., see Meyer et al. ref. 7 and figure S5 in their supporting info). We simulated the

UV/VIS absorption spectrum of the molecule in the o-dichlorobenzene solvent using

the COSMO (Conductor Screening Model)134 at the TDA/BHandHLYP/TZ2P level

of theory with a dielectric constant ε = 9.8 (for dichlorobenzene). Our simulations

agree very well with the experimental observations of the lowest energy excitations

which are relevant to this experiment. We also find two main peaks for the absorp-

tion spectrum, the lowest energy peak centered at 473 nm (CT band attributed to the

transition S0 → S1).
135 The maximum absorption coefficient of the CT band given by

the TD-DFT computations is similar to the experimental value which is of the order

of 105 L ·mol−1 · cm−1 but slightly blue-shifted (∼19 nm difference, 0.1 eV)7 [see figure

6.2].

The lowest absorption (CT) band peak is attributed to the transition SSOC
0 →

SSOC
1 (approximately S0→S1). This transition is predominantly (93%) HOMO →

LUMO. The electron density of the LUMO orbital is largely localized on the central

BT unit and the electron density of the HOMO orbital is mostly localized on the back-

bone (excluding thiadiazole ring). Thus, the S0→S1 transition involves a CT excitation

with a redistribution of electron density from the conjugated backbone of the molecule

toward the central BT unit (CT band).

The energy level diagram with the singlet and triplet states of the molecule

is shown in figure 6.8 together with the experimental excitation wavelengths for op-

tical excitations outside and inside the CT band. The results indicate that the first

({|T SOC
1,ξ ⟩}) and second ({|T SOC

2,ξ ⟩}) manifolds (excitation energies of 1.65 eV and 2.65
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Figure 6.8: Energy level diagram of Cbz-TBT molecule in its anti 2 geometry calculated at
the TDA/BHandHLYP/TZ2P level of theory. Thick dark grey lines represent the computed
spin-orbit coupled excited state energies with respect to the ground state energy. Thin
black lines represent the experimental optical excitation energy regions for the TR-EPR
experiment (2.14 eV - 2.88 eV for photoexcitation inside the CT band and 1.82 eV - 1.97 eV
for photoexcitation below the CT band).

eV respectively) lie below the first |SSOC
1 ⟩ excited state (2.76 eV). {|T SOC

1,ξ ⟩} has very

low energy compared to the other excited states and it is the only manifold whose

vibrational energy spectrum lies in the energy region of the experimental excitation

wavelengths outside the CT band (e.g. 1.82 eV - 1.97 eV). In addition, for the lowest

excitation energies within the CT band, only {|T SOC
1,ξ ⟩} is accessible, while |SSOC

1 ⟩ and
{|T SOC

2,ξ ⟩} lie in the energy region of higher-energy experimental excitation wavelengths

within the CT band.

6.4.1 Direct excitation to triplet excited states from the ground state

Direct excitation below the CT band

The absorption coefficient (absorbance) a(E) at a given photon excitation energy

E is given by136

a(E) = ε(E)cl, (6.5)

where c the concentration of molecules, l is the optical path length and ε is the molar

extinction coefficient137

ε(E) =
∑
J

εJ(E) =
∑
J

C
1

FWHM
fJe

−2.77
(
E−∆EJ
FWHM

)2

. (6.6)
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In equation 6.6, the sum is over transitions to final states J : SSOC
0 → J . Inside the

sum, the band shape for each transition is approximated by a Gaussian function whose

full width at half maximum (FWHM) accounts for vibrational and/or solvent induced

broadening. C = π
2ln(10)

NAe
2ℏ

mecε0
2
√

ln(2)
π

where NA is Avogadro’s constant, e the electron

charge, me the electron mass, and ε0 the vacuum permittivity (see section 6.8.2). ∆EJ

is the excitation energy (in eV) for the transition to the Jth excited state from the

ground state SSOC
0 . fJ is the corresponding oscillator strength61,137

fJ =
8π2(mec

2)

3(hc)2e2
∆EJ |⟨ΨJ |µ̂|Ψi⟩|2, (6.7)

where, Ψi and ΨJ are the initial (SSOC
0 ) and final states J of the Jth transition,

respectively.

To compute the approximate number of molecules that populate the first triplet

excited state |T SOC
1,ξ ⟩ upon photoexcitation at energy ESSOC

0 →TSOC
1,ξ

= ∆ESSOC
0 →TSOC

1,ξ
we

will use the following formula47

PTSOC
1,ξ

(
ESSOC

0 →TSOC
1,ξ

)
= I0 ×

{
1− 10

−a
SSOC
0 →TSOC

1,ξ

(
E
SSOC
0 →TSOC

1,ξ

)}
× 1

hc/λwav
, (6.8)

where I0 is the incident energy and λwav the excitation wavelength. The quantity

aSSOC
0 →TSOC

1,ξ

(
ESSOC

0 →TSOC
1,ξ

)
is the absorption coefficient for direct excitation to the

triplet excited state |T SOC
1,ξ ⟩, i.e.,

aSSOC
0 →TSOC

1,ξ

(
ESSOC

0 →TSOC
1,ξ

)
= εSSOC

0 →TSOC
1,ξ

(
ESSOC

0 →TSOC
1,ξ

)
cl, (6.9)

εSSOC
0 →TSOC

1,ξ

(
ESSOC

0 →TSOC
1,ξ

)
= C 1

FWHM
fSSOC

0 →TSOC
1,ξ

is the contribution of the SSOC
0 →

T SOC
1,ξ transition to the total molar extinction coefficient ε

(
ESSOC

0 →TSOC
1,ξ

)
at the excita-

tion energy ESSOC
0 →TSOC

1,ξ
= ∆ESSOC

0 →TSOC
1,ξ

of the first triplet excited state |T SOC
1,ξ ⟩. The

total number of molecules that populate the first triplet excited state manifold is

PTSOC
1

(
ESSOC

0 →TSOC
1,ξ

)
=
∑
ξ

PTSOC
1,ξ

(
ESSOC

0 →TSOC
1,ξ

)
. (6.10)

Using the program ADF, the extinction coefficient at the maximum of the CT band,

ε
(
ESSOC

0 →SSOC
1

)
, was computed to be in the range 5.90 × 104 − 2.94 × 105 L

mol·cm [us-

ing broadening parameters FWHM = 0.1 eV - 0.5 eV for the most probable geometry

(anti 2)]. This result is in accordance with the experimental one, where the extinction

coefficient was measured to be of the order of 105 L
mol·cm with a fitted band broaden-

ing of 0.4 eV - 0.5 eV.7 The approximate agreement between experiment and the-

ory indicates that we can use the ADF to approximate εSSOC
0 →TSOC

1,ξ

(
ESSOC

0 →TSOC
1,ξ

)
in

eq. 6.9. We computed εSSOC
0 →TSOC

1,ξ

(
ESSOC

0 →TSOC
1,ξ

)
for each populated geometry (figure
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6.7) and used the computed value in eqs 6.9, 6.8, 6.10 to calculate PTSOC
1

. For each

conformation, we used the experimental values for c, l and I0
7 (see section 6.10.2).

Adding the PTSOC
1

(
ESSOC

0 →TSOC
1,ξ

)
of all populated geometries (each multiplied by the

geometry probability), we found that the ensemble-average total number of molecules

placed in the first triplet excited state via direct excitation at ESSOC
0 →TSOC

1,ξ
equals to

P̄TSOC
1

(
ESSOC

0 →TSOC
1,ξ

)
= (1.3− 6.5)× 1010.

In contrast to conventional cw-EPR spectroscopy with Boltzmann-populated

triplet sublevels, in TR-EPR spectroscopy the signal depends on nonequilibrium (po-

larized) sublevel populations that enhance the signal-to-noise characteristics as com-

pared to conventional EPR. The predicted total initial triplet population, which only

involves the 1st triplet manifold, is in the range 1010 − 1011 that is detectable by cw-

EPR and is likely detectable by TR-EPR18,138 (see section 6.4.4).

Direct excitation inside the CT band

Our computations show that the second triplet excited state lies inside the CT

band and it is energetically close to the first singlet excited state (see figure 6.8). Hence,

upon photoexcitation at the maximum of the CT band, there will be an initial popula-

tion in the second triplet excited state |T SOC
2,ξ ⟩. A lower bound for this population can

be estimated using eq. 6.8 and the relative absorbance to the second triplet excited

state, given by

aSSOC
0 →TSOC

2,ξ

(
ESSOC

0 →SSOC
1

)
= εSSOC

0 →TSOC
2,ξ

(
ESSOC

0 →SSOC
1

)
cl, (6.11)

εSSOC
0 →TSOC

2,ξ

(
ESSOC

0 →SSOC
1

)
=

C 1
FWHM

fSSOC
0 →TSOC

2,ξ
exp

[
−2.77

(
E
SSOC
0 →SSOC

1
−∆E

SSOC
0 →TSOC

2,ξ

FWHM

)2
]
is the contribution of the

SSOC
0 → T SOC

2,ξ transition to the total molar extinction coefficient ε
(
ESSOC

0 →SSOC
1

)
at

the excitation energy of the maximum of the CT band, ESSOC0 →SSOC1
.

To compute the total number of molecules that populate the second triplet ex-

cited state manifold at the excitation wavelength of the first singlet excited state, we

used eq. 6.8 (but now for |T SOC
2,ξ ⟩ state) where we also added the contributions from the

most probable conformations (e.g., see eq. 6.10) [see section 6.10.3]. Using broadening

parameters FWHM = 0.1 eV - 0.5 eV, the estimated ensemble-average number equals

P̄TSOC
2

(
ESSOC

0 →SSOC
1

)
= (2.1 − 3.2) × 1011. Hence, excitation at the center of the CT

band will create an initial population of molecules in the 2nd triplet states that can

give a measurable TR-EPR signal18,138 (see section 6.4.4).

In the experiment, the TR-EPR signals are detected at different optical exci-

tation wavelengths throughout the CT band, (i.e., 430 nm - 580 nm), that include

wavelengths below the CT maximum. The computed energy of SSOC
0 → T SOC

2,ξ lies
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within this optical excitation range, so we also estimated the initial triplet population

for this energy. The absorption coefficient is

aSSOC
0 →TSOC

2,ξ

(
ESSOC

0 →TSOC
2,ξ

)
= εSSOC

0 →TSOC
2,ξ

(
ESSOC

0 →TSOC
2,ξ

)
cl, (6.12)

where εSSOC
0 →TSOC

2,ξ

(
ESSOC

0 →TSOC
2,ξ

)
= C 1

FWHM
fSSOC

0 →TSOC
2,ξ

is the contribution of the SSOC
0 →

T SOC
2,ξ transition to the total molar extinction coefficient ε

(
ESSOC

0 →TSOC
2,ξ

)
at the exci-

tation energy of the second triplet excited state, ESSOC
0 →TSOC

2,ξ
. By using exactly the

same procedure as before (eqs. 6.12, 6.8, 6.10 for |T SOC
2,ξ ⟩), we estimated that the

ensemble-average total number of molecules that directly populate the second triplet

excited state at the excitation wavelength of ESSOC
0 →TSOC

2,ξ
to be P̄TSOC

2

(
ESSOC

0 →TSOC
2,ξ

)
=

2.4×1011−1.2×1012 (see section 6.10.3). In summary, photoexcitation within the CT

band creates an initial (t = 0 sec) population of molecules in the 2nd triplet excited

state. This population is 1011−1012 and it is sufficient for a detectable TR-EPR signal

(see section 6.4.4).

Within the CT band, the most absorbing state is |SSOC
1 ⟩ which is predominantly

singlet with a small triplet component (eq. 6.3). The small triplet component could

give a TR-EPR signal and for completeness we will also estimate the corresponding

triplet population. The maximum number of molecules that populate |SSOC
1 ⟩ is47

PSSOC
1

(
ESSOC

0 →SSOC
1

)
= I0 ×

{
1− 10

−a
SSOC
0 →SSOC

1

(
E
SSOC
0 →SSOC

1

)}
× 1

hc/λwav
. (6.13)

For each molecule in state |SSOC
1 ⟩, the probability of a measurement that collapses

the system to a triplet state is |⟨Tk,ms|SSOC
1 ⟩|2 =

⟨Tk,ms |ĤSOC|S1⟩
ES1−ETk,ms

. Thus, the number of

molecules in |SSOC
1 ⟩ that would give a TR-EPR signal right after photoexcitation is,

P̄EPR
SSOC
1

= PSSOC
1

(
ESSOC

0 →SSOC
1

)
×
∑
k

∑
ms

|⟨Tk,ms|SSOC
1 ⟩|2. (6.14)

This number was estimated to be 2.4×108 using exact diagonalization of ĤBO+ ĤSOC

to obtain the |⟨Tk,ms|SSOC
1 ⟩|2 values. The number is lower than the population arising

by the other direct mechanism described above.

We conclude that upon photoexcitation inside the CT band, the second triplet

manifold is directly populated, and its initial population is in the range 1011− 1012. In

contrast, for photoexcitation below the CT band the first triplet manifold is directly

populated, because the T2 manifold is energetically inaccessible. Its initial population

is in the range 1010 − 1011. We will show that populations are measurable by TR-EPR

in section 6.4.4.18,138
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Figure 6.9: Schematic view of the PES of the singlet |Sn⟩ and the triplet |Tk,ms⟩ excited
states in the harmonic approximation model, shown for a single vibrational mode of frequency
ω. The vibrational energy levels are shown in light gray and their energies differ from each
other by ℏω. The energy difference between the minimum of |Sn⟩ surface and the minimum
of |Tk,ms⟩ surface is ∆ESn→Tk,ms

. λ is the mode reorganization energy.

6.4.2 Indirect (ISC) triplet formation mechanism for excitation within the

CT band

Excitation within the CT band leads to a high initial population of |SSOC
1 ⟩ which

is predominantly singlet (|S1⟩). As time proceeds after photoexcitation, the initial

singlet state population may transform to a triplet population via ISC. To gauge this

mechanism, we need to compute the ISC rates. For this computation, the relevant

component of the Hamiltonian in eq. 6.1 is K̂ + ĤBO + ĤSOC. We may use Fermi’s

golden rule because the singlet-triplet SOCs are very weak. The ISC rate from |Sn⟩
to |Tk,ms⟩ for a model with one vibrational mode of frequency ω (see chapter 2.2 and

figure 6.9) is10

kSn→Tk,ms
=
2π

ℏ
|VSn,Tk,ms |

2
∑
nS

∑
nT

e−EnS /KBT

Z
|⟨nS|nT ⟩|2

× δ
(
Emin

Sn +EnS−(Emin
Tk,ms

+EnT )
) (6.15)

In eq. 6.15, VSn,Tk,ms = ⟨Sn|ĤSOC|Tk,ms⟩ is the SOC matrix element between the |Sn⟩
and |Tk,ms⟩ states and Z is the partition function. Emin

Sn
and Emin

Tk,ms
are the energies

of the |Sn⟩ and |Tk,ms⟩ states at their minimum-energy molecular geometries (minima

of the |Sn⟩ and |Tk,ms⟩ diabatic Born-Oppenheimer surfaces). EnS and EnT are the

energies of the vibrational levels of the |Sn⟩ and |Tk,ms⟩ diabatic Born-Oppenheimer

surfaces, i.e., EnS(nT ) = ℏω
(
nS(T ) +

1
2

)
.

Eq. 6.15 for the ISC rate can be generalized to a multi-mode form, which may
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be written as a Fourier transform of a correlation function computed at the frequency

of the energy gap ∆ESn,Tk,ms = Emin
Sn

− Emin
Tk,ms

(see chapter 2.2)9,34,139

k

(
∆ESn,Tk,ms

ℏ

)
=

|VSn,Tk,ms |
2

ℏ2
e−G(0)

∫ ∞

−∞
dtei

∆ESn,Tk,ms
ℏ t−Γ|t|eG(t). (6.16)

In eq. 6.16 Γ is a homogeneous broadening width and

G(t) =
∑
α

(
λα
ℏωα

)
{(2⟨nα⟩+ 1)cos(ωαt)− isin(ωαt)} , (6.17)

where the summation is over the normal modes α of the system of frequencies ωα,

λα is the reorganization energy of mode α and ⟨nα⟩ =
(
eℏωα/KBT − 1

)−1
, the thermal

average of the phonon occupation number nα at temperature T .

To implement eqs. 6.15 and 6.17 we computed the normal mode parameters

at the TD-DFT level using geometry optimization for |S1⟩ and |Tk,ms⟩ for the most

probable conformation anti 2 (as described in section 6.11). Subsequently, using the

FCF module of ADF we extracted the electron-phonon coupling parameters λ̄α =(
ωα
2ℏ

)1/2
k⃗α, where k⃗α is the vector of equilibrium-position displacements of all atoms

for the transition S1 → Tk,ms and for the normal mode α.127,128 λ̄α is directly related

to the mode reorganization energy via λα = ℏωαλ̄
2
α.

101 We wrote a MATLAB program

that uses these computed parameters to calculate the ISC rates via eqs. 6.15 and

6.17. In our calculations Γ = 1012 sec−1, which corresponds to a typical vibrational

relaxation rate of a picosecond.

To understand how the ISC mechanism affects the TR-EPR signal we need to

compute the population transfer via ISC (as a function of time) from the first singlet

state to the two lowest-energy triplet excited states. To this end we solve the following

approximate kinetic equations for total populations42

dPS1

dt
= −(kS1→T2 + kS1→S0 + kS1→T1)PS1 + kT2→S1PT2 + kT1→S1PT1

dPT2

dt
= kS1→T2PS1 − (kT2→S1 + kT2→T1 + kT2→S0)PT2 + kT1→T2PT1

dPT1

dt
= kS1→T1PS1 + kT2→T1PT2 − (kT1→T2 + kT1→S1 + kT1→S0)PT1 .

(6.18)

Apart from the ISC rates, these equations include fluorescence and phosphorescence

rates as well as transition rates between the triplet manifolds, e.g. kT2→T1 and kT1→T2 .

These triplet-to-triplet rates are induced by the SOC interaction and are computed

using the methodology of equations 6.16 and 6.17 and pSOC-TD-DFT/TDA compu-

tations. In the rate eqs. 6.16 and 6.17, PT2 =
∑

ms
PT2,ms

and PT1 =
∑

ms
PT1,ms

.

The total rates are defined as follows, kS1→Tk =
∑

ms
kS1→Tk,ms

for k = 1, 2 and

kT2→T1 =
∑

ms′

∑
ms
kT2,ms→T1,ms′

. The total S1 → T1 and S1 → T2 ISC rates are

kS1→T1 = 1.77 × 101 sec−1 with ∆ES1,T1,ms
= 1.23 eV and kS1→T2 = 4.00 × 103 sec−1
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with ∆ES1,T2,ms
= 0.16 eV (for the SOC value at the minimum-energy geometry of

S1). The total T2 → T1 rate is kT2→T1 = 7.63× 103 sec−1 with ∆ET2,ms ,T1,ms
= 1.07 eV

(SOC value at the minimum-energy geometry of T2). The backward rates are given by,

kf→i = ki→fe
−∆Eif/KBT .

The fluorescence rate kS1→S0 as well as the total phosphorescence rates kT2→S0

and kT1→S0 , were estimated from the fluorescence and phosphorescence lifetimes (τJ)

as computed by ADF, using the respective oscillator strengths fJ of the vertical tran-

sitions SSOC
0 → J at the minimum energy conformation of J , where J is SSOC

1 , T SOC
1,ξ

and T SOC
2,ξ . For each excitation, the radiative lifetimes are related to the respective

oscillator strengths via the following equation140

1

τJ
=

2∆E2
JfJ

c3
, (6.19)

where c is the speed of light and ∆EJ is the excitation energy for the transition to

the Jth excited state from the ground state SSOC
0 . All the quantities in eq. 6.19 are

in atomic units (a.u.). The estimated fluorescence rate is kS1→S0 = 2.78 × 108 sec−1,

in accordance with previous experimental measurements (e.g., see refs. 141–143), and

the estimated phosphorescence rates are kT2→S0 =
∑

ms
kT2,ms→S0 = 2.47 sec−1 and

kT1→S0 =
∑

ms
kT1,ms→S0 = 6.41 × 10−2 sec−1, which are typical for organic molecules

(e.g., see ref. 19).

In solving eq. 6.18, we set PT1 (t = 0) = 0, PT2 (t = 0) = (6.3×109−5.3×1010),

the total population that comes from the direct photoexcitation inside the CT band

(computed as described in sections 6.4.1 and 6.10.3) and PS1 (t = 0) = 1.3× 1015, the

population transfer to the first singlet excited state upon photoexcitation to the CT

band (see section 6.10.4), both of the them only for the most probable geometry, anti 2.

Figure 6.10 shows a representative plot of the populations as a function of time

for the total T1, T2 populations using the initial conditions for t = 0 sec mentioned

above. The experimental time that passes between photoexcitation and triplet signal

observation is approximately 0.5 µsec.7 We checked the population transfer within the

experimental time scale as well as for larger time scales. The initial total T2 populations

(∼ 1010 molecules which is measurable by EPR) slightly increases within a µsec and

retains measurable values for approximately 0.2 - 0.3 msec. The total T1 population

increases to measurable values (∼ 1010 molecules) after approximately 10 - 30 µsec.

The ranges in time scales are due to the range of initial T2 populations (see section

6.4.1).

The above results show that, although ISC from the lowest singlet excited state

generates triplet state population after photoexcitation within the CT band, this pop-

ulation is not much greater than the initial triplet state population that is formed

directly by absorption from the ground state (as described in the previous sections).

This trend is also observed from our computations using other starting geometries other
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Figure 6.10: Population transfer to the first and second triplet excited states as a function
of time. (a) Population of S1 from 0 to 0.5 µsec. (b) Population transfer to T2 from 0 to
0.5 µsec. (c) Population transfer to T1 from 0 to 0.5 µsec and (d) population transfer to T2
and T1 for larger time scales than 0.5 µsec, namely from 0 to 0.3 msec. Initial condition for
T2 : PT2(t = 0) = 5.3× 1010.

than anti 2 (see section 6.9.2).

The results of sections 6.4.1 and 6.4.2 suggest a plausible explanation of the

observation in ref. 7 that photoexcitation in the highly-absorbing CT band region

gives a TR-EPR signal of approximately the same intensity as the TR-EPR signal for

photoexcitation in the non-absorbing region, below the CT band. Both types of pho-

toexcitations lead to similar initial populations of triplet states. Due to the very low

ISC rates, on the time scale of the TR-EPR experiment, there is no substantial increase

in the total triplet state population arising from the lowest singlet state following the

excitation in the CT band.144 Therefore, the initial triplet populations largely deter-

mine the TR-EPR signal strength for both excitation regions. In section 6.4.4 below,

we demonstrated that these initial populations are sufficient for the observation of a

TR-EPR signal.

6.4.3 Triplet state formation mechanism in the ground state

The above SOC induced mechanism suggests that triplet EPR signal could

also be observed in the ground state, which is predominantly singlet with a small
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triplet contribution (e.g., eq. 6.3). For each molecule in the ground state |SSOC
0 ⟩,

the probability of a measurement that collapses the system to a triplet state |Tk,ms⟩

is |⟨Tk,ms |SSOC
0 ⟩|2 =

∣∣∣ ⟨Tk,mS |ĤSOC|S0⟩
ES0−ETk,ms

∣∣∣2. Thus, the number of molecules in |SSOC
0 ⟩ that

would give a conventional cw-EPR signal is given by

P̄EPR
SSOC
0

= PSSOC
0

×
∑
k

∑
ms

|⟨Tk,ms|SSOC
0 ⟩|2, (6.20)

where PSSOC
0

is the total number of molecules in the ground state for each minimum-

energy conformation (see section 6.10.1). We used full diagonalization of ĤBO + ĤSOC

to estimate the coefficients ⟨Tk,ms|SSOC
0 ⟩. The ensemble-average total triplet population

from the mixed |SSOC
0 ⟩ ground state is computed to be 8.7×109. This number is in the

limits of the sensitivity of EPR spectroscopy without field modulation138 (see section

6.4.4).

6.4.4 Sensitivity analysis

The basic formula for sensitivity analysis of ground-state CW-EPR without

field modulation, (since the TR-EPR experiment does not involve field modulation), is

based on the ratio of the power absorbed by magnetic resonance in the sample (denoted

dW gs/dt, where “gs” denotes ground state), to the power dissipated in the resonant

cavity (denoted as PC ),70,77

ratio (N gs
tot) =

dW gs/dt

PC

=
ki→j(ℏω)N gs

tot

(∏̃gs

i −
∏̃gs

j

)
1
Q0
ω

B2
1

2µ0
VC

. (6.21)

In the numerator above, dW gs

dt
= ki→j(ℏω)N gs

tot

(∏̃gs

i −
∏̃gs

j

)
, where

ki→j =
πB2

1

2ℏ2 |µij|2 f(ω) is the rate of transition between levels |i⟩ and |j⟩ induced

by the oscillatory magnetic field of amplitude B1 and frequency ω. N gs
tot is the to-

tal number of paramagnetic centers in the sample and
∏̃gs

i(j) = N gs
i(j)/N

gs
tot are the

ground-state fractional populations of the levels (giving rise to spin polarization).

f(ω) = ∆ω/π ((ω − ω0)
2 +∆ω2) is a Lorentzian lineshape function (with resonance

frequency ω0 and width ∆ω), and µij = ⟨j|µ̂|i⟩ = gβe
√
S(S + 1) (S for spin) is the

magnetic dipole matrix element. In the denominator of the ratio, PC = 1
Q0
ω

B2
1

2µ0
VC is the

power dissipated by the cavity, where Q0 is the quality factor of the unloaded cavity and

VC is its volume. µ0 is the magnetic permeability constant. In the analysis that leads

to the equation for sensitivity, an equivalent circuit represents the generic spectrometer

response.70 The change in power level of the cavity due to absorption is related to the

corresponding voltage response Vdet in the detector circuit of resistance Rdet and to the

incident power on the resonator Pinc, via the equation 4δVdet√
PincRdet

= ratio (N gs
tot). Using

the equation of the transition rate ki→j in eq. 6.21 for the ratio relates δVdet to the ab-
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sorption rate and thus to the total number of spins N gs
tot and the spin polarization. The

minimum detectable signal δV min
det is defined as being equal to the detector rms noise

voltage, i.e., δV min
det = V noise

rms =
√
FRdetKBTdf , where df is the bandwidth of the detect-

ing amplifying system and F its noise factor. The minimum detectable signal, thus,

determines the minimum detectable number of paramagnetic centers Nmin
tot(gs) via the

equation 4V noise
rms√

PincRdet
= ratio

(
Nmin

tot(gs)

)
. Assuming resonance, i.e., f(ω = ω0) = (π∆ω)−1

in eq. 6.21, one gets for the minimum detectable number of paramagnetic centers

Nmin
tot(gs) ≈

ΓVC

Q0µ0gβeS(S + 1)
(∏̃gs

i −
∏̃gs

j

)√FKBTdf

Pinc

, (6.22)

where gβeΓ = ℏ(∆ω). For the case of thermal equilibrium (ground state CW-EPR)∏̃gs

i −
∏̃gs

j ≈ ℏω0/(2KBT ), and writing ℏω0 = gβeB0, gives
68,79,145,146

Nmin
tot(gs) ≈

KBTΓVC
µ0g2β2

eS(S + 1)B0Q0

√
FKBTdf

Pinc

. (6.23)

This is the approximate equation often quoted as a starting point for CW-EPR sen-

sitivity without field modulation. In the experiment of Meyer et. al.7 at each value

of the scanning magnetic field, the signal is recorded 1000 times and averaged, and all

background signal is subtracted. Therefore, the noise level is effectively reduced, with

respect to eq. 6.23 by a factor of 1/
√
1000, and Nmin

tot(gs) above should be replaced by

N̄min
tot(gs) =

1√
1000

Nmin
tot(gs) (this issue is further qualified below). The approximate EPR

parameters of the experiment of ref. 7 are VC = 2 × 10−7 m3 (cylindrical cavity of 5

mm diameter and 10 mm height), T = 80 K, Pinc = 2 mW, Q0 ≈ 4000, df = νres
Q0

= 2.4

MHz (νres = 9.7 GHz is the resonance frequency), F = 10 − 100, Γ ≈ 2 mT, and

B0 = 370 mT (the latter two are taken from the experimental spectra at the excitation

wavelength of λwav = 630 nm7). If the experiment in ref. 7 were ground state CW-EPR

without field modulation, N̄min
tot(gs) ≈ 1010 − 1011 (given the range F = 10− 100).

To adopt this approximate formula to TR-EPR we need to go back to eq.

6.22, replace Nmin
tot(gs) by Nmin

tot(ex), the number of molecules that are directly excited

to the triplet states upon photoexcitation (if there were ISC we would need to include

that population too) and replace
∏̃gs

i −
∏̃gs

j by typical nonequilibrium initial values∏̃ex

i (t = 0) −
∏̃ex

j (t = 0) (created by photoexcitation), which we can compute from

our ab-initio results. Following the same line of argument as above, we arrive at the

TR-EPR adapted formula

Nmin
tot(ex) ≈

ΓVC

Q0µ0gβeS(S + 1)
(∏̃ex

i (t = 0)−
∏̃ex

j (t = 0)
)√FKBTdf

Pinc

, (6.24)

where now Nmin
tot(ex) refers to the total population of excited triplets, obtained by pho-

toexcitation and observed on the time scale of the TR-EPR experiment, and
∏̃ex

i (t =
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0)−
∏̃ex

j (t = 0) are typical non-equilibrium (initial) fractional populations of the triplet

sublevels prior to equilibration in the triplet manifold. For the experiment of ref. 7,

Nmin
tot(ex) should be replaced by N̄min

tot(ex) = 1√
1000

Nmin
tot(ex), as mentioned before. Below,

we compute the fractional populations using the oscillator strengths for the singlet-to-

triplet transitions computed in section 6.4.1.

The component of the total molecular Hamiltonian (eq. 6.1) that describes

the spin components of the electronic states and the interactions with the magnetic

fields is given by ĤSOC + ĤZFS + ĤZeeman + βeB⃗1(t)
T g̃Ŝ, where ĤZeeman = βeB⃗

T
0 g̃Ŝ

and ĤZFS = ŜT D̃Ŝ. Our computations of the g̃ tensor show it to be highly isotropic

with a value of g = 2.003, in agreement with the experiment (e.g., see table I and ref.

7). Therefore we can write ĤZeeman = βeB⃗
T
0 g̃Ŝ = gβeB⃗

T
0 Ŝ and βeB⃗

T
1 g̃Ŝ = gβeB⃗

T
1 Ŝ,

where g ≈ 2. Furthermore, the computed energy differences between the predomi-

nantly three sublevels within each
{
|T SOC

k,ξ ⟩
}
manifold (the |T SOC

k,ξ ⟩ are the eigenstates

of ĤBO + ĤSOC), are three orders of magnitude smaller than the energy differenced

predicted by diagonalizing ĤSOC = ŜT D̃Ŝ using the experimentally derived D and E

values shown in table 6.1 (10−9 eV for SOC versus 10−6 eV for ZFS). Thus, within each

triplet manifold the spin states at zero magnetic field are determined by the Hamilto-

nian ĤZFS = ŜT D̃Ŝ which is dominant compared to ĤSOC. We denote the eigenstates

of ĤZFS+ ĤZeeman for the kth triplet manifold {|Tk,i⟩}, i = l, c, u (lower, center, upper)

[see section 5.6]. These are the absorptive and emissive states of the EPR component

of the TR-EPR experiment for the particular manifold. To estimate the population

transfer upon photoexcitation to these triplet sublevels ({|Tk,i⟩} , i = l, c, u), we should

first calculate the oscillator strengths for the transitions SSOC
0 → Tk,i following the

procedure described in section 6.4.1. To this end, we write the eigenstates |Tk,i⟩ in the

basis of the {|T SOC
k,ξ ⟩} states,

|Tk,i⟩ =
∑
ξ

|T SOC
k,ξ ⟩⟨T SOC

k,ξ |Tk,i⟩. (6.25)

Since the oscillator strength for the transition SSOC
0 → Tk,i is related to the squared

transition dipole moment |⟨SSOC
0 | ˆ⃗µ|Tk,i⟩|2 ≈

∑
ξ |⟨T SOC

k,ξ |Tk,i⟩|2|⟨SSOC
0 | ˆ⃗µ|T SOC

k,ξ ⟩|2 via eq.

6.7, its value can be given using the calculated oscillator strengths of the transitions

SSOC
0 → T SOC

k,ξ

(
fSSOC

0 →TSOC
k,ξ

)
as follows:

fSSOC
0 →Tk,i

≈
∑
ξ

|⟨T SOC
k,ξ |Tk,i⟩|2fSSOC

0 →TSOC
k,ξ

(6.26)

The initial population transfer to the {|Tk,i⟩} manifold following photoexcitation is

calculated according to eq. 6.8.

We used the EasySpin software package147 available for MATLAB to compute

the TR-EPR resonance field positions for absorption and emission with the field vec-

tor aligned with the D-tensor axes (the principal axis system X, Y, Z). We used the
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routine “eigfields”. Parameters included were the isotropic g value and the experi-

mental ZFS parameters for the excitation wavelength λwav = 630 nm (below the CT

band) (D = 1345 MHz, E = 78 MHz). For each value of the computed resonance

fields (B⃗0||X, B⃗0||Y , B⃗0||Z), we calculated the matrix elements of the Hamiltonian

ĤZeeman + ĤZFS using the routine “sham”. The diagonalization of this Hamiltonian

matrix gives the eigenstates |Tk,l⟩, |Tk,c⟩ and |Tk,u⟩. From these computations, we

obtain the relative fractional populations that should be inserted in eq. 6.24, i.e.,∏̃ex

i (t = 0) =
P
SSOC
0 →Tk,i∑

i=l,c,u P
SSOC
0 →Tk,i

. The computed values of
∏̃ex

i (t = 0) −
∏̃ex

j (t = 0) are

typically 0.3-0.7 (see section 6.10.5 for the reproduction of the experimental TR-EPR

spectra). Using these polarizations together with the above-mentioned experimental

parameters of ref. 7 in eq. 6.24, we obtain N̄min
tot(ex) ≈ 109 − 1010 (the range arising

from F = 10 − 100). This minimum number of spins is below our estimated number

of excited triplet states (1010 − 1012).

The second approach to computing the sensitivity, better approximates the ex-

perimental procedure. In the experiment, for a given static magnetic field and in the

presence of a weak perpendicular time-dependent magnetic field (magnitude denoted

as B1), the ensemble is photoexcited (t = 0) and the time evolution of the EPR ab-

sorption or emission is recorded. This procedure is repeated 1000 times and an average

time-dependent signal is derived (and background signal is subtracted). The result-

ing time-dependent signal rises and decays within 1-2 µs after the laser flash reaching

maximum in approximately half a microsecond. It is then time averaged over 200 ns

centered around 500 ns (which corresponds to the maximum-signal time). The proce-

dure is then repeated for another value of the time-independent magnetic field value.7

Since the reported intensities at a given static magnetic field are time aver-

ages of the time-dependent absorption (emission) intensity, it follows that
∏̃ex

i (t =

0) −
∏̃ex

j (t = 0) in eq. 6.24 should be replaced by a time average ⟨
∏̃ex

i (t) −
∏̃ex

j (t)⟩.
To approximate this time average for the case of a resonant field (e.g., maximum ab-

sorption or emission) we use the Bloch equation in the rotating wave approximation

(RWA).43 As we have shown from the rate computations, after initial excitation, there

is no exchange in populations between the different excited triplet manifolds and no

ISC or phosphorescence on the time scale of the experiment. Therefore, the Bloch

equation should describe only spin relaxation within a triplet manifold that leads to

intramanifold thermal equilibration following the non-equilibrium initial polarization

(a discussion of this regime is given in ref. 144). Thus, we solve for the time evolution

of a three-sublevel density matrix σi,j(t) in the basis of the ĤZFS+ ĤZeeman eigenstates

computed using EasySpin (i.e.,{|Tk,i⟩} , i = l, c, u). We solve the Liouville equation
d
dt
σ⃗(t) = L̃RWAσ⃗(t), where σ⃗(t) is the density matrix vector (9 × 1) and L̃RWA is the

Bloch equation Liouvillian (9× 9)9
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d

dt
σi,i(t)=−i

∑
k ̸=i

{(Hi,k/ℏ)σk,i(t)−(Hk,j/ℏ)σi,k(t)}

+
∑
k ̸=i

Γi,kσk,k(t)− Γi,iσi,i(t)

Γi,i =
∑
k ̸=i

Γi,k,

d

dt
σi,j(t)=−i∆i,jσi,j(t)−i(Hi,j/ℏ) {σj,j(t)− σi,i(t)}

−i
∑
k ̸=j

(Hi,k/ℏ)σk,j(t) + i
∑
k ̸=i

(Hk,j/ℏ)σi,k(t)

−
{
1

2

(
Γi,i + Γj,j + Γdeph

i,j

)}
σi,j(t)

∆i,j = (Ei − Ej)/ℏ− ω.

(6.27)

In the equations above, ω corresponds to the resonance frequency (9.7 GHz), Ei(j) are

the eigenenergies of ĤZeeman+ĤZFS, andHi,j = ⟨i|gβe
2
B⃗T

1 Ŝ|j⟩ are half of the off-diagonal
matrix elements of the perturbing Hamiltonian gβeB⃗

T
1 Ŝ. These matrix elements are

computed using the EasySpin derived eigenstates in conjunction with experimental

parameters. For example, for the case of B⃗0||Z, where B⃗1||X, the matrix elements

are equal to Hi,j = gβe
2
B1⟨i|ŜX |j⟩. We used the routine “resfreqs matrix” that com-

putes the line intensities Ai→j associated with the resonance line positions according

to Ai→j = B2
1 |⟨i|gβeŜX |j⟩|2

(∏̃ex

i −
∏̃ex

j

)
. Using B1 =

√
2µ0

VC

√
P inc√
df

= 10 mT and the

polarizations
∏̃ex

i,(j), we deduced the elements Hi,j.

The incoherent part of the Liouvillian in eq. 6.27 involves the relaxation rates

of populations [Γi,k for k → i and of coherences Γcoh
i,j = 1

2

(
Γi,j + Γj,j + Γdeph

i,j

)
]. These

values are chosen such that the time-dependent polarization signals σi,i(t) − σj,j(t)

which gives rise to the time-dependent absorption and emission signals that are of

approximately 1-2 µs, as observed to be the gross signal lifetimes in the experiment7

(e.g., the values of Γi,i ≈ 0.1 MHz, Γcoh
i,j ≈ 0.4 MHz give the gross signal lifetimes of

discussed in the SI of ref. 7). The population-relaxation rates also satisfy detailed

balance at temperature 80 K, i.e., Γi,i/Γj,j = exp[−(Ei − Ej)/KBT ]. The initial

density matrix σ⃗(t = 0) is derived from the computed initial populations of |T SOC
k,ξ ⟩,∑

ξ |⟨T SOC
k,ξ |Tk,i⟩|2 (we try different initial coherent density matrices consistent with the

computed initial polarizations of 0.3-0.7 since we do not know the exact initial state,

i.e., the linear superposition of u, c and l). To solve for σ⃗(t) we compute the eigen-

states V⃗k and eigenvalues λk of L̃RWA, which, in Dirac notation give the following time

evolutions: σi,j(t) =
∑

k⟨i, j|Vk⟩⟨Vk|σ(t = 0)⟩exp(λkt). As expected, one of the eigen-

values is zero (denoted λk=0) and the rest have negative real components such that

exp(λk ̸=0t) decays to zero for sufficiently long times. The eigenvector with the zero

eigenvalue gives the steady-state (thermal-equilibrium) density matrix, σi,j(t = ∞) =
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Figure 6.11: Schematic energy diagram for the conformational transitions between two
different geometries (A and B) in the T1 PES. For all the experimental excitation energies(
Eexp

SSOC
0 →TSOC

1

)
, the T1 manifold is populated with high vibrational kinetic energy. This

excess kinetic energy (KEexcess) may be large enough compared to the energy barrier (Eb)
for the conformational transition between minimum energy geometries of A and B, so that
each excited molecule may change its conformation through motion on the T1 PES.

⟨i, j|Vk=0⟩⟨Vk=0|σ(t = 0)⟩. We find that σi,i(t = ∞) − σj,j(t = ∞) ≈ 0 as expected

since ℏω/KBT ≪ 1. The signal thus, arises from the nonequilibrium populations

∆σi,i(t) = σi,i(t)−σi,i(t = 0). To relate to the experiment we compute the time average

of the populations and divide by a microsecond, i.e., ⟨
∏̃ex

i (t)⟩ = (µs)−1
∫∞
0
dt∆σi,i(t),

where
∫∞
0
dt∆σi,i(t) = −

∑
k ̸=0⟨i, i|Vk⟩⟨Vk|σ(t = 0)⟩/λk. This method allows us to

approximate ⟨
∏̃ex

i (t) −
∏̃ex

j (t)⟩ in terms of the ab-initio derived initial polarizations

and the eigenvector/eigenvalues of the Bloch Liouvillian, which contain the effect of

the spin relaxation time scales, the latter being consistent with the lifetimes of the

observed signals. Using these types of computations in conjunction with EasySpin (for

the computations of the triplet Hamiltonians for different applied resonant magnetic

fields directions, with respect to the D-tensor axis), we find that N̄min
tot(ex) ≈ 109 − 1010

as before. We emphasize that the above sensitivity analysis is intended to give order

of magnitude estimates rather than “exact” numbers.

6.4.5 Excitation-wavelength dependence of the TR-EPR spectrum

Our calculations show that optical excitation within and outside (below) the

CT band give measurable TR-EPR signals of similar magnitudes, as observed in the

experiment of ref. 7. We now discuss the experimental observation that excitation
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in the CT band leads to TR-EPR spectra whose shapes do not change for different

excitation wavelengths, while excitation below the CT band, leads to TR-EPR spectra

whose shapes differ for each excitation wavelength.

Our computations for optical excitation (section 6.4.1) reveal that photoexcita-

tion below the CT band populates the T1 manifold because the other triplet manifolds

have vertical energies higher than the experimental excitation range (wavelengths 630

nm to 680 nm or energies 1.82 eV to 1.97 eV in figure 6.2). Even inside the CT band, op-

tical excitation for excitation wavelengths below the CT band maximum (wavelengths

530 nm to 580 nm or energies 2.14 eV - 2.34 eV in figure 6.2), populates again the

T1 manifold since the SSOC
0 → T SOC

2,ξ vertical excitation energy lies at higher energy

values (minimum vertical excitation energy of T2 manifold at 2.65 eV). For excitation

wavelengths above the CT band maximum (wavelengths 430 nm - 480 nm or energies

2.58 eV - 2.89 eV in figure 6.2) the T2 manifold is energetically accessible and can be

populated. These observations suggest that for the optical excitation energy range of

1.82 eV - 2.34 eV the T1 is excited with successively higher kinetic energies. We propose

that the successively higher kinetic energies imparted on the molecule within the T1

PES increase the conformational disorder on the time scale of the EPR experiment be-

cause the imparted kinetic energy is large enough to overcome potential energy barriers

of the T1 PES (as shown schematically in figure 6.11). The increase in disorder causes

a wavelength dependence of the TR-EPR spectra that is reflected in the widening of

the experimentally fitted Lorentzian widths with decreasing wavelength148 (as shown

in table 6.1).

To check the kinetic energy hypothesis we computed cross sections of the PES of

the T1 manifold along the torsional angles θ1 and θ2 (see figure 6.6) in order to examine

the energy barrier for the conformational transitions between minimum energy PES

geometries (see figure 6.12). Our computations show that the energy barrier in the T1

manifold for the conformational transition from the anti 2 geometry to the anti-syn 2

geometry is 1.71 eV above the ground-state energy of the anti 2 conformation. Simi-

larly, the energy barrier in the T1 manifold for the conformational transition from the

anti 2 to the syn-anti 2 conformation is about 1.83 eV above the ground-state energy

of the anti 2 conformation. Both values are smaller than the experimental optical ex-

citation energy (1.82 eV - 2.34 eV). These results suggest that optical excitation below

the CT band, which populates the T1 manifold PES with very high vibrational kinetic

energy, may enable transitions between different minimum-energy conformations of the

PES. Similar computations were performed for the other geometric conformations and

the conclusions are similar (for further information see section 6.9.2).

We computed the ZFS parameters for the T1 manifold for each of the above-

mentioned minimum energy conformations (table 6.15 in section 6.12). The purpose

was to test the quality of the computed T1 wavefunction for the different minimum en-

ergy conformations and to gauge whether the proposed kinetic-energy-induced disorder
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gives the same scatter in ZFS parameters as a function of wavelength as observed in

experiment. We used the UNO-B3LYP93, as well as the distributed point dipole (DPD)

model as proposed by Guigliarelli et. al.149. In the DPD model, the matrix elements

(K,L = x, y, z) of the D̃ matrix are given by131

DKL =
g2

8

α2
f

S(2S − 1)

∑
AB

P a−b
A P a−b

B

(
δKLR

2
AB − 3RAB,KRAB,L

R5
AB

)
(6.28)

where αf is the fine structure constant (∼1/137 in atomic units) and S is the spin.

RAB is the distance between the Ath and Bth atoms and RAB,K(L) is the K(L)-th

coordinate distance between A and B atoms. Ra−b
A(B) =

∑
µ∈A(B) P

a
µµ − P b

µµ is the

“gross” spin population on atom A(B). The D values computed with UNO-B3LYP

are underestimated compared to the experimental ones (∼40% deviation). However,

this is expected since DFT-computed EPR parameters (and especially the ratio E/D)

are known to deviate from the experiment in extended - conjugated systems.93,150,151

On the other hand, the D values computed using the semiempirical DPD model, are

surprisingly much closer to the respective experimental values (∼ 2%− 8% deviation).

This is may be due to the fact that we used spin densities with Slater-type basis sets

for the atomic orbitals (rather than Gaussian-type of UNO-B3LYP). For example, the

ratio between the experimentalD values derived for the different excitation wavelengths

below the CT band (630 nm - 680 nm) is about 0.96-0.98. The ratio between the

calculated D values for the different geometric conformations are of the same order

as the experimental ones. Both computational methods give approximately the same

scatter in D values as a function of conformation as that observed in experiment (∆D

= 25-50 MHz) but overestimate the E scatter.

In ref. 7 the TR-EPR spectra were fitted without D and E strains. The fitted

Lorentzian lineshape (of absorption and emission) was shown to grow with increasing

wavelength (see table 6.1). We claim that this increase of width could be re-interpreted

as an increase in conformational disorder. We can refit the experimental spectra given

all of the parameters derived in table 6.1, but with a fixed Lorentzian width, (value

1.54 mT at the lowest excitation energy of table 6.1, λwav = 680 nm), and wavelength

dependent D and E strains (dD and dE) which reflect static disorder. Our results

show that the D and E strains increase with decreasing wavelength (e.g., setting at

λwav = 680 nm, dD = 0, dE =0; λwav = 650 nm, dD = 40 MHz , dE =15 MHz; λwav =

630 nm, dD = 50 MHz , dE = 20 MHz; see section 6.12). This result is consistent with

a rise in static disorder with increasing kinetic energy imparted on the T1 manifold.

We cannot interpret, however, the independence of the TR-EPR spectra on wavelength

for excitation at the highest energies within the CT band. The T2 excited state PES is

very difficult to predict because as a function of conformation, the excited state cannot

be always described by a single determinant wavefunction.
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Figure 6.12: PES of the T1 manifold along the torsional angles θ1 (above) and θ2 (below)
computed at TDA/BHandHLYP/TZ2P level of theory for anti 2 geometric conformation.
The two gray-dashed lines refer to the lowest and maximum experimental wavelengths used
for excitation below the CT band (1.82 eV - 1.97 eV). Above: The barrier refers to a thiophene
unit rotation that brings the Cbz-TBT molecule from anti 2 to anti-syn 2 (see figure 6.7).
At θ1 = 0◦ the energy refers to the minimum energy conformation of the T1 manifold of
anti 2. Below: The barrier refers to the energy required for a BT-thiophene unit rotation
that brings the Cbz-TBT molecule from anti 2 to syn-anti 2 (see figure 6.7). At θ1 = 0◦

the energy refers to the minimum energy conformation of the T1 manifold of anti 2. In the
picture of the molecule, the Cbz unit is excluded for simplicity.
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6.5 Conclusions

The TR-EPR experiment in ref. 7 showed that the TR-EPR spectra of Cbz-

TBT obtained from optical excitation within the CT band of the molecule are of

similar intensity as the TR-EPR spectra obtained from optical excitation below the

CT band. This result is quite surprising and counter-intuitive given that: 1) the opti-

cal absorbance of the molecule below the CT band is practically zero as compared to

the absorbance within the CT band, 2) the molecule is organic with very weak SOC

interactions. Using detailed computations and modelling we have explained that the

observation is due to an initial-state preparation effect and to very low ISC rates. Be-

cause of the weak spin-orbit mixing of singlet and triplet states, upon photoexcitation

within and below the CT band a small number of molecules in the ensemble is excited

directly from the ground state to states that are predominantly of triplet character. It

turns out that these initial triplet populations created for the two optical-excitation

regions are similar and detectable by EPR. Further, as a function of time after optical

excitation, these initial triplet populations are not substantially perturbed on the time

scale of the TR-EPR experiment because the singlet to triplet ISC rates are very slow.

Thus, the TR-EPR spectra from the different optical excitation regions are of similar

magnitudes as observed in the experiment. This mechanism can be tested by measur-

ing cw-EPR spectra of the ground state ensemble.

Another observation in ref. 7 is that the shapes of the TR-EPR spectra obtained

for excitation within the CT band are independent of the optical excitation wavelength,

whereas the shapes of the TR-EPR spectra obtained for excitation below the CT band

are wavelength-dependent. Excitation below the CT band accesses only the lowest

triplet state but at a very high vibrational energy. Thus, increasing the excitation en-

ergy below the CT region, increases the vibrational kinetic energy of the lowest triplet

and may lead to conformational disorder and additional inhomogeneous broadening of

the spectra. This is a plausibility argument and we cannot offer an explanation for the

wavelength-independence of the shapes for excitation within the CT band. At these

energies the second triplet state becomes accessible.

Initial-state preparation effects analogous to the ones described in this work

may also occur in molecular electron transfer, where the observed long-time transfer

dynamics is determined by a fast channel with a small initial population that out-

competes a slower transfer channel with large initial population.152,153 For the case of

TR-EPR spectroscopy, such effects are likely to occur in systems where the spin-orbit

interactions are sufficiently large to initiate a TR-EPR-measurable triplet population

upon photoexcitation, but not large enough to induce fast ISC rates that would perturb

the initial triplet populations on the time scale of the experiment.
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Supplementary material

6.6 Computation of the lowest singlet and triplet excited states

of Cbz-TBT molecule

The aim is to compute the lowest singlet-singlet (S1) and singlet-triplet excita-

tions (T1, T2 manifolds) of Cbz-TBTmolecule using TD-DFT theory. Our main purpose

is to select a reliable TD-DFT method to accurately describe the excited state ener-

gies and wavefunction properties. Therefore, we performed numerical computations to

examine the nature of the computed transitions e.g., valence or change transfer (CT),

in order to select the appropriate method to properly describe the excitations.154,155

6.6.1 Calculation of the metric of CT molecular excitations and overcom-

ing triplet instability problems in TD-DFT

To examine the CT character of the lowest-lying exited states of Cbz-TBT

molecule, we computed the metric of the electronic excited states. This includes the

calculation of: (i) the Λ-index developed by D. Tozer, which is based on the degree of

spatial overlap between the occupied and virtual orbitals involved in an excitation,120

(ii) the ∆r-index developed by C. Adamo which is based on the measure of the aver-

age hole-electron distance upon excitation.121 The combination of these two diagnostic

PBE PBE0 CAMY-B3LYP

Λ ∆r (Å) Λ ∆r (Å) Λ ∆r (Å)

S1 0.66 2.76 0.66 2.85 0.65 2.99

T1 0.67 2.88 0.67 2.98 0.64 3.08

T2 0.18 10.27 0.61 1.70 0.62 0.75

Table 6.2: TD-DFT/TDA diagnostic indexes Λ and ∆r computed using three different
methods, for the Cbz-TBT molecule in its anti 2 conformation.
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PBE PBE0 CAMY-B3LYP

energy (eV) contribution energy (eV) contribution energy (eV) contribution

S1 1.82 H→ L 83% 2.45 H→L 96% 2.76 H→L 92%

T1 1.33 H→ L 99% 1.67 H→L 89% 1.84 H→L 80%
H-2→L 11%

T2 1.89 H-1→L+1 100% 2.64 H-2→L 46% 2.84 H→L+1 40%
H→L+1 33% H-2→L 25%

Table 6.3: TD-DFT/TDA vertical excitation energies in eV and the relative molecular
orbital contributions computed using three different methods, for the Cbz-TBT molecule in
its anti 2 conformation (H refers to HOMO and L refers to LUMO).

quantities determines the type of the transition (e.g., local or CT) and their values are

associated with the choice of an appropriate functional.

The diagnostic test suggests that for 0.1 ≤ Λ ≤ 0.8 given by Generalized Gradi-

ent approximation (GGA) or Global Hybrids (GH) or Range-separated (RS) methods,

and ∆r > 2.0Å given by GH or RS calculation (or ∆r > 1.5Å given by GGA) the use

of RS or GH with high (>33%) Hartree Fock (HF) exchange percentage is mandatory.

Local excitations with 0.3 ≤ Λ ≤ 0.8 given by GH or RS (or 0.4 ≤ Λ ≤ 0.8 given by

GGA) and ∆r < 2.0Å given by GH/RS calculation (or ∆r< 1.5Å given by GGA) can

be successfully described by GGA and GH (with low HF percentage ) methods.121,156

The diagnostic tool Λ and ∆r, is also readily generalized to triplet states.157

However, in the case of triplet excitations, sometimes the TD-DFT inaccuracies are

also related to triplet instability problems.158,159 It has been shown that application of

the Tamm-Dancoff approximation (TDA)105 dramatically reduces these errors, espe-

cially in the case of high-overlap excitations, and further improves the average accuracy

of low-overlap excitations160. Therefore, depending on the type of the excitation, only

a combination between appropriate exact-exchange (low for local and high for CT ex-

citations) and Tamm-Dancoff approach guarantees the success of TD-DFT method for

calculating triplet excitations.

We used the Amsterdam Density Functional (ADF) program package (version

2018) where the diagnostic indices Λ and ∆r are implemented in94. All DFT and TD-

DFT calculations have been carried out with the anti 2 molecular conformation, as the

most probable geometry (see figure 6.7). Three particular functionals have been se-

lected for the calculation of the excited-state properties and the indices,156 which span

over different exchange-correlation (xc) potentials and include a GGA (PBE),161,162

a GH (PBE0)163 and a RS (CAMY-B3LYP).112,119 PBE contains no exact exchange,

PBE0 contains 25% exact exchange and CAMY-B3LP contains 19% at small inter-

electronic distances increasing up to 65% at large distance. The functionals were used

with the TZ2P basic set103 in combination with the TDA approximation. The ground-

state geometry was optimized using the same functionals as the calculation of the
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electronic transitions. SOC interactions are not included in the computations of the

excited states because in organic molecules such contributions are relatively small, and

the results are not significantly affected. The long alkyl chains attached to the nitro-

gen atom of carbazole (Cbz) moiety have been replaced by a hydrogen atom to reduce

computational cost.

Table 6.2 shows the diagnostic indices Λ and ∆r for the excitations. Results

indicate that for the first singlet excitation and the first triplet excited state manifold,

the Λ-index is greater than 0.6 and the ∆r-index is greater than 2Å. According to the

diagnostic tool, these types of excitations are CT and a RS functional or a GH with

high HF percentage should be used for their description. The relative excited-state

energies and the main molecular orbital contributions for each excitation are shown in

table 6.3. The first singlet excited state is mainly attributed to the transition H→L (H

for HOMO and L for LUMO). For the first triplet excitation manifold, the contribution

to molecular orbital transitions calculated with PBE and PBE0 is very similar. For

both functionals the excitation is characterized by the same main occupied-to-virtual

(H→L) transition with comparable percentages. On the other hand, in the case of

CAMY-B3LYP method, the first triplet excitation is attributed to two different main

contributions of molecular orbital transitions, H→L and H-2→L.

In the case of the second triplet excited state manifold, the values of the diag-

nostic indices and the orbital contributions given by PBE, are different to those given

by PBE0 and CAMY-B3LYP. This is because PBE predicts different absolute positions

and ordering of the triplet excited states compared to the other two functionals which

correct and improve them. The large Λ value in combination with the small ∆r value

predicted by PBE0 and CAMY-B3LYP methods, show that the second triplet excita-

tion is local. Therefore, it is not necessary to use RS functionals for its description.

Figure 6.13 shows the dominant orbital transitions for each excitation calculated

with CAMY-B3LYP method. The orbitals computed with the other two methods give

exactly the same results as CAMY-B3LYP. The first singlet excitation S0 → S1 is 92%

attributed to the transition H→L, where both H and L orbitals are of π-character.

The electron density of the H orbital is delocalized over the backbone (excluding the

“external” thiadiazole ring - mainly no charge density on the sulfur atom), while the

electron density of L orbital is localized on the “inner part” of the molecule, namely

the thiadiazole ring. Much less charge density is located on the thiophenes. Therefore,

the S0 → S1 transition implies some redistribution of electron density from the con-

jugated backbone of the molecule toward the central benzothiadiazole (BT) unit (CT

character).

The above observations are the same for the first triplet excited state manifold.

On the other hand, for the second triplet excited state manifold the major contribution

stems from the transition H→L+1 where the electron density is delocalized approx-

imately over the whole backbone with a very small redistribution of charge density
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Figure 6.13: Singlet-singlet and singlet-triplet vertical excitation energies of Cbz-TBT in
its anti 2 conformation calculated with CAMY-B3LYP method. The percentage value on the
right-hand side of each excitation is the contribution to the excitation.

towards the thiophene ring on BT moiety. This is the reason why the Λ-parameter

takes values greater than the CT threshold of 0.3/0.4 and the ∆r-index does not exceed

the value of 1.5/2.0Å that describes local excitations. Hence, the second triplet excited

state manifold will be properly described by conventional DFT functionals with low

HF percentage.

6.6.2 The choice of the appropriate functional

The results in subsection 6.6.1 indicate that for the description of the lowest-

lying singlet and triplet excitations (S1 and T1 manifold) the usage of RS functionals or

GH with high HF exchange is required. In this section, we tried to examine the perfor-

mance of different GH and RS methods for the computation of the excitation energies of

Cbz-TBT molecule. We chose two GH with high HF exchange: M062X110,111 (54%) and

BHandHLYP104(50%), and five long-range corrected (LRC) hybrid functionals: LCY-

BLYP,113,114 wB97,115 wB97X,115 wB97X-D116–118 and CAMY-B3LYP in combination

with the TZ2P basis set and TDA approximation. SOC was included perturbatively in

TD-DFT/TDA calculations of the excitation energies (pSOC-TDA).109 The relativistic

exited-state computations were performed on the optimized B3LYP102/TZ2P ground

state geometry of anti 2 molecular conformation.

The singlet and triplet electronic states calculated with the different methods

are shown in figure 6.14. The results suggest that the first triplet excited state manifold

{|T SOC
1,ξ ⟩} has very low energy compared to the first singlet |SSOC

1 ⟩ excited state and the

second triplet excited state manifold {|T SOC
2,ξ ⟩}, regardless of the method. In addition,

most of the functionals show that the {|T SOC
2,ξ ⟩} manifold lies below the |SSOC

1 ⟩. The

opposite is shown by the CAMY-B3LYP method.
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In general, the agreement between the different methods is obvious if one consid-

ers the energy differences between the singlet and triplet energies. All methods result in

approximately the same energy gap values between |SSOC
1 ⟩ and |T SOC

1,ξ ⟩ (∆ESSOC
1 ,TSOC

1,ξ
)

and between |SSOC
1 ⟩ and |T SOC

2,ξ ⟩ (∆ESSOC
1 ,TSOC

2,ξ
). The molecular orbital contributions

to the excited states, given by each method are similar, as shown in table 6.4. What

changes is the absolute vertical excitation energies for singlet-singlet and singlet-triplet

transitions. For example, LRC methods are known to overestimate the excitation en-

ergies of CT states especially when the default value of the range-separation parameter

is used.164 Namely, compared to the experimental absorption spectrum, LCY-BLYP,

wB97, wB97X and wB97X-D methods overestimate the energy of the lowest absorption

band (experimentally centered at 2.52 eV7) in contrast to M062X, BHandHLYP and

CAMY-B3LYP.

CAMY-B3LYP reproduces well the experimental results for the first absorption

band, however, it is the only method which predicts that the second triplet excited state

manifold lies above the first singlet one (∆ESSOC
1 ,TSOC

2,ξ
= - 0.07 eV). This indicates that

CAMY-B3LYP may not be a suitable functional to accurately describe our system.

In addition, LCY-BLYP, wB97, wB97X and wB97X-D functionals give blue-shifted

absorption energies but this is overcomed if the range-separation parameter is opti-

mized. However, the experimental absorption spectrum is well reproduced by M06-2X

and BHandHLYP methods, hence, it is not necessary to use LRC functionals and fur-

ther optimize their parameters. Since BHandHLYP method is faster than M06-2X, we

chose BHandHLYP to perform our computations, to further reduce computational cost.

Summary: Our results in subsection 6.6.1 prove that RS functionals or GH with

high HF exchange are required for the description of the excited state energies and

wavefunction properties of the lowest-lying singlet-singlet and singlet-triplet transi-

tions of the Cbz-TBT molecule. In subsection 6.6.2 we proved the consistency between

the transition energies computed using different RS and GH (large HF%) functionals.

The BHandHLYP method accurately reproduces the experimental spectrum compared

to the other methods.
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M06-2X BHandHLYP LCY-BLYP wB97 wB97X wB97X-D CAMY-B3LYP

SINGLETS

S1 2.76 2.76 3.14 3.19 3.10 2.91 2.67
(H→ L 91%) (H→ L 93%) (H→ L 82%) (H→ L 82%) (H→ L 84%) (H→ L 87%) (H→ L 82%)

S2 3.82 3.83 4.26 4.30 4.20 4.00 3.69

S3 3.98 3.97 4.56 4.53 4.44 4.24 3.83

S4 3.99 4.01 4.68 4.68 4.59 4.30 3.84

TRIPLETS

T1 1.56 1.65 1.85 1.94 1.89 1.83 1.74
(H→ L 73% (H→ L 75% (H→ L 66% (H→ L 67% (H→ L 69% (H→ L 74% (H→ L 81%
H-2→ L 11%) H-2→ L 11%) H-2→ L 15%) H-2→ L 15%) H-2→ L 14%) H-2→ L 13%) H-2→ L 10%)

T2 2.50 2.65 2.82 2.91 2.87 2.82 2.73
(H→ L+1 38% (H→ L+1 40% (H→ L+1 37% (H→ L+1 37% (H→ L+1 39% (H→ L+1 41% (H→ L+1 42%
H-2→ L 20%) H-2→ L 22%) H-2→ L 15%) H-2→ L 16%) H-2→ L 17%) H-2→ L 19%) H-2→ L 26%)

T3 2.96 3.12 3.25 3.30 3.29 3.29 3.20

T4 3.10 3.23 3.33 3.42 3.37 3.32 3.27

Table 6.4: pSOC-TDA vertical excitation energies in eV computed using different methods
for the Cbz-TBT molecule in its anti 2 conformation. The molecular orbital contributions
to the excitations, are shown for the singlet and triplet excited states of interest (H refers to
HOMO and L refers to LUMO).

Figure 6.14: Singlet-singlet and singlet-triplet vertical excitation energies of Cbz-TBT in
its anti 2 conformation calculated using different GH and RS methods. The electronic state
at zero-energy is the ground state |SSOC

0 ⟩. The |SSOC
1 ⟩ state is colored in red, the {|T SOC

1,ξ ⟩}
manifold is colored in blue and the {|T SOC

2,ξ ⟩} manifold is colored in green. Left column of
each method refers to the singlet states (S) and right column to the triplet states (T).
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6.6.3 Excited-state computations performed with CIS

The configuration interaction with single-excitations (CIS) method124 was used

to compute the lowest singlet-singlet
(
|SSOC

n ⟩
)
and singlet-triplet

(
{|T SOC

k,ξ ⟩}
)
excita-

tions of the Cbz-TBT molecule in its anti 2 conformation. We used the ORCA program

package122 and the def2-TZVP basis set,123 and the SOC effects were included in the

computations. The figure below (figure 6.15), show the excited-state energies computed

with SOC-CIS/def2-TZVP and pSOC-TDA/BHandHLYP/TZ2P methods. The abso-

lute triplet energies given by these different methods are close, but the singlet states

computed with CIS are blue shifted compared to those computed with TDA. The en-

ergy difference between the two lowest triplet excited states (T1 and T2) computed with

the TDA and CIS is approximately the same (∼ 1 eV).

Figure 6.15: Singlet-singlet and singlet-triplet vertical excitation energies of Cbz-
TBT in its anti 2 conformation calculated using SOC-CIS/def2-TZVP and pSOC-
TDA/BHandHLYP/TZ2P methods. Left column for each method refers to the singlet states
(S) and right column to the triplet states (T).
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6.7 Spin-Orbit Coupling effects

6.7.1 The SOC Hamiltonian in the framework of the zeroth-order approx-

imation

Within the zeroth-order regular approximation (ZORA), the relativistic Hamil-

tonian is written as106

ĤZORA = V + σ⃗ · ˆ⃗p c2

2c2 − V
σ⃗ · ˆ⃗p, (6.29)

where V is the static Coulomb potential provided by the nuclei (Kohn-Sham potential),

σ⃗ is the Pauli spin matrix vector, c is the speed of light and ˆ⃗p is the linear momentum

operator. This equation may be further developed to yield52

ĤZORA = V + ˆ⃗p
c2

2c2 − V
ˆ⃗p+

c2

(2c2 − V )2
σ⃗ · (∇⃗V × ˆ⃗p). (6.30)

The first two terms in the right-hand side of eq. 6.30 define the zeroth-order regular

approximate scalar relativistic (SR) equation (ZORA SR)107

ĤZORA SR = V + ˆ⃗p
c2

2c2 − V
ˆ⃗p, (6.31)

while the last term in eq. 6.30 is the spin-orbit term (ZORA SOC)100

ĤZORA SOC =
c2

(2c2 − V )2
σ⃗ · (∇⃗V × ˆ̂p). (6.32)

In the present calculations, the “spin-pure” singlet and triplet states (|Sn⟩ and {|Tk,ms⟩})
are calculated by means of the ZORA Hamiltonian in its scalar approach (eq. 6.31)

and SOC is treated as a perturbation based on the SR states (pSOC) (eq. 6.32) to

compute the “spin-mixed” excited states (|SSOC
n ⟩ and |T SOC

k,ξ ⟩) as linear combinations

of the pure states.109

6.7.2 SOC integrals between singlet-triplet and triplet-triplet states for

the different geometric conformations of the Cbz-TBT molecule

To calculate the SOC matrix elements between pure singlet |Sn⟩ and triplet

|Tk,ms⟩ states (⟨Sn|ĤSOC|Tk,ms⟩), we performed relativistic TD-DFT calculations (pSOC)

with the ADF program, employing the BHandHLYP functional with the TZ2P basis

set, and using the TDA approximation with no frozen cores and without symmetry

constraints. Table 6.5 shows the SOC constants between |S1⟩, |T1,ms⟩, |T2,ms⟩ with

ms = 0,±1.
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anti 2 anti 1
(58%) (15%)

I/J ⟨I|ĤSOC|J⟩ I/J ⟨I|ĤSOC|J⟩

S1/T2,0 (6.47i)× 10−7 S1/T2,0 (5.56i)× 10−7

S1/T2,+1 (−1.93∓ 2.21i)× 10−6 S1/T2,±1 (−1.77∓ 2.08i)× 10−6

S1/T1,0 (3.62i)× 10−7 S1/T1,0 (−2.92i)× 10−7

S1/T1,±1 (−0.25∓ 1.09i)× 10−6 S1/T1,±1 (0.34± 1.02i)× 10−6

T2,0/T1,0 0.00 T2,0/T1,0 0.00

T2,0/T1,±1 (∓1.22+ 1.39i)× 10−5 T2,0/T1,±1 (±0.07− 2.91i)× 10−6

T2,±1/T1,0 (±1.22+ 1.39i)× 10−5 T2,±1/T1,0 (∓0.07− 2.91i)× 10−6

T2,±1/T1,±1 (±7.21i)× 10−6 T2,±1/T1,±1 (∓1.03i)× 10−6

T2,±1/T1,∓1 0.00 T2,±1/T1,∓1 0.00

syn-anti 2 anti-syn 1
(13%) (12%)

I/J ⟨I|ĤSOC|J⟩ I/J ⟨I|ĤSOC|J⟩

S1/T2,0 (4.66i)× 10−6 S1/T2,0 (−1.95i)× 10−6

S1/T2,±1 (−3.65∓ 3.26i)× 10−6 S1/T2,±1 (5.43± 2.71i)× 10−6

S1/T1,0 (5.83i)× 10−7 S1/T1,0 (7.16i)× 10−7

S1/T1,±1 (−1.51∓ 0.85i)× 10−6 S1/T1,±1 (−1.73± 0.19i)× 10−6

T2,0/T1,0 0.00 T2,0/T1,0 0.00

T2,0/T1,±1 (±2.41− 1.70i)× 10−4 T2,0/T1,±1 (±6.76− 3.31i)× 10−5

T2,±1/T1,0 (∓2.41− 1.70i)× 10−4 T2,±1/T1,0 (∓6.76− 3.31i)× 10−5

T2,±1/T1,±1 (∓1.20i)× 10−4 T2,±1/T1,±1 (∓2.74i)× 10−5

T2,±1/T1,∓1 0.00 T2,±1/T1,∓1 0.00

anti-syn 2 syn 2
(13%) (12%)

I/J ⟨I|ĤSOC|J⟩ I/J ⟨I|ĤSOC|J⟩

S1/T2,0 (−7.81i)× 10−7 S1/T2,0 (1.14i)× 10−6

S1/T2,+1 (3.63∓ 3.41i)× 10−7 S1/T2,±1 (3.49± 3.27i)× 10−6

S1/T1,0 (−3.53i)× 10−7 S1/T1,0 (2.17i)× 10−7

S1/T1,±1 (−0.24∓ 3.15i)× 10−7 S1/T1,±1 (−4.89∓ 8.11i)× 10−7

T2,0/T1,0 0.00 T2,0/T1,0 0.00

T2,0/T1,±1 (∓9.35− 2.31i)× 10−7 T2,0/T1,±1 (∓2.37+ 1.63i)× 10−4

T2,±1/T1,0 (±9.35− 2.31i)× 10−7 T2,±1/T1,0 (±2.37+ 1.63i)× 10−4

T2,±1/T1,±1 (±9.77i)× 10−7 T2,±1/T1,±1 (±1.10i)× 10−4

T2,±1/T1,∓1 0.00 T2,±1/T1,∓1 0.00

Table 6.5: SOC constants between singlet and triplet excited states in eV, computed at
pSOC-TDA/BHandHLYP/TZ2P level of theory for the most probable geometric conforma-
tions. The coupling between |S1⟩ and |T1,ms⟩ and between |S1⟩ and |T2,ms⟩ was computed
at the minimum-energy conformation of S1 and the coupling between |T1,ms⟩ and |T2,m′

s
⟩

computed at the minimum-energy conformation of T2.
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6.8 Optical properties of the Cbz-TBT molecule for the dif-

ferent geometric conformations

6.8.1 Energy level diagram with the lowest singlet and triplet excitations

of the Cbz-TBT molecule computed for the different geometric con-

formations

Figure 6.16 shows the energy level diagram with the singlet excited states |SSOC
n ⟩

and the triplet excited state manifolds {|T SOC
k,ξ ⟩} (k = 1, 2) of the molecule for the

different geometric conformations, computed at the pSOC-TDA/BHandHLYP/TZ2P

level of theory. The similarities between the energy level diagrams computed for each

geometric conformation are obvious.

Figure 6.16: Energy level diagram of the Cbz-TBT molecule computed for different geo-
metric conformations at pSOC-TDA/BHandHLYP/TZ2P level of theory. The |SSOC

1 ⟩ state is
colored in red, the {|T SOC

1,ξ ⟩} manifold is colored in blue and the {|T SOC
2,ξ } manifold is colored

in green. Left column of each geometric conformation refers to the singlet states (S) and
right column to the triplet states (T).
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6.8.2 Derivation of the molar extinction coefficient equation

The molar extinction coefficient is related to the oscillator strength of a transi-

tion via eq. 6.33, where NA is the Avogadro constant, e is the electron charge, me is

the electron mass, c is the speed of light, ε0 is the vacuum permittivity and ℏ is the

Planck constant. σ is the standard deviation of the Gaussian distribution. ∆EJ is the

excitation energy (of the transition SSOC
0 → J) with fJ the corresponding oscillator

strength. To simulate the entire spectra, the contributions from all the transitions are

added according to32,137

ε (E) =
π

2ln(10)

NAe
2ℏ

mecε0

1

σ
√
2π

∑
J

fJe
− 1

2

(
E−∆EJ

σ

)2

. (6.33)

In most computational program packages, the full width at half maximum (FWHM)

broadening is set, instead of the standard deviation σ (FWHM = 2
√
2ln(2) σ). There-

fore, 6.33 reduces to

ε (E) =
π

2ln(10)

NAe
2ℏ

mecε0
2

√
ln(2)

π

1

FWHM

∑
J

fJe
−2.77

(
E−∆EJ
FWHM

)2

. (6.34)

In SI units 6.34 yields

ε (E) =
4.32× 10−15Lmol−1cm−1j

FWHM

∑
J

fJe
−2.77

(
E−∆EJ
FWHM

)2

(6.35)

with FWHM and E (and ∆EJ) in Joule (j). Equivalently,

ε (E) =
2.18× 108Lmol−1cm−2

FWHM

∑
J

fJe
−2.77

(
E−∆EJ
FWHM

)2

(6.36)

with FWHM and E (and ∆EJ) in wavenumbers (cm−1). Equivalently,

ε (E) =
2.70× 104Lmol−1cm−1eV

FWHM

∑
J

fJe
−2.77

(
E−∆EJ
FWHM

)2

(6.37)

with FWHM and E (and ∆EJ) in eV.
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6.8.3 Absorption spectrum of the Cbz-TBT molecule computed for the

different geometries

Figure 6.17 shows the optical spectrum calculated with

pSOC-TDA/BHandHLYP/TZ2P method for each geometric conformation. For all the

geometric conformations, the first absorption band (centered at ∼ 2.8 eV) is attributed

to the transition SSOC
0 → SSOC

1 (or similarly S0 → S1) which is predominantly assigned

to H→L transition (H for HOMO and L for LUMO).
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Figure 6.17: Absorption spectrum of the different Cbz-TBT molecular conforma-
tions calculated at the optimized B3LYP/TZ2P ground-state geometries using pSOC-
TDA/BHandHLYP/TZ2P level of theory (based on a 0.30 eV FWHM Gaussian broaden-
ing of the vertical transition energies and associated oscillator strength). On the inset, the
frontier orbitals H (HOMO) and L (LUMO) are shown for each conformation. (a) anti 2 (b)
anti 1 (c) syn-anti 2 (d) anti-syn 1 (e) anti-syn 2 (f) syn 2.
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6.9 Geometric structures of the Cbz-TBT molecule

6.9.1 Geometric structures of ground and excited states of Cbz-TBT

Table 6.6 shows the torsional angles (θ1, θ2, θ3) of the optimized ground state,

first singlet excited state (S1) and first and second triplet excited state manifolds (T1

and T2) for all the geometric conformations (see figure 6.6). The ground state molecular

structures were optimized using the ADF program at the B3LYP102/TZ2P level of

theory. The results show that the structures are not strictly planar, the torsional angles

between the thiophenes and BT moiety in TBT unit (θ1, θ2) was found in the range of

0◦−20◦ while the torsional angles between the TBT moiety and the adjacent Cbz unit

(θ3) is about 24
◦ − 27◦ (positive or negative). This is consistent with previous results

that report dihedral angles between TBT and carbazole moiety up to 26°.8,135,165

The excited state molecular structures (S1, T1, T2) were optimized using the

TDA/BHandHLYP/TZ2P method. Results show that in the first singlet excited state

and the first triplet excited state manifolds, the dihedral angles in TBT unit (θ1, θ2)

as well as the dihedral angle between TBT and the adjacent Cbz moiety (θ3) are close

to zero, in agreement with the literature.132,133 The second triplet excited state is not

strictly planar and different angles between 0° and 25° are found.

anti 2 anti 1 syn-anti 2 syn-anti 1 anti-syn 2 syn 2
(58%) (15%) (13%) (12%) (1%) (1%)

S0 θ1(°) 356 353 353 188 195 170
θ2(°) 10 356 180 358 4 190
θ3(°) 336 205 26 204 27 27

S1 θ1(°) 0 359 1 180 179 180
θ2(°) 0 0 180 1 360 180
θ3(°) 1 180 1 185 0 1

T1 θ1(°) 0 360 360 181 180 180
θ2(°) 0 360 179 0 0 180
θ3(°) 17 186 12 196 17 15

T2 θ1(°) 0 359 359 182 179 181
θ2(°) 2 1 152 11 0 153
θ3(°) 0 180 0 181 0 0

Table 6.6: Torsional angles θ1, θ2 and θ3 for the optimized ground state, first singlet excited
state and first triplet and second triplet excited state manifolds of all Cbz-TBT molecular
conformations. The ground state was optimized at the B3LYP/TZ2P level of theory and the
excited states were optimized at the TDA/BHandHLYP/TZ2P level.
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6.9.2 Energy barrier for the conformational transitions between minimum

energy PES of the T1 manifold along the torsional angles θ1 and θ2.

We computed the energy barrier for the conformational transitions between

minimum energy T1 geometries, to check the hypothesis that upon photoexcitation

below the CT band, the kinetic energy is relatively large, so the excited state molecule

changes its conformation through motion on the T1 PES. The energy barrier was com-

puted along the torsional angles θ1 and θ2 (as defined in figure 6.6) with respect to

the ground state minimum energy of the initial geometric conformation as shown in

figure 6.18. We used the ADF program and the TDA/BHandHLYP/TZ2P level of

theory via geometry optimizations on the constrained values of θ1 and θ2 in the range

0
◦ ≤ θn ≤ 180

◦
(or equivalently 360

◦ ≥ θn ≥ 180
◦
for some conformations) with

n = 1, 2. All the different molecular conformations show that the one-dimensional T1

PES has a maximum at θn = 80◦ − 90◦ (and θn = 260◦ − 270◦) and two minima at

θn = 0◦ (360◦), 180◦ (n = 1, 2) .

Table 6.7 shows the energy barrier for the conformational transition between

minimum energy T1 geometries. We conclude that the energy barriers are smaller than

the experimental optical excitation energy (1.82 eV – 2.34 eV), suggesting that upon

photoexcitation the first triplet manifold is populated with high vibrational kinetic

energy which enables conformational transitions between different geometric confor-

mations (see section 6.4.5).

Conformation Energy Barrier

From (A) To (B) (eV)

anti 2 (θ1) anti-syn 2 1.71

anti 2 (θ2) syn-anti 2 1.83

anti 1 (θ1) anti-syn 1 1.70

syn-anti 2 (θ1) syn 2 1.68

Table 6.7: Energy barrier in eV, in the first triplet excited state T1 along the torsional
angles θ1 and θ2 (as shown in the brackets) computed at TDA-BHandHLYP-TZ2P level of
theory for the different geometric conformations.
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Figure 6.18: Schematic energy diagram for the conformational transitions between two
different geometries (A and B) in the T1 PES along the torsional angles θn (n = 1, 2).

θ
S0(A)
n refers to the angle θn of the ground state minimum energy conformation (S0) of the

initial geometry A. θ
T1(A)
n refers to the angle θn of the minimum energy conformation of T1

excited state of the initial geometry A. θ
T1(B)
n refers to the angle θn of the minimum energy

conformation of T1 excited state of the final geometry B. The energy barrier was computed
with respect to the ground state energy of the initial geometric conformation (A).
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6.10 Populations of the Cbz-TBT molecules in the sample

To estimate the number of molecules in the ground state and in the photoexcited

singlet and triplet excited state manifolds for each low-energy molecular conformation,

we used the relevant experimental parameters,7 and computed parameters derived from

ab-initio computations.

6.10.1 Number of Cbz-TBT molecules in the ground state

In the experiment, the concentration of Cbz-TBT molecules used, was 10 mg/ml

and from those, about 150 µl were placed in the sample tube to perform the measure-

ments.7 This indicates that for the Cbz-TBT molecule (465 g molecular mass), the

150 µl corresponds to 3.23×10−6 mol which means that in the ground state there are

approximately 1.94×1018 molecules in total.

For each conformation s, we estimated the fraction of molecules in the ground

state ensemble using Boltzmann equilibrium statistics given by, Ps
P

= e
εs

KBT

P
where

P =
∑N

j=1 e
−εj/KBT with N the total number of minimum energy conformations, KBT

the thermal energy at room temperature (T = 300 K), and εs the energy gap between

the lowest energy ground state conformation and conformation s. In table 6.8 the ab-

solute ground state total energies were computed by ab-initio using the ADF program,

where the ground state molecular structures were optimized at the B3LYP/TZ2P level

of theory, and the minimum geometries were subsequently used in single-point energy

calculations using BHandHLYP/TZ2P method.

Using the fraction of molecules in each conformation we estimated the number

of molecules in the ground state for each conformation (Ps) and the relative concen-

tration c in molL−1. Table 6.8 shows the most probable geometries that are found in

the ensemble.

Conformation (s) Total Energy (eV) Ps
P

(%) Ps Concentration (M)

anti 2 -64173.400 58 1.1×1018 1.3×10−2

anti 1 -64173.365 15 2.9×1017 3.2×10−3

syn-anti 2 -64173.362 13 2.5×1017 2.8×10−3

anti-syn 1 -64173.359 12 2.3×1017 2.6×10−3

anti-syn 2 -64173.305 1 1.9×1016 2.2×10−4

syn 2 -64173.282 1 1.9×1016 2.2×10−4

Table 6.8: Total energy of the ground state geometries computed at the BHandHLYP-TZ2P
level of theory on the optimized B3LYP/TZVP minimum energy conformations, the fraction
of molecules in each conformation given by Boltzmann statistical mechanics at T = 300 K
(PsP ), the number of molecules in each conformation in the ground state (Ps) and the relative
concentration in M = molL−1.
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6.10.2 Calculation of the population transfer to the T1 manifold upon di-

rect photoexcitation below the CT band

To compute the absorption coefficient for the transition to the first triplet man-

ifold (aSSOC
0 →TSOC

1,ξ
(ESSOC

0 → TSOC
1,ξ

)), we used the eq. 6.9 with the experimental value of

the optical path length l = 3 mm7 and the relative concentration of molecules c that we

have in each conformation (table 6.8). The molar extinction coefficient εSSOC
0 →TSOC

1,ξ
was

evaluated using the relative oscillator strengths for the transitions SSOC
0 → T SOC

1,ξ , com-

puted at pSOC-TDA/BHandHLYP/TZ2P level of the theory using the ADF program.

We used the equation

εSSOC
0 → TSOC

1,ξ

(
ESSOC

0 → TSOC
1,ξ

)
=

2.70× 104Lmol−1cm−1eV

FWHM
fSSOC

0 →TSOC
1,ξ

(6.38)

(e.g., see eq. 6.37) with broadening parameters FWHM = (0.1− 0.5) eV. To compute

the number of molecules that populate the first triplet excited state manifold (PTSOC
1

)

we used the formula

PTSOC
1

=
I0

hc/λwav
×
∑
ξ

{
1− 10

−a
SSOC
0 →TSOC

1,ξ

(
E
SSOC
0 → TSOC

1,ξ

)}
(6.39)

(e.g., eqs. 6.8 and 6.10) with I0 the experimental incident energy (I0 = 6.24×1015) eV7,

c the speed of light and λwav the excitation wavelength of the transition SSOC
0 → T SOC

1,ξ

(we assumed that the ξ energy levels of the first triplet excited state (T SOC
1,ξ ) have the

same energy).

6.10.3 Calculation of the population transfer to the T2 manifold upon di-

rect photoexcitation inside the CT band

For the computation of the absorbance to the second triplet excited state man-

ifold at the excitation energy of the maximum of the CT band (ESSOC
0 →SSOC

1
) as well as

at the excitation energy of the triplet manifold (ESSOC
0 →TSOC

2,ξ
), we used the equations

6.11 and 6.12 with l = 3 mm7 (the experimental value of the optical path length) and

c the relative concentration of molecules that we have in each conformation (see table

6.8). The molar extinction coefficient at the energy E, εSSOC
0 →TSOC

2,ξ
(E) (where E de-

notes ESSOC
0 →SSOC

1
and ESSOC

0 →TSOC
2,ξ

) was evaluated using the relative oscillator strengths

for the transitions SSOC
0 → T SOC

2,ξ computed at pSOC-TDA/BHandHLYP/TZ2P level

of the theory using the ADF program. We used the equation

εSSOC
0 →TSOC

2,ξ

(
ESSOC

0 →SSOC
1

)
=

2.70× 104Lmol−1cm−1eV

FWHM
fSSOC

0 →TSOC
2,ξ

×

exp

−2.77

(
ESSOC

0 →SSOC
1

−∆ESSOC
0 →TSOC

2,ξ

FWHM

)2
 (6.40)
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fSSOC
0 →TSOC

1,ξ
ESSOC

0 →TSOC
1,ξ

(eV) PTSOC
1

anti 2 3.65×10−10

(58%) 4.70×10−10 1.65 (1.0 – 4.8)×1010

4.59×10−9

anti 1 5.40×10−9

(15%) 2.33×10−10 1.66 (0.3 – 1.3)×1010

3.67×10−11

syn-anti 2 6.77×10−9

(13%) 2.41×10−12 1.62 (0.3 – 1.4)×1010

1.84×10−11

anti-syn 1 7.67×10−10

(12%) 1.58×10−10 1.63 (0.3 – 1.2)×1010

5.83×10−9

anti-syn 2 6.49×10−10

(1%) 3.11×10−9 1.67 (1.8 – 8.9)×108

2.14×10−9

syn 2 8.96×10−10

(1%) 4.62×10−9 1.63 (1.9 – 9.3)×108

5.65×10−10

Table 6.9: Oscillator strength for the transition SSOC
0 → T SOC

1,ξ (fSSOC
0 →TSOC

1,ξ
) and the

relative excitation energies of the direct photo-excitation from SSOC
0 to T SOC

1,ξ (ESSOC
0 →TSOC

1,ξ
)

for the different conformations, both computed at pSOC-TDA/BHandHLYP/TZ2P level of
theory. The last column refers to the population of the first triplet excited state manifold
(the range arising from FWHM = 0.1 eV - 0.5 eV).

for the extinction coefficient computed at the energy of the SSOC
0 → SSOC

1 excitation,

and equation

εSSOC
0 →TSOC

2,ξ

(
ESSOC

0 →TSOC
2,ξ

)
=

2.70× 104Lmol−1cm−1eV

FWHM
fSSOC

0 →TSOC
2,ξ

(6.41)

for the extinction coefficient computed at the energy of the SSOC
0 → T SOC

2,ξ excitation.

We used broadening parameters FWHM = (0.1− 0.5) eV. To compute the number of

molecules that populate the second triplet excited state manifold (PTSOC
2

) we used the

formula,

PTSOC
2

(E) =
I0

hc/λwav
×
∑
ξ

{
1− 10

−a
SSOC
0 →TSOC

2,ξ
(E)
}

(6.42)
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fSSOC
0 →TSOC

2,ξ
ESSOC

0 →TSOC
2,ξ

(eV) ESSOC
0 →SSOC

1
(eV) PTSOC

2
(ESSOC

0 →SSOC
1

)PTSOC
2

(ESSOC
0 →TSOC

2,ξ
)

anti 2 3.66 ×10−8

(58%) 7.45 ×10−11 2.65 2.76 (0.6 – 5.3) ×1010 (0.5 – 2.5) ×1011

8.73 ×10−9

anti 1 1.61 ×10−7

(15%) 1.96 ×10−8 2.64 2.76 (0.4 – 5.2) ×1010 (0.5 – 2.6) ×1011

5.49 ×10−10

syn-anti 2 9.87 ×10−8

(13%) 5.22 ×10−8 2.68 2.74 (3.5 – 8.4) ×1010 (0.4 – 1.9) ×1011

1.59 ×10−9

anti-syn 1 4.05 ×10−8

(12%) 3.44 ×10−9 2.63 2.75 (0.1 – 1.1) ×1010 (1.1 – 5.7) ×1010

5.74 ×10−9

anti-syn 2 2.73 ×10−7

(1%) 6.35 ×10−8 2.66 2.77 (1.8 – 7.5) ×109 (0.6 – 3.2) ×1010

2.32 ×10−11

syn 2 4.32 ×10−6

(1%) 1.09 ×10−8 2.69 2.76 (0.8 – 1.4) ×1011 (0.8 – 4.0) ×1011

9.18 ×10−11

Table 6.10: Oscillator strength for the transition SSOC
0 → T SOC

2,ξ (fSSOC
0 →TSOC

2,ξ
) and

the energies of the second triplet excited state manifold (ESSOC
0 →TSOC

2,ξ
) and the first sin-

glet excited state (ESSOC
0 →SSOC

1
) for the different conformations, both computed at pSOC-

TDA/BHandHLYP/TZ2P level of theory. The last two columns refer to the population of
the second triplet excited state manifold at the energies ESSOC

0 →SSOC
1

and ESSOC
0 →TSOC

2,ξ
re-

spectively (given the range FWHM = 0.1 eV - 0.5 eV).

with I0 the experimental incident energy (I0 = 6.24 × 1015 eV)7, c the speed of light

and λwav the excitation wavelength of the transition SSOC
0 → T SOC

2,ξ .
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6.10.4 Number of photoexcited Cbz-TBT molecules in the SSOC
1 state

To compute the number of molecules that populate the first singlet excited

state upon photoexcitation, we used the formula in eq. 6.13, with I0 the experimental

incident energy (I0 = 6.24 × 1015 eV),7 and λwav the excitation wavelength of the

transition SSOC
0 → SSOC

1 . The absorption coefficient for the excitation at the maximum

of the CT band is given by the formula

aSSOC
0 →SSOC

1

(
ESSOC

0 →SSOC
1

)
= εSSOC

0 →SSOC
1

(
ESSOC

0 →SSOC
1

)
cl (6.43)

with l = 3 mm7 (the experimental value of the optical path length) and c the relative

concentration of molecules that we have in each conformation (see table 6.8). The

term 1− 10
−a

SSOC
0 →SSOC

1
(E
SSOC
0 →SSOC

1
)
equals to unity, since the absorbance of the tran-

sition SSOC
0 → SSOC

1

(
aSsoc

0 →Ssoc
1

)
is sufficiently large. However, the molar extinction

coefficient as well as the excitation energy at the maximum of the CT band calculated

for the different geometric conformations, are very similar (see figure 6.17 and table

6.10), e.g., εSSOC
0 →SSOC

1
≈ 1 × 105M−1cm−1 (computed with FWHM= 0.3 eV) and

ESSOC
0 →SSOC

1
≈ 2.8 eV. Hence, to compute the photo-excited molecules to the first

singlet excited state in each conformation, we used hc
λwav

= 2.8 eV multiplied by I0

and the relative percentage of molecules in the ground state (table 6.8). Results are

shown in table 6.11.

Conformation (s) Ps
P

(%) PSsoc
1

anti 2 58 1.3×1015

anti 1 15 3.3×1014

syn-anti 2 13 2.9×1014

anti-syn 1 12 2.7×1014

anti-syn 2 1 2.2×1013

syn 2 1 2.2×1013

Table 6.11: Number of molecules that populate the first singlet excited state (PSSOC
1

) upon
photoexcitation in each geometric conformation.
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6.10.5 Calculation of the initial spin polarizations of the T1 manifold in the

presence of the external magnetic field B0

The eigenstates of the spin Hamiltonian ĤZFS + ĤZeeman = ŜT D̃Ŝ + βeB⃗
T
0 g̃Ŝ

are not the eigenfunctions of the ZFS Hamiltonian (ĤZFS). Instead, the Hamiltonian

matrix H̃ZFS + H̃Zeeman should be diagonalized in order to find the correct eigenstates.

In the principal axis system X, Y, Z (where the D-tensor matrix is diagonal), the spin

Hamiltonian is simplified as follows

ĤZFS + ĤZeeman = gβe

(
BX ŜX +BY ŜY +BZŜZ

)
+DX Ŝ

2
X +DY Ŝ

2
Y +DZŜ

2
Z (6.44)

where it is assumed that the g-value is fully isotropic. The ŜX , ŜY , ŜZ operators

are quantized along the principal axes X, Y, Z respectively. It is always convenient

to write the Hamiltonian matrix H̃ZFS + H̃Zeeman in the basis of the eigenstates of

ŜZ : {|Tk,Ms⟩},Ms = 0,±1. To find the eigenstates of ŜZ we should first diagonalize

the D-tensor matrix to determine the orientation of the principal axes X, Y, Z with

respect to the molecular axis system (x, y, z), [R =
∑

r |r⟩⟨r|R⟩ where r = x, y, z

and R = X, Y, Z], namely, the orientation of ŜR with respect to the operators Ŝr

which are quantized along the molecular axes x, y, z (see figure 6.19). Thus, the ŜZ-

operator matrix is written as a linear combination of the Ŝx, Ŝy, Ŝz operators. In the

matrix form, the spin matrix S̃Z is then written in the basis of the eigenstates of

Ŝz : {|Tk,ms⟩},ms = 0,±1. Diagonalization of the S̃Z matrix gives its eigenvalues

{|Tk,Ms⟩} written as linear combinations of the triplet sublevels {|Tk,ms⟩}.
It is much convenient to choose the external magnetic field to be aligned in a

Figure 6.19: The principal axes X,Y, Z are derived from the molecular axes x, y,z. For ex-
ample, the Z-axis behaves like a vector in the x, y, z plane. The magnitude of its components
is given by ⟨r|Z⟩ with r = x, y, z respectively.

direction parallel to one of the three D-tensor axes (X, Y and Z) e.g., only consider

the molecules with their X, Y, Z axes aligned parallel to the external magnetic field
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(B⃗0||X,B⃗0||Y ,B⃗0||Z). We used the EasySpin software package147 available for MAT-

LAB (MathWorks) to compute the TR-EPR resonance field positions for absorption

and emission with the field vector aligned with the tensor axes X, Y, Z respectively. We

used the routine ‘eigfields’. Parameters included were the isotropic g-value (g = 2) and

the D-tensor. We used the experimental ZFS parameters for the excitation wavelength

λwav = 630 nm (below the CT band) (D = 1345 MHz, E = 78 MHz). For each value of

the computed resonance fields (B⃗0||X,B⃗0||Y ,B⃗0||Z), we calculated the matrix elements

of the Hamiltonian ĤZFS + ĤZeeman using the routine ‘sham’. Parameters included

were the g-value, the experimental D-tensor values and the magnetic field value at res-

onance in the X, Y and Z direction respectively. Diagonalization of the Hamiltonian

ĤZFS + ĤZeeman matrix gives the eigenstates of the kth triplet manifold |Tk,l⟩, |Tk,c⟩,
and |Tk,u⟩, where l refers to the lowest-in-energy eigenstate, c to the center-in-energy

eigenstate and u to the upper-in-energy eigenstate.

To estimate the population transfer to the first triplet excited state sublevels

{|T1,i⟩}, i = l, c, u we should first calculate the oscillator strengths for the tran-

sitions SSOC
0 → T1,i, following the procedure described in section 6.4.1. To this

end, we write the eigenstates |T1,i⟩ in the basis of {|T SOC
1,ξ ⟩} manifold, as |T1,i⟩ =∑

ξ |T SOC
1,ξ ⟩⟨T SOC

1,ξ |T1,i⟩. Since the oscillator strength for the transition SSOC
0 → T1,i is

related to the squared transition dipole moment

|⟨SSOC
0 | ˆ⃗µ|T1,i⟩|2 =

∑
ξ |⟨T SOC

1,ξ |T1,i⟩|2|⟨SSOC
0 | ˆ⃗µ|T SOC

1,ξ ⟩|2, its value can be approximated

using the calculated oscillator strengths of the transitions SSOC
0 → T SOC

1,ξ

(
fSSOC

0 →TSOC
1,ξ

)
via fSSOC

0 →T1,i
=
∑

ξ |⟨T SOC
1,ξ |T1,i⟩|2fSSOC

0 →TSOC
1,ξ

.

The population transfer to the {|T1,i⟩} manifold was calculated according to

eq. 6.39, since the extinction coefficient was computed by substituting the oscilla-

tor strength fSSOC
0 →T1,i

in 6.38. Table 6.12 shows the absolute populations computed

for the most probable geometry (anti 2) in the cases where the external magnetic

field is aligned parallel to the axes X, Y and Z respectively. The relative populations

Π̃ex
i =

P
SSOC
0 →T1,i∑

i=l,c,u P
SSOC
0 →T1,i

, i = l, c, u are also shown in the table.

The polarization p is defined as the population difference between the two states

that the TR-EPR absorption and emission occur, pi→j = |Π̃ex
i − Π̃ex

j |, i = c, j = l/u.

We used the routine ‘levelsplot’ of the EasySpin software to compute the energy level

diagram with the relative transitions at resonances for our spin system (see the first

row of figure 6.20). Parameters included were the isotropic g-value and the experimen-

tal D-tensor (D = 1345 MHz, E = 78 MHz). Our results show that the transitions

occur between |T1,l⟩ and |T1,c⟩ states, and between |T1,u⟩ and |T1,c⟩ states. The po-

larizations for the relative transitions are shown in figure 6.20. The EPR spectra for

each case of magnetic field position (B⃗0||X,B⃗0||Y ,B⃗0||Z) were computed using the rou-

tine ‘pepper’(see the second row of figure 6.20). In addition to the parameters g and

D, we also include the computed triplet sublevel populations (p1, p2, p3) in zero-field

(|T1,X⟩, |T1,Y ⟩ and |T1,Z⟩) (see section 6.10.6 below) as well as Lorentzian lineshapes of
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B⃗0||X B⃗0||Y B⃗0||Z

fSSOC
0 →T1,l

2.26× 10−9 5.29× 10−10 2.49× 10−9

fSSOC
0 →T1,c

6.31× 10−10 4.36× 10−9 4.39× 10−10

fSSOC
0 →T1,u

2.53× 10−9 5.41× 10−10 2.50× 10−9

PSSOC
0 →T1,l

(0.4− 2.0)× 1010 (0.9− 4.6)× 109 (0.4− 2.2)× 1010

PSSOC
0 →T1,c

(1.1− 5.5)× 109 (0.8− 3.8)× 1010 (0.8− 3.8)× 109

PSSOC
0 →T1,u

(0.4− 2.2)× 1010 (0.9− 4.7)× 109 (0.4− 2.2)× 1010

Π̃ex
l 0.42 0.10 0.46

Π̃ex
c 0.12 0.80 0.08

Π̃ex
u 0.47 0.10 0.46

Table 6.12: Oscillator strengths for the transitions SSOC
0 → T1,i, i = l, c, u together with the

number of molecules that populate the first triplet excited state manifold {|T1,i⟩}, i = l, c, u
upon photoexcitation from the singlet ground state (given the range FWHM = 0.1 eV - 0.5
eV). The relative populations Π̃ex

i are also shown.

2.08 mT width (see ref. 7). Finally, the powder spectrum was also computed (third row

of figure 6.20). We conclude that our theoretical parameters (e.g., pi→j) well reproduce

the experimental spectra.
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𝑝𝑢→𝑐 = 0.4

𝑩𝟎||𝒁 𝑩𝟎||𝑿 𝑩𝟎||𝒀

𝑝𝑙→𝑐 = 0.4

𝑝𝑢→𝑐 = 0.4

𝑝𝑙→𝑐 = 0.3

𝑝𝑐→𝑢 = 0.7

𝑝𝑐→𝑙 = 0.7
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Figure 6.20: First row: Energy level diagram of the first triplet excited state sublevels as
a function of the static magnetic field B⃗0 aligned with the dipolar axes X,Y, Z respectively.
Transitions occur at the resonance fields (down arrows correspond to emissive lines and up
arrows to absorptive lines. The inset shows the ZFS triplet states (|T1,X⟩, |T1,Y ⟩, |T1,Z⟩).
Second row: TR-EPR spectra computed in the cases where the magnetic field B⃗0 is aligned
with the molecular X,Y or Z axis. Third row: The full powder TR-EPR spectra. Here, the
transitions corresponding to the canonical field orientations (X,Y, Z) are shown as picks in
the powder spectrum as indicated by the dark arrows. Lorentzian lineshape was set to 2.08
mT. The transitions can be either absorptive (A) or emissive (E).
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6.10.6 Calculation of the ZFS polarizations of the T1 manifold

The matrix elements of the ZFS Hamiltonian ĤZFS = ŜT D̃Ŝ were computed us-

ing the routine ‘zfield’ of the EasySpin software. Parameters included were the isotropic

g-value and the D-tensor. We used the experimental ZFS parameters for the excita-

tion wavelength λwav = 630 nm (below the CT band) (D = 1345 MHz, E = 78 MHz).

Diagonalization of the ZFS Hamiltonian matrix gives the eigenstates of the kth triplet

manifold |Tk,X⟩, |Tk,Y ⟩, and |Tk,Z⟩, where X, Y and Z is the principal axis system of

the D-tensor.

To estimate the population transfer to first triplet excited state sublevels {|T1,R⟩},
R = X, Y, Z we should first calculate the oscillator strengths for the transitions SSOC

0 →
T1,R, following the procedure described in previous sections. To this end, we write the

eigenstates |T1,R⟩ in the basis of {|T SOC
1,ξ ⟩} manifold, as |T1,R⟩ =

∑
ξ |T SOC

1,ξ ⟩⟨T SOC
1,ξ |T1,R⟩.

Since the oscillator strength for the transition SSOC
0 → T1,R is related to the squared

transition dipole moment |⟨SSOC
0 | ˆ⃗µ|T1,R⟩|2 =

∑
ξ |⟨T SOC

1,ξ |T1,R⟩|2|⟨SSOC
0 | ˆ⃗µ|T SOC

1,ξ ⟩|2, its

value can be given using the calculated oscillator strengths of the transitions SSOC
0 →

T SOC
1,ξ

(
fSSOC

0 →TSOC
1,ξ

)
via fSSOC

0 →T1,R
≈
∑

ξ |⟨T SOC
1,ξ |T1,R⟩|2fSSOC

0 →TSOC
1,ξ

.

Having calculated the oscillator strengths fSSOC
0 →T1,R

, we used eq. 6.38 to es-

timate the extinction coefficient εSSOC
0 →T1,R

and then the population transfer to the

{|T1,R⟩} manifold according to eq. 6.39 . The table below, show the absolute popu-

lations computed for the most probable geometry (anti 2). The relative populations

Π̃ZFS
R =

P
SSOC
0 →T1,R∑

R=X,Y,Z P
SSOC
0 →T1,R

, R = X, Y, Z are also shown in the table 6.13.

R = X R = Y R = Z

fSSOC
0 →T1,R

6.31× 10−10 4.36× 10−9 4.39× 10−10

PSSOC
0 →T1,R

(1.1− 5.5)× 109 (0.8− 3.8)× 1010 (0.8− 3.8)× 109

Π̃ZFS
R 0.12 0.80 0.08

Table 6.13: Number of molecules that populate the first triplet excited state manifold
{|T1,R⟩}, R = X,Y, Z upon photoexcitation from the singlet ground state together with the
relative oscillator strengths fSSOC

0 →T1,R
(given the range FWHM = 0.1 eV - 0.5 eV). The

relative populations Π̃ZFS
R are also shown.
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6.11 Computation of singlet-to-triplet and triplet-to-triplet

transition rates

The rate constant for the ISC transition between singlet and triplet states is

given by eq. 6.16. The simulations were performed using the fft integration method

available in MATLAB. fft computes the Discrete Fourier Transform (DFT) of a func-

tion using a Fast Fourier Transform (FFT) algorithm. The integration region was set

equals to −10 - 10 psec with 262144 integration points. Line broadening was included

using Lorentzian lines for homogeneous broadening equals to Γ = 1012 sec−1. The tem-

perature was set to T = 80 K (TR-EPR experimental temperature7) (see details in

chapter 7 and appendices A and C).

Table 6.14 shows the total rate constants for the transitions S1 → T2 (kS1→T2 =∑
ms
kS1→T2,ms

), S1 → T1 (kS1→T1 =
∑

ms
kS1→T1,ms

) and

T2 → T1 (kT2→T1 =
∑

ms
′
∑

ms
kT2,ms→T1,ms′

), as well as the fluorescence and phospho-

rescence rates (kS1→S0 , kT1→S0 =
∑

ms
kT1,ms→S0 and kT2→S0 =

∑
ms
kT2,ms→S0) together

with the corresponding energy differences (∆EIJ as shown in figure 6.9).

Figure 6.21 shows the population transfer to the first and second triplet excited

states as a function of time computed for anti-syn 1 (12%) geometric conformation

by solving the approximate kinetic equations for the populations (e.g., see eq. 6.18).

Results are similar to those computed for the most probable geometry (anti 2) (see

section 6.4.2), namely on the time scale of the TR-EPR experiment (0.5 µsec), there is

no substantial increase in the total second triplet excited state population that arises

from the lowest singlet state following the excitation in the CT band. Even though the

population transfer to the second triplet excited state and the first triplet excited state

is faster in the case of anti-syn 1 compared to anti 2, (T2 retains measurable values for

6 µsec and T1 gets measurable values after 4 µsec) the time scale is still longer than

the experimental time between optical excitation and TR-EPR signal detection (which

is approximately 0.5 µsec7).
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Figure 6.21: Population transfer to the first and second triplet excited states as a function
of time computed for anti-syn 1 (12%) geometric conformation. (a) Population of S1 from 0
to 0.5 µsec. (b) Population transfer to T2 from 0 to 0.5 µsec. (c) Population transfer to T1
from 0 to 0.5 µsec and (d) population transfer to T2 and T1 for larger time scales than 0.5
µsec, namely from 0 to 0.1 msec. Initial condition for T2 : PT2(t = 0) = 1.1× 1010.
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I/J ∆EIJ (eV) kI→J(1/sec) kS1→S0 (1/sec) kT1→S0(1/sec) kT2→S0(1/sec)

anti 2 S1/T2 0.16 4.00×103

(58%) S1/T1 1.23 1.77×101 2.78 ×108 6.41 ×10−2 2.47 ×100

T2/T1 1.07 7.63×103

anti 1 S1/T2 0.15 3.97×103

(15%) S1/T1 1.20 2.00×101 2.74 ×108 0.00 1.09 ×10−1

T2/T1 1.05 2.60×102

syn-anti 2 S1/T2 0.08 1.24×101

(13%) S1/T1 1.26 4.60×101 2.75 ×108 0.00 2.19 ×102

T2/T1 1.17 3.46×105

anti-syn 1 S1/T2 0.17 1.34×104

(12%) S1/T1 1.19 5.42×101 2.73 ×108 0.00 3.44 ×101

T2/T1 1.02 1.50×105

anti-syn 2 S1/T2 0.16 2.46×102

(1%) S1/T1 1.26 1.93×100 2.78 ×108 6.04 ×10−2 0.00

T2/T1 1.10 2.56×101

syn 2 S1/T2 0.08 1.61×102

(1%) S1/T1 1.27 1.28×101 2.75 ×108 0.00 2.14 ×102

T2/T1 1.19 3.12×105

Table 6.14: Total rate constants for the transitions S1 → T2, S1 → T1 and T2 → T1
and the corresponding energy differences ∆ES1,T1 (or equivalently ∆ES1,T1,ms

), ∆ES1,T2 (or
equivalently ∆ES1,T2,ms

), ∆ET2,T1 (or equivalently ∆ET2,ms ,T1,ms
) computed for the most

probable geometric conformations of the Cbz-TBT molecule.

6.12 Theoretical calculations of the EPR parameters

6.12.1 Zero-field splitting parameters

The EPR-ZFS parameters of the first triplet excited state (T1) of the molecule in

its different molecular conformations were calculated using the ORCA program package

at the DFT level of theory, where only the spin-spin contribution to the ZFS parameter

D was considered.130 We used the spin-unrestricted natural orbital (UNO) approach93

in combination with the B3LYP functional104 and the def2-TZVP basis set without

symmetry constraints.

Additional computations were performed using the distributed point-dipole (DPD)

approximation.149 (see eq. D.1 and appendix D for further information). The ZFS pa-

rameters for each conformation computed with UNO-B3LYP and DPD methods are

summarized in table 6.15. Figure 6.22 shows the canonical orientations of the ZFS ten-

sors (principal axis system X, Y and Z) for each conformation computed with UNO-

B3LYP/def2-TZVP method. Below, we also show the optimized atomic coordinates

of T1 excited state of the six different conformations computed at BHandHLYP/TZ2P

level of theory.
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DPD Model UNO-B3LYP

Geometry D(MHz) E(MHz) D(MHz) E(MHz)

anti 2 1319 180 825 192

anti 1 1229 210 809 194

syn-anti 2 1349 210 798 186

anti-syn 1 1289 180 810 190

anti-syn 2 1319 119 816 189

syn 2 1379 180 792 181

Table 6.15: ZFS parameters in MHz calculated at the minimum energy conformation of the
T1 manifold excited state for each geometric conformation at UNO-B3LYP/def2-TZVP level
of theory and using the distributed Point-Dipole (DPD) approximation.

Figure 6.22: Orientation of the principal axes of the ZFS tensor computed at UNO-
B3LYP/def2-TZVP level of theory for the different geometric conformations. To visualize
the tensor, we used the Avogadro software package.
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1) anti 2 T1

C −1.3896 0.5553 −1.5268
C 1.1773 0.7247 −0.5285
C −0.8326 −0.5732 −0.9686
C −0.6867 1.7557 −1.5914
C 0.5932 1.8469 −1.0957
C 0.4541 −0.4756 −0.4721
H −2.3880 0.5083 −1.9206
H −1.1518 2.6165 −2.0337
H 1.1310 2.7757 −1.1483
H 3.4892 −2.5029 1.3911
H 5.5500 1.2333 1.1015
H −1.3816 −1.4957 −0.9223
C 2.4570 0.4600 0.0715
C 4.6627 −0.7066 1.3176
C 2.4500 −0.8880 0.4611
C 3.5881 1.2212 0.3175
C 4.6701 0.6429 0.9304
C 3.5300 −1.4766 1.0797
H 0.9633 −2.3755 0.2918
H 3.6262 2.2553 0.0286
N 1.2353 −1.4332 0.1274
H 9.1887 0.5596 3.8416
S 10.9025 −4.8725 4.7439
H 11.2308 0.8761 4.9847
C 7.9844 −1.7334 3.1565
C 7.3054 −2.8879 2.7711
C 6.1132 −2.6358 2.1134
C 5.8198 −1.3001 1.9586
S 7.0639 −0.3363 2.6604
C 9.2028 −1.6018 3.8332
H 7.6949 −3.8631 2.9696
H 5.4840 −3.4158 1.7323
C 14.8889 0.1201 7.0355
C 14.9619 −1.2358 7.0564
C 13.8686 −1.8531 6.4354
C 12.9443 −0.9570 5.9311
S 13.4796 0.6706 6.2550
H 15.5896 0.8217 7.4380
H 15.7747 −1.7740 7.5033
H 13.7385 −2.9100 6.3470
C 11.7309 −1.2056 5.2476
C 9.9945 −2.7216 4.2636
C 11.2443 −2.5236 4.9612
C 9.7411 −0.3097 4.1433
C 10.9069 −0.1296 4.7960
N 9.7080 −3.9862 4.0906
N 11.8308 −3.6523 5.2745
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2) anti 1 T1

C −0.6688 2.0601 −1.4026
C 0.9995 0.0869 −0.4338
C 0.5254 2.4397 −0.8326
C −1.0361 0.7197 −1.4938
C −0.2093 −0.2686 −1.0130
C 1.3527 1.4419 −0.3512
H −1.3312 2.8143 −1.7853
H −1.9751 0.4594 −1.9448
H −0.4979 −1.3011 −1.0860
H 4.9329 0.6520 1.4718
H 3.6754 −3.4264 1.1495
H 0.8015 3.4759 −0.7663
C 2.0806 −0.6542 0.1558
C 4.4593 −1.4417 1.3877
C 3.0373 0.2845 0.5675
C 2.3302 −2.0012 0.3727
C 3.4980 −2.3832 0.9783
C 4.2149 −0.0900 1.1756
H 3.0653 2.3899 0.4373
H 1.6155 −2.7453 0.0729
N 2.5818 1.5403 0.2539
H 8.8529 0.3982 3.7838
S 11.1927 −4.7723 4.8039
H 10.8708 0.9800 4.8631
C 7.9076 −2.0352 3.1881
C 7.3567 −3.2697 2.8446
C 6.1343 −3.1735 2.2039
C 5.6841 −1.8841 2.0212
S 6.8247 −0.7660 2.6742
C 9.1135 −1.7465 3.8344
H 7.8552 −4.1890 3.0647
H 5.5893 −4.0330 1.8688
C 14.6483 0.7091 6.8200
C 14.8593 −0.6292 6.9076
C 13.8249 −1.3856 6.3408
C 12.8060 −0.6155 5.8132
S 13.1780 1.0725 6.0423
H 15.2798 1.4980 7.1718
H 15.7294 −1.0585 7.3643
H 13.8024 −2.4535 6.3081
C 11.6111 −1.0213 5.1718
C 10.0365 −2.7554 4.2792
C 11.2695 −2.3944 4.9403
C 9.5077 −0.3932 4.0946
C 10.6607 −0.0615 4.7108
N 9.8928 −4.0493 4.1517
N 11.9865 −3.4389 5.2741
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3) syn-anti 2 T1

C −1.4222 0.4457 −1.5634
C 1.1256 0.6890 −0.5328
C −0.8207 −0.6780 −1.0427
C −0.7725 1.6774 −1.5751
C 0.4977 1.8055 −1.0632
C 0.4557 −0.5432 −0.5288
H −2.4142 0.3702 −1.9689
H −1.2716 2.5337 −1.9884
H 0.9944 2.7583 −1.0740
H 3.5547 −2.4996 1.3007
H 5.4468 1.3363 1.1769
H −1.3292 −1.6245 −1.0370
C 2.4089 0.4593 0.0726
C 4.6482 −0.6501 1.3135
C 2.4578 −0.9005 0.4151
C 3.5021 1.2609 0.3592
C 4.5999 0.7109 0.9683
C 3.5545 −1.4612 1.0295
H 1.0393 −2.4447 0.1751
H 3.4971 2.3053 0.1073
N 1.2727 −1.4869 0.0445
H 9.4774 −3.5688 4.1249
S 10.4175 2.1115 4.3499
H 11.5189 −3.4613 5.3035
C 7.9837 −1.5478 3.1725
C 7.3140 −2.7312 2.8411
C 6.1210 −2.5319 2.1767
C 5.8177 −1.2039 1.9654
S 7.0551 −0.1894 2.6111
C 9.2003 −1.4384 3.8547
H 7.6954 −3.7037 3.0749
H 5.4999 −3.3385 1.8413
C 14.9913 −1.9705 7.2840
C 14.8775 −0.6256 7.1399
C 13.7270 −0.2451 6.4356
C 12.9491 −1.3141 6.0353
S 13.6919 −2.8005 6.5612
H 15.7697 −2.5149 7.7768
H 15.5961 0.0702 7.5268
H 13.4562 0.7655 6.2173
C 11.7298 −1.3172 5.3150
C 9.8318 −0.1875 4.1477
C 11.0802 −0.1210 4.8663
C 9.8991 −2.6030 4.3177
C 11.0663 −2.5392 4.9920
N 9.3720 0.9892 3.8127
N 11.4972 1.1097 5.0345
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4) anti-syn 1 T1

C −1.4152 −0.0834 0.1363
C 0.7338 1.6235 0.1333
C −1.5561 1.2363 0.5583
C −0.1966 −0.5575 −0.2906
C 0.8948 0.2977 −0.2956
C −0.4886 2.1055 0.5633
C 2.2763 0.1525 −0.6664
C 4.9843 0.5603 −1.2004
C 2.8870 1.3947 −0.4432
C 3.0449 −0.8911 −1.1596
C 4.3751 −0.6870 −1.4195
C 4.2227 1.6100 −0.7027
S 14.9718 4.5906 −1.9210
N 13.3644 2.3464 −2.7356
N 1.9432 2.2673 0.0368
N 11.3788 0.9208 −2.9553
C 15.6208 6.0115 −1.2445
C 14.7178 6.6885 −0.4861
C 13.4751 6.0534 −0.4473
C 13.4243 4.8775 −1.1821
C 9.9242 2.3466 −1.5833
C 9.9591 3.5637 −0.8264
C 11.0560 4.3390 −0.7075
C 12.3049 4.0256 −1.3299
C 12.3269 2.8174 −2.0920
C 11.1590 1.9806 −2.2208
H 9.0626 3.8769 −0.3263
S 12.9268 0.9580 −3.4533
H −0.6054 3.1224 0.8902
H −2.5180 1.5840 0.8869
H 4.6606 2.5775 −0.5413
H 2.6084 −1.8574 −1.3332
H 16.6391 6.2798 −1.4372
H 14.9375 7.6058 0.0240
H −2.2692 −0.7343 0.1454
H −0.0941 −1.5767 −0.6154
H 4.9673 −1.5047 −1.7808
H 2.1090 3.2175 0.2792
H 12.6407 6.4394 0.1013
H 10.9823 5.2322 −0.1205
C 8.7495 1.5912 −1.6836
C 8.5181 0.3975 −2.3628
C 7.2155 −0.0625 −2.2498
C 6.3922 0.7409 −1.4953
S 7.2745 2.0972 −0.9003
H 6.8712 −0.9557 −2.7320
H 9.2884 −0.0925 −2.9188
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5) anti-syn 2 T1

C −1.3781 0.5897 −1.5182
C 1.1906 0.7392 −0.5215
C −0.8285 −0.5438 −0.9627
C −0.6669 1.7853 −1.5809
C 0.6139 1.8666 −1.0860
C 0.4592 −0.4561 −0.4669
H −2.3771 0.5504 −1.9114
H −1.1263 2.6502 −2.0212
H 1.1581 2.7918 −1.1371
H 3.4817 −2.5074 1.3919
H 5.5680 1.2144 1.1059
H −1.3839 −1.4624 −0.9179
C 2.4690 0.4645 0.0770
C 4.6670 −0.7192 1.3201
C 2.4529 −0.8841 0.4643
C 3.6053 1.2175 0.3234
C 4.6837 0.6305 0.9347
C 3.5293 −1.4810 1.0817
H 0.9559 −2.3610 0.2927
H 3.6504 2.2517 0.0360
N 1.2343 −1.4202 0.1303
H 9.1894 0.5192 3.8643
S 10.9068 −4.9138 4.7418
H 11.2275 0.8299 5.0112
C 7.9812 −1.7651 3.1610
C 7.3023 −2.9153 2.7675
C 6.1112 −2.6572 2.1074
C 5.8210 −1.3209 1.9604
S 7.0647 −0.3639 2.6719
C 9.1994 −1.6405 3.8416
H 7.6897 −3.8924 2.9611
H 5.4819 −3.4337 1.7194
C 15.0906 −1.1293 7.1621
C 14.6872 0.1528 6.9556
C 13.4723 0.2232 6.2714
C 12.9383 −1.0167 5.9498
S 13.9976 −2.2693 6.5268
H 15.9800 −1.4588 7.6585
H 15.2410 1.0112 7.2820
H 12.9986 1.1496 6.0196
C 11.7259 −1.2577 5.2629
C 9.9875 −2.7646 4.2655
C 11.2332 −2.5652 4.9650
C 9.7410 −0.3522 4.1618
C 10.9056 −0.1733 4.8173
N 9.7078 −4.0300 4.0881
N 11.8274 −3.6884 5.2776

124

SPYROULL
A A. M

AVROMMATI



6) syn 2 T1

C −1.4321 0.4175 −1.5440
C 1.1278 0.6708 −0.5461
C −0.8353 −0.6943 −0.9930
C −0.7718 1.6421 −1.6018
C 0.5044 1.7752 −1.1062
C 0.4473 −0.5546 −0.4963
H −2.4286 0.3379 −1.9372
H −1.2673 2.4890 −2.0380
H 1.0093 2.7226 −1.1526
H 3.5481 −2.4789 1.3668
H 5.4726 1.3323 1.0997
H −1.3518 −1.6355 −0.9518
C 2.4151 0.4491 0.0542
C 4.6569 −0.6405 1.3063
C 2.4557 −0.8996 0.4387
C 3.5174 1.2499 0.3055
C 4.6170 0.7094 0.9207
C 3.5539 −1.4504 1.0599
H 1.0213 −2.4377 0.2628
H 3.5189 2.2858 0.0207
N 1.2618 −1.4868 0.0990
H 9.5229 −3.5269 4.0893
S 10.3896 2.1586 4.4133
H 11.5662 −3.4122 5.2597
C 7.9965 −1.5177 3.1682
C 7.3432 −2.7042 2.8229
C 6.1481 −2.5123 2.1575
C 5.8302 −1.1868 1.9599
S 7.0513 −0.1649 2.6220
C 9.2131 −1.3987 3.8516
H 7.7367 −3.6746 3.0458
H 5.5385 −3.3219 1.8082
C 15.0538 −0.6956 7.2264
C 14.8560 −2.0378 7.1387
C 13.6798 −2.3577 6.4567
C 12.9699 −1.2511 6.0168
S 13.8124 0.1978 6.4791
H 15.8717 −0.1880 7.6948
H 15.5280 −2.7666 7.5478
H 13.3589 −3.3654 6.2899
C 11.7468 −1.2616 5.3042
C 9.8250 −0.1430 4.1627
C 11.0728 −0.0770 4.8776
C 9.9324 −2.5585 4.2958
C 11.1017 −2.4924 4.9659
N 9.3528 1.0360 3.8541
N 11.4812 1.1511 5.0728
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6.12.2 EPR g-tensor

The g-tensor was computed at the optimized first triplet excited state (T1) of

the molecule using spin-unrestricted DFT and the ‘eprnmr’ module of ORCA program

package. We used the B3LYP functional in combination with the def2-TZVP basis set

without symmetry constraints. The computations show that the g-value is approxi-

mately isotropic for each geometric conformation (principal values are approximately

the same) with a value of g ≈ 2.68

geometry gX gY gZ

anti 2 2.002 2.003 2.004

anti 1 2.002 2.004 2.004

syn-anti 2 2.002 2.003 2.005

anti-syn 1 2.002 2.003 2.005

anti-syn 2 2.002 2.003 2.005

syn 2 2.002 2.003 2.004

Table 6.16: Principal values of the g-tensor computed at the minimum energy conformation
of the T1 manifold excited state for each geometric conformation using B3LYP/def2-TZVP
method.

6.12.3 Anisotropic spectra broadenings - D-strains

The simulations of the TR-EPR spectra were performed using the EasySpin software

and the routine ‘pepper’. Parameters included were the g-tensor (g ≈ 2), the experi-

mental ZFS parameters (D and E) and the experimental triplet sublevel populations

(p1, p2, p3) [see table 6.2 in the main text]. Line broadening was included using a fixed

Lorentzian line width (1.54 mT) and D and E strains (dDsimul and dEsimul) that change

as a function of the wavelength.

Strains

λwav(nm) Dexp(MHz) Eexp(MHz) Γexp(mT) Γsimul(mT) dDsimul(MHz) dEsimul(MHz)

630 1344.7 1.5 77.7 0.7 2.08 1.54 50 20

650 1317.2 1.4 75.0 0.7 1.83 1.54 40 15

680 1288.5 1.3 73.7 0.6 1.54 1.54 0 0

Table 6.17: Experimentally derived ZFS parameters together with the Lorentzian lineshapes
obtained for the different excitation wavelengths (λwav) below (630-680 nm) the CT band.8

The last two columns show the D and E strains computed by fitting on the experimental
spectrum.
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CHAPTER 7

Computation of the non-adiabatic transition rates

In this chapter, we explain in detail how we incorporated the multi-mode rate equations

that we discussed in section 2.2, in a MATLAB code to compute the intersystem

crossing (ISC) rates and the electron/hole transfer rates in molecular systems. The

chapter is divided into two main parts. In the first one, we describe the procedure that

we followed to write the code in MATLAB that computes the Fourier Transform (FT)

of the correlation function, based on eqs. 2.41 and 2.30. We show how we can extract

all the required parameters of eq. 2.41, using the Amsterdam density functional (ADF)

program package. Such parameters are the energy gap, the normal mode frequencies

and reorganization energies, the spin-orbit coupling (SOC) interaction matrix elements

and the charge transfer interaction matrix elements. In the second part, we show results

related to the computation of the hole transfer rate between two guanine molecules and,

and we discuss its dependence on temperature and its relation to the classical Marcus

limit.

7.1 MATLAB coding for the ISC rates using the ADF pro-

gram for normal mode computations

To compute the ISC rate parameters, the singlet excited state (|Sn⟩) and the

triplet excited state (|Tk,ms⟩) involved in the transition should be optimized to extract

the optimal geometries and their minimum energies (i.e., Emin
Sn

and Emin
Tk,ms

). These

minimum energy molecular geometries are also used to compute the normal modes α

and their frequencies (ωα). The normal mode frequency calculation in ADF generates

two binary TAPE21 output files (one for the singlet computation and one for the triplet)

with extension .t21, which contain important information and are used to calculate

the required parameters that characterize a vibronic transition (i.e., electron-phonon

couplings and reorganization energies, see below and appendix A).101,125,126,128 These

two vibrational mode output files are used as input files in the FCF (Franck Condon
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Figure 7.1: Flowchart showing the computational procedure we followed to compute the ISC
transition rates Sn → Tk,ms using the ADF program package in combination with MATLAB
programming.

factor) auxiliary program, implemented in the ADF package which calculates the FCFs

between the two states.127,128 The specific module computes the displacement of the

atoms from their equilibrium positions during the transition from the initial electronic

state to the final electronic state. The displacement vector k⃗α is related to the electron-

phonon coupling parameters λ̄α via101

λ̄α =

(
ω⃗α

2ℏ

)1/2

k⃗α (7.1)

where ω⃗α is a vector containing the reduced frequencies. The electron-phonon couplings

λ̄α are used to calculate the reorganization energy per mode λα via

λα = ℏωαλ̄
2
α. (7.2)

The SOC matrix elements for the ISC transition Sn → Tk,ms are computed

at the minimum energy molecular geometry of the singlet excited state of interest
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(Sn). We compute the singlet and triplet excited states by solving the linear response

equations that are based on the relativistic ZORA (zeroth-order regular approximation)

Hamiltonian in its scalar approximation (see eq. 6.31). Then, the SOC interaction is

applied as a perturbation (see eq. 6.32) to compute the SOC matrix in the basis of the

spin-pure singlet and triplet excited states.

To compute the ISC rates I wrote a code in MATLAB applying eq. 6.16 with

the inputs from the previous computations i.e., the mode reorganization energies λα,

the corresponding frequencies ωα and the SOC parameters ⟨Sn|ĤSOC|Tk,ms⟩. As a first

step, the code computes the time correlation function eG(t)−G(0) according to equation

6.17 using the computed mode frequencies ωα and mode reorganization energies λα

(lines 33-52 in the code). Then, it computes the FT of the correlation function (lines

74-85 in the code), which is used to estimate the ISC rate at frequency ∆ESn,Tk,ms
/ℏ(

∆ESn,Tk,ms
= Emin

Sn
− Emin

Tk,ms

)
according to the equation (see eq. 6.16)

kSn→Tk,ms

(
∆ESn,Tk,ms

ℏ

)
=

|⟨Sn|ĤSOC|Tk,ms⟩|2

ℏ2
FT
(
eG(t)−G(0)−Γ|t|) . (7.3)

The methodology used to compute the FT of the correlation function is called

Discrete Fourier Transform (DFT). The DFT is commonly used in the field of digital

signal processing because it converts a signal (= a quantity that varies over time) of

finite length, into a complex-valued function over some finite frequency range (spectrum

of the signal). Therefore, a signal can be viewed from two different standpoints, the

time domain and the frequency domain (see figure 7.2(a)). In general, the DFT involves

two steps: (1) the sampling of the time signal, (2) the transformation of the sample to

the frequency domain (spectrum) by using FT.

As an example, lets consider the following equations, where x(t) is a general

analog time signal and X(f) is its FT spectrum

x(t) =

∫ ∞

−∞
X(f)ei2πftdf (7.4a)

X(f) =

∫ ∞

−∞
x(t)e−i2πftdt. (7.4b)

The continuous-time signal x(t) is sampled at discrete number of points (the samples)

(see figure 7.2(b)). Suppose that this discrete-time signal x(n) is created by taking N

samples of the original signal x(t) over some finite duration of time τ , and that the

sampling interval equals ts = τ/N (see figure 7.3). Then, x(n) is related to its discrete
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Figure 7.2: (a) Example of a signal in time domain (x(t)) and its spectrum in the frequency
domain (X(f)). Two sinusoidal waves (1 and 2) of different frequencies are superimposed and
form a signal (1+2) in the time domain. The frequency spectrum of the signal is computed
from the FT of x(t). It is represented by delta functions entirely localized at the two frequency
components of the sinusoidal waves 1 and 2. (b) A signal is classified as continuous-time signal
(above) and discrete-time signal (below). The discrete-time signal is a time sequence that
has been sampled from a continuous-time signal. It takes on only a discrete set of values
(samples).

Fourier spectrum via DFT as follows

x(n) =

(
1

N

)N−1∑
k=0

X(k)ei2πnk/N

X(k) =
N−1∑
n=0

x(n)e−i2πnk/N ,

(7.5)

where X(k) is the spectrum of x(n). X(k) has (at least) N values spaced apart in

the frequency domain by 1/τ . The reciprocal of ts is the sampling rate or frequency

(Fs = 1/ts) (see figure 7.3). The spectrum is periodic with period being equal to 1/ts

and the signal is periodic with period that equals to Fs. Since one period extends from

0 to Fs, the DFT is only defined in the region between 0 and Fs (see figure 7.3). For any

sampling interval ts there is a critical sampling frequency ωc which is one-half of the

highest sampling frequency component (bandwidth) and it is called Nyquist frequency

ωc =
1

2ts
= 0.5Fmax

s . (7.6)

The sampling frequency Fs should be at least the critical sampling frequency to avoid

aliasing (difference between the reconstructed signal from the samples and the original

signal, when the resolution is too low). Typically, Fs is always chosen to be much

greater than the critical sampling frequency, so that the signal is sufficiently sampled.

In addition, the signal is always sampled for a long enough duration of time, so that
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Figure 7.3: Schematic diagram of a DFT pair showing that the discrete signal x(n) and the
discrete frequency spectrum X(k) are sampled in equal intervals. In the figure, Fs = 1/ts
and ts = τ/N .

the resolution of the DFT will not be poor with respect to the original spectrum.

The DFT is efficiently computed using the Fast Fourier Transform (FFT) algo-

rithm. It is implemented in many programing softwares such as MATLAB, Python,

Mathematica, Fortran etc. Regardless of the preferred software, FFT is an algorithm

that determines the DFT of a sequence significantly faster compared to the direct im-

plementation. The time taken to evaluate the standard DFT of a N−sized signal scales

as N2. In contrast, FFT scales as Nlog2(N). The advantage of this approach is that

the DFT of a sequence of N points can be written in terms of two separated DFTs of

length N/2 that involve even and odd indexed subsequences, i.e.,

X(k)FFT =

N
2
−1∑

r=0

x(2r)e−i2πk(2r)/N

︸ ︷︷ ︸
even

+

N
2
−1∑

r=0

x(2r + 1)e−i2πk(2r+1)/N

︸ ︷︷ ︸
odd

(7.7)

which results in

X(k)FFT =

N
2
−1∑

r=0

x(2r)e−
i2πkr
N/2 + e−

i2πk
N

N
2
−1∑

r=0

x(2r + 1)e−
i2πkr
N/2 . (7.8)

Equation 7.8 implies that the N -point DFT can be obtained from two N/2-point

transforms, one on even input data and one on odd input data that are computed

simultaneously. This decomposition makes the FFT algorithm much faster than direct

computation.

Figure 7.7 shows our MATLAB code for the computation of the DFT of the

correlation function eG(t)−G(0)−Γ|t| that involves frequencies and reorganization energies

for the transition S1 → T1 in Cbz-TBT molecule (see chapter 6). First, we set the

sampling frequency Fs = 100000 cm−1. This value is much greater than the highest

131

SPYROULL
A A. M

AVROMMATI



lowest-frequency mode
time (cm)

(a)                                                                                 (b)

-2000 0 2000 4000 6000 8000 10000

0.0

2.0x10
4

4.0x10
4

6.0x10
4

8.0x10
4

1.0x10
5

1.2x10
5

1.4x10
5

1.6x10
5

1.8x10
5

ra
te

 (
1
/s

e
c
)

frequency ΔΕ
S1,T1

/ħ (cm
-1
)

Figure 7.4: (a) Real part of the G(t) function (with cosine, see eq. 6.17). The plot shows the
135 cosine waves in the time domain, one for each normal mode of frequency ωα. The lowest-
frequency mode has the greater period of oscillation (∼ 0.07 cm) (with light blue color). The
time duration of the signal is chosen to be much greater than the period of oscillation of the
lowest-frequency mode (i.e., τ = 2 cm). (b) The ISC rate (in sec−1) as a function of the
frequency ∆ES1,T1/ℏ (in cm−1) for the transition S1 → T1 in Cbz-TBT molecule. The rate
at ∆ES1,T1/ℏ = 9910.28 cm−1 equals to 17.67 sec−1.

frequency component of our system, which equals to ωmax
α = 3791.33 cm−1 (line 23

in the code). Then, we define the time duration of the signal τ = 2 cm to be greater

than the period of the lowest-frequency mode (∼ 0.07 cm), so that the sinusoidal signal

that comes from this particular frequency is well resolved (see figure 7.4(a)). The time

domain is a column vector of 1×N dimensions where N = τFS (line 27 in the code).

Therefore, the correlation function is a column vector of 1×N dimensions in the time

domain (lines 32-52 in the code). The DFT is equally sampled with nfft = N number

of points in the frequency domain (line 74 in the code). To increase the frequency

resolution (and the accuracy of the DFT amplitudes) the DFT is further sampled at

nfft2 > nfft(=N) intervals (line 76 in the code). The extra spaces from N to nfft2 are

filled with zeros (zero-padding) [line 78 in the code]. The function fft returns the DFT

of the correlation function as a column vector of 1×nfft2 dimensions (lines 83-85 in

the code), and the frequency domain has the same dimensions 1×nfft2 (line 88 in the

code). The computed DFT vector is multiplied by the relative SOC matrix elements

according to equation 7.3 to produce the ISC rate constants (line 94 in the code). The

rates are now plotted in the frequency space, and from this plot we extract the rate

constant at ∆ESn,Tk,ms
/ℏ (lines 109-112 in the code) (see figure 7.4(b)).
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7.2 Effects of temperature on hole transfer rates between two

guanine molecules and the transition from the quantum

to the classical rate limit

It has been suggested that for some organic molecules the fully quantum model

for non-adiabatic rates (eq. 2.41) yields charge transfer rates that are lower than the

classical Marcus formula for the rate and more robust to temperature changes (even up

to 300 K).166–169 This phenomenon can be explained by the nuclear tunneling effect as-

sociated with the high-frequency modes that exhibit strong electron-phonon couplings.

In this section, we examine the hole transfer rate between two unsolvated guanine

molecules in order to explore further, deviations of the hole transfer rate from the clas-

sical Marcus theory.

We compute the transition rate for hole transfer between two guanine (G)

molecules (k|G+G⟩→|GG+⟩) as shown in figure 7.5(a). The MATLAB code that we in-

troduced in the previous section (see figure 7.7) is now modified according to eq. 2.34

for the case of inter-molecular charge transport characterized by different sets of vibra-

tional coordinates for the donor and the acceptor. The rate is computed at different

temperatures and the results are summarized in figure 7.5(b). These results show that

the transition rate does not change much with the temperature for temperatures lower

than the room (300 K). The temperature-induced broadening at T = 300 K is negli-

gible and the maximum rate (at the peak) slightly decreases from 7.81 psec (T = 10

K) to 7.65 psec (T = 300 K) when increasing the temperature. Further, the rate as

a function of ∆E is not given by the classical Marcus form (see eq. 2.31). In table

7.1, the hole-transfer rate computed using the classical Marcus formula (eq. 2.31) at

different temperatures, is compared to the rate computed using the quantum formula

(eq. 2.41). The results indicate strong dependence of the classical Marcus rate on

temperature. In addition, the classical Marcus rate is much greater than the quantum

rate, even at T = 300 K (the classical Marcus rate is approximately 2 to 3 orders of

magnitude greater than the quantum rate).

T (K) Quantum Rate (eq. 2.34) Marcus rate (eq. 2.31)

10 8.94×1011 0

100 8.85×1011 5.74×101

200 8.15×1011 2.79×107

300 7.40×1011 2.01×109

Table 7.1: Rate computed with the Fermi’s Golden rule formula Vs rate computed with the
Marcus formula for the hole transfer process |G+G⟩ → |GG+⟩. The rate is given at ∆E = 0.

Further analysis of the results using the normal mode computations, reveals

that for the states |G+⟩ and |G⟩, only the first 3 normal modes (those with the lowest
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Figure 7.5: (a) Two guanine molecules take part in a hole transfer transition. The driving
force is zero (∆E = 0) and the electronic coupling is ⟨G+G|V̂ |GG+⟩ = 0.03 eV. (b) Hole
transfer rate for the transition |G+G⟩ → |GG+⟩, as a function of ∆E at different tempera-
tures.

frequencies) can be considered as “classical” modes (i.e., ℏωα < KBT ) at 300 K. The

other 39 higher frequency modes are all “quantum” (i.e., ℏωα ≫ KBT ) [Note that gua-

nine has 42 normal modes at total]. Therefore, it is not surprising that the temperature

and ∆E dependence of the rate does not follow the classical Marcus expression (see

appendix B for detailed explanation). In order to get a hole transfer rate that follows

the classical Marcus formula, we convert the high-frequency quantum modes to low

frequency classical ones (ℏωα < KBT ). We rescale ℏωα by 10 (i.e., ℏω(new)
α = ℏωα/10)

and λ̄α by
√
10 (i.e., λ̄

(new)
α = λ̄

√
10). In this way, the total reorganization energy of

the system is unchanged, and 90% of the modes become classical at T = 300 K. With

the new parameters we compute the hole transfer rate using our MATLAB code at

T = 300 K. The rate as a function of ∆E is shown in figure 7.6(a), together with the

rate computed using the unscaled parameters at T = 300 K (i.e., the same as figure

7.5(b)). We see that the new rate follows the classical Marcus distribution e.g., the

simulated spectrum fits to Gaussian and we get σ = 2.3 × 10−1 ± 8.2 × 10−6 eV. The

total reorganization energy is related to σ by σ =
√
2KBTλ and gives 1.01 eV while

the computed inner-sphere reorganization energy (see eq. 7.2) is λG + λG+ = 0.93 eV.

Using the scaled normal mode parameters we decrease the temperature (T = 10

K) such that all modes can be considered “quantum” at this temperature. In this case,

as expected, the exact quantum rate is not described by the classical Marcus theory.

The exact rate is shown in figure 7.6(b) (in red). It is not described by a Gaussian

distribution (not symmetric around the mean ∆E value). The rate at T = 10 K and

for λ = 0.93 eV computed using the Marcus formula, is also shown in the same plot
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Figure 7.6: (a) Hole transfer rate computed using the scaled normal mode parameters at
T = 300 K (black line). The fitting into Gaussian distribution (red line) reveals the rate can
be described by the classical Marcus formula. The plot also shows the hole transfer rate that
was computed using the unscaled frequencies and electron-phonon couplings at T = 300 K.
In this case, the spectrum can not be described by a Gaussian distribution. (b) Hole transfer
rate computed using the scaled normal mode parameters at T = 10 K. The spectrum is
computed using eq. 2.29 and it is shown in red. The rate is also computed using the classical
Marcus formula eq. 2.31 at T = 10 K and it is shown in black for comparison.

(in black). It shows large deviations from the exact rate. Therefore, as expected, at

T = 10 K the rate cannot be described by the classical Marcus formula.

The above results show that the classical Marcus formula does not accurately

describe the transition rate in electron/hole or exciton transfer transitions in small

organic molecules that have a majority of high frequency modes that remain quantum

for a large range of temperatures. This point must be taken in to account in transport

computations in dry environments that favor high frequency modes.
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Figure 7.7: MATLAB code for the computation of the ISC rates according to equation 7.3.
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CHAPTER 8

Molecular wires for efficient long-distance triplet

exciton transfer

In this chapter, we propose design rules for building organic molecular bridges that

enable coherent long-distance triplet-exciton transfer (TET). Using these rules we de-

scribe example polychromophoric structures with low inner-sphere exciton reorgani-

zation energies, low static and dynamic disorder and enhanced π-stacking interac-

tions between nearest-neighbor chromophores. These features lead to triplet-exciton

eigenstates that are delocalized over several units at room temperature. The use of

such bridges in donor-bridge-acceptor assemblies enables fast triplet-exciton transport

over very long distances that is rate-limited by the donor-bridge injection and bridge-

acceptor trapping rates.

8.1 Introduction

Triplet exciton transfer (TET) is an important process in photosynthetic pho-

toprotection and is central to the harvesting of triplet excitons (TE’s) in a variety of

contexts such as catalysis, photovoltaics, and energy conversion (e.g., singlet fission

(SF) and triplet-triplet annihilation).26,87,170–176 For many applications it is desirable

to achieve fast, directed, and long-distance TET. For example, in SF reactions that

produce a correlated TE pair, it is important to separate the two TE products via fast

TET to distinct locations, in order to avoid the backreaction.23,177–180

Implementing directed long-distance TET on the single-molecule scale requires

building molecular linkers (bridges) that connect TE donors (D) to acceptors (A).25,82,87,181–187

It is known that the speed of bridge-mediated D-to-A singlet-exciton transfer (SET)

may be improved by enhanced π-stacking interactions between nearest-neighbor molec-

ular bridge (B) units linking D and A.188,189 The π-stacking amplifies the nearest-

neighbor SET couplings (V SET), leading to delocalized bridge singlet excitons (SE’s)

that channel D-to-A SET.10,14,28,190–193 There are many examples of molecular assem-
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blies with enhanced π-stacking interactions.3,194–198

However, a bridge with large V SET that supports fast SET, will not support

equally fast TET because the TET coupling between adjacent bridging units (V TET) is

generally much weaker than V SET for inter-unit distances (∆R) that are greater than

Van der Waals (VdW) (V TET decays approximately as e−β∆R whereas V SET decays

as 1/∆R3).9,10,13,14,21 To illustrate this point, we computed both V SET and V TET for

some of the π-stacked systems mentioned above2–5 (see section 8.9). Even for geome-

tries with π-stacking distances slightly greater than VdW and with V SET ≈ 0.1 eV,

V TET ≈ 0.01 eV (see figure 8.13).

This known behaviour explains why long-distance TET is an incoherent hopping

process, characterized by slow and short hopping steps, in contrast to SET that may

involve quasi-coherent or fully coherent transfer mechanisms with faster and longer

steps (especially for π-stacked assemblies). Although TE’s have much longer lifetimes

compared to SE’s, the slow speed of TET constrains the transport distance that can be

achieved within these lifetimes. Thus, an improvement of the speed of TET in organic

bridges, in conjunction with the long TE lifetimes, could greatly enhance the maximum

distance of TET. Our goal is to show how to modify existing organic π-stacked bridges

in order to transform them to molecular wires that enable fast and coherent TET over

long distances. Given the importance of purely organic electronic devices, we focus

on organic (rather than metal-organic) molecules. Further, we consider bridge archi-

tectures with a π-stacking core that support excitonic states that are largely localized

within the core. This characteristic makes it easier to protect the excitons from solvent

and environmental effects.

We suggest that a molecular bridge that could support delocalized TE’s and

enable coherent TET, should be designed to: (i) be homopolymeric, (ii) have very

tight π-stacking between units (maximum inter-unit distance should be VdW), (iii)

maintain the tight π-stacking in the presence of room-temperature disorder, (iii) have

low inner-sphere reorganization energy for TE formation within each monomer unit

(the outer sphere reorganization energy depends on the solvent and should also be

minimized by use of non-polar solvents). Similar design principles have been discussed

in the context of SET in molecular nanocrystals e.g., see refs. 28,190 using results

of theoretical studies of transport efficiency (for electrons, holes, or excitons) based

on tight-binding (multi-site) models.9,10,13,14,16,190,193,199 The important parameters for

transport in a model with identical sites and independently-fluctuating site energies are

the root-mean-squared coupling (Vrms) between nearest-neighbor sites (localized elec-

tronic states), the site reorganization energy λ, and the standard deviation of the site

energy σE induced by dynamic disorder. Several studies show that delocalized eigen-

states and coherent or quasi-coherent transport are possible when Vrms ≥ σE,
λ
2
(e.g., see

refs. 28,190,192,193,199). This condition is relevant to identical nearest-neighbor sites

i, i+1 and is derived from the assumption that each site has independent energy fluctu-
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ations. The eigenstates of the multi-site system will not localize on each of the sites if

the nearest-neighbor coupling satisfies Vi,i+1 ≥ Uact, where Uact = (λi+λi+1)/4 = λ/2,

(since λi = λi+1 = λ). Therefore, Vrms ≥ λ
2
is an approximate condition that needs

to be satisfied to allow for the possibility of delocalized TE eigenstates. It does not

always guarantee the existence of delocalized eigenstates, i.e., it is a necessary but

not a sufficient condition for localization, because the total reorganization energy in

Uact may be greater than the sum of the inner-sphere monomer contributions due to

collective molecular and solvent motions. Vrms ≥ σE is also an approximate condition

that characterizes coherent transport (σE ≈
√
2KBTλ), in addition to σV < Vave. We

use the criterion Vrms ≥ σE,
λ
2
to screen for molecular architectures that may support

coherent long-distance TET. The criterion is combined with electronic structure and

molecular dynamics computations and with a model for coherent transport. For each

structure we verify that σV < Vave.

Consider a polymeric wire with identical monomer chromophores and identify

the lowest exciton level of each monomer with a site level in a multi-site system (the

latter representing a homopolymer). Given that V TET is generally weak, it follows that

the primary goals in the design of a polychromophoric molecular wire for coherent TET

are the minimization of the site (monomer) reorganization energy λ (λ = λmon) and of

σE (σE = σmon
E ), and the maximization of Vrms. Typical minimal values for inner-sphere

λ in molecules are of the order of 0.1 eV188,191 leading to a room-temperature σE ≈ 0.1

eV. Given the condition Vrms ≥ σE,
λ
2
, the Vrms magnitudes should be at least 0.1 eV.

Such magnitudes require at most VdW π-stacking distances that are not destroyed by

conformational disorder. Below we explore some potential structures that could fulfill

these parameter-value requirements.

Vura-Weis and co-workers probed the dependence of D-to-A TET mechanism on

bridge length using benzophenone (Bp) as D, naphthalene (Nap) as A and polyfluorene

as B.1 The fluorene (F) monomers were connected via methylene linkers in face-to-face

(approximately π-stacked) geometries and the bridge length was varied from one up

to three F units (Fn, n=1-3) (see figure 8.1A,B). The experiment involved transient

triplet absorption measurements and showed that through-bridge tunneling mediates

transport for the shortest bridge length (one F unit), while for larger bridge lengths

the transport mechanism is multi-step thermally activated hopping. The TET times

for the dimer and trimer bridges were 100− 200 psec (minimum bridge lengths of 7 to

10.5 Å, respectively). In these systems the deduced D-to-B injection times and B-to-A

trapping times are similar.

Electronic structure and molecular dynamic (MD) simulations of the TET mecha-

nism on the Fn systems showed that the bridge TE’s are mostly localized in individual

F units due to thermal disorder that involves twisting about the methylene linkers,

destroying the F-to-F π-stacking interactions.200 Further, the F-to-F Vrms was found to

be small compared to the F-monomer TE reorganization energy. This result is consis-
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Figure 8.1: (A) Fluorene monomer bridging unit (F1) used in ref. 1. (B) The structure
of Bp-Fn-Nap systems used in ref. 1. The bridges contained one up to three F units (Fn,
n=1-3). (C) Chemical structure of the proposed indenofluorene (6,12-dihydroindeno[1,2-
b]fluorene) bridging monomer (IF1). (D) Molecular structure of the indenofluorene hexamer
(IF6) bridge (16.9 Å length). The monomers are constrained to a rigid π-stacked geometry
through two methylene linkers and the interchromophore distance is 2.8-3.0 Å. The IF6
bridge is linked to a Ru(bpy)2+3 D and a tetracene (Tet) A in approximately 4.2 Å and 2.9 Å
distance respectively.
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tent with the incoherent multistep hopping between F units for longer bridge lengths.

We can improve the F-based TE wires of ref. 1 by transforming them to wires

that fulfil the abovementioned conditions for coherent TET. Namely, minimize chro-

mophore TE reorganization energy, enable tight π-stacking interactions between chro-

mophores, and remedy the problem of conformational disorder. To this end we propose

polymers of indenofluorene (IF)-based monomer units brought to optimal π-stacked

geometries by linking them with two methyl groups (see figure 8.1C,D). This linking

brings the nearest-neighbor chromophores at an average distance less than 3.4 Å and

prevents torsional and slipping motions between the chromophores.

8.2 Results and Discussion

We tested the structural stability of the cofacial geometries and the π-stacking

interactions in the dimer and the longer polymers (figure 8.1D) via room-temperature

MD simulations. We also performed electronic structure computations to character-

ize the SE and TE spectra. The electronic structure methods included configuration

interaction singles (CIS) and time-dependent density functional theory (TD-DFT) for

the monomer and the larger systems, as well as higher-level ab-initio approaches for

the dimer (see section 8.6). The MD simulation results show that the tight π-stacking

is maintained even at room temperature. Figure 8.2(a) shows examples of the TE

eigenstates of the monomer (IF1), dimer (IF2) and decamer (IF10) computed with

CIS for the minimum-energy conformations. The energy difference between adjacent

(in energy) TE eigenstates is high (e.g., 0.2 eV for IF10 to 0.3 eV for IF2), implying

that the V TET between neighboring units is large. The TE eigenstates are delocalized

over several bridge units (see figure 8.2(b) and section 8.5).

To explore the effects of thermal motion on the nearest-neighbor V TET we

first performed room-temperature MD simulations on the dimer. Using the MD-

trajectory structures we computed (with CIS) the fluctuations in the energy split-

ting of the lowest two TE eigenstates, to estimate the nearest-neighbor coupling V TET

[∆E = E
T

(2)
2

− E
T

(2)
1

≈ 2V TET]. The MD-derived rms V TET is large (Vrms = 0.13 eV)

with Vave = 0.12 eV, and σV = 0.04 eV. These values indicate that the thermal struc-

tural distortions do not significantly reduce the monomer-to-monomer TET coupling.

To investigate the effects of thermal motion on the TE energies of the monomers,

we computed, from the MD simulations on the dimer, the standard deviation (σmon
E )

of the lowest TE energy E (E = E
T

(1)
1
) of each monomer fragment using CIS. For each

MD dimer structure, we removed the methylene bridges that link the two IF units

and capped the carbon atoms at the positions 5’ and 11’ with hydrogens (see figure

8.7). We found that σmon
E = 0.12 eV, i.e., σmon

E ≈ Vrms. To test whether localized TE-

polaron formation is likely in these polymeric systems, we compared Vrms to the acti-

vation energy for monomer-to-monomer TET. The activation energy is approximated
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Figure 8.2: (a) TE states of the bridge type shown in figure 8.1 computed at CIS/def2-SVP
level of theory. Due to enhanced π-stacking, TE splittings are large (e.g., ∆E

T
(2)
2 −T

(2)
1

= 0.3

eV for the dimer). For longer polymers the TE band structure is stabilized. (b) Single
excitation molecular orbital contribution to the lowest two TE states of the IF10 (computed
with isosurface value 0.01). The figure shows only the largest contributions. The notations
(1),(2),(10) refer to monomer, dimer and decamer bridges respectively.

by Uact = (λD + λA)/4, where λD and λA are the monomer reorganization energies

(λmon) as shown schematically in figure 8.6. This notation implies that one monomer

is the TE “donor” (D) and the other monomer the TE “acceptor” (A). We computed

λD(A) = 0.27 eV, (using TD-DFT and BP86114 functional) such that Uact = 0.14 eV,

a value that is of the same order of magnitude as Vrms. Since Vrms ≈ Uact = λmon

2
we

do not expect that TE-polaronic states are localized on a single monomer. Further, as

expected σmon
E ≈

√
2KBT293KλD(A).

To probe the delocalization of TE’s in the presence of disorder for longer poly-

mers we performed room-temperature MD simulations on the decamer followed by

CIS computations on 3000 MD snapshots. From the snapshots we computed averaged

values of the HOMO and LUMO inverse participation ratios (IPR’s) (e.g., see refs.

27,28,201). The HOMO and LUMO have high contributions to the lowest TE’s, e.g.,

T
(10)
1 : 40% HOMO→LUMO (for the other orbital contributions see section 8.8). As

reference IPR values we used those computed for the optimized geometry shown in

figure 8.2(b). The computations show that the MD IPR values vary approximately by

27% with respect to the reference IPR. The results imply that thermal fluctuations

largely preserve the delocalization of the TE’s shown in figure 8.2(b).

In summary, for these types of bridges Vrms ≈ σmon
E , λ

mon

2
. For this parameter

regime we estimate the intra-bridge TET rate kbr (to be defined below) using a N -site
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tight-binding bridge Hamiltonian

Ĥ =
N∑
i=1

E|i⟩⟨i|+
N−1∑
i=1

(V |i⟩⟨i+ 1|+ hc) (8.1)

(see figure 2(a)). The index i is the monomer number, and |i⟩ denotes the lowest TE

eigenstate of the monomer (E is the TE energy and V = Vrms). We solve the Liouville

equation for the density matrix

iℏ
d

dt
ρj,l(t) =

∑
i

Hj,iρi,l(t)− ρj,i(t)Hi,l − iℏ
(γi
2
+
γj
2

+ γi,j

)
ρj,l(t) (8.2)

where the γi terms are monomer TE population-relaxation rates and the γi,j terms

are pure dephasing rates for all i, j TE pairs.202–206 Each γi (i = 1 − (N − 1)) de-

scribes a phosphorescence decay rate with γi = k
(ph)
B = (µs)−1 and γN = k

(ph)
B + k

(TET)
B→A ,

where k
(TET)
B→A is the TET rate from the Nth monomer to an acceptor. The pure de-

phasing rates are set equal to γi,j = γdeph = ℏ−1
√
σ2
i + σ2

j , where σi(j) = σmon
E . This

phenomenological model has been used in different contexts to study the transition

from incoherent to coherent transport.203–205,207 It incorporates both diagonal dynamic

disorder and population relaxation (we include approximately off-diagonal dynamic

disorder by setting V = Vrms). The model allows for analytical solutions of mean

first passage times (MFPTs) as a function of its few parameters. These analytical

solutions can be used to predict the approximate dependence of the intra-bridge TET

rate on bridge length. For our purposes we combine this approximate model with MD

and electronic-structure computations of its parameters in order to screen candidate

structures according to the estimated kbr. The model is not a substitute to high-level

non-adiabatic simulations that also include effects such as spontaneous TE localization

and back reactions from electronic to nuclear dynamics. These effects may reduce the

value of kbr as compared to our estimate, but such simulations are very expensive for

the purposes of initial screening.

The model allows for a precise definition of kbr. If the TE is initially located

at the 1st monomer, (probability P1(t = 0) = 1), the overall decay time of the TE is

given by ⟨τ⟩ =
∑N

i=1

∫∞
0
Pi(t)dt. Using the above model, we compute ⟨τ⟩ numerically

as a function of N and γN for the parameter regime V ≥ ℏγdeph ≈ 0.1 eV and for γN

ranging from (1 fsec)−1 to (10 nsec)−1. We find that ⟨τ⟩ is not affected by the slow

phosphorescence rates, i.e., we get identical results if we set γi̸=N = 0 and γN = k
(TET)
B→A .

Further, ⟨τ⟩ is given by the MFPT to N , i.e., ⟨τ⟩ =
∫∞
0
tPN(t)dt/

∫∞
0
PN(t)dt. The

numerically calculated ⟨τ⟩ values are very close to the approximate formula

⟨τ⟩ ≈ N

γN
+
N(N − 1)

2
(ki→i±1(V, γdeph))

−1 +
N − 1

2
(k̃(V, γN))

−1 (8.3)

ki→i±1(V, γdeph) = 2(V/ℏ)2/γdeph is an effective transfer rate between nearest-neighbor
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Figure 8.3: (a) Schematic diagram of the tight-binding model used to estimate the intra-
bridge TET rates kbr = ⟨τ⟩−1

br for a bridge with N sites (monomers). E is the monomer
TE energy, V = Vrms is the rms nearest-neighbour TET coupling and σE is the standard
deviation of the energies E arising from dynamic disorder. The γi for i = 1 − (N − 1)

are the monomer TE population relaxation rates. Each γi equals γi = k
(ph)
B (monomer TE

phosphorescence decay rate) and γN is the TET rate to an acceptor, γN ≈ k
(TET)
B→A . The γi,j

are pure dephasing rates given by γi,j = ℏ−1
√
σ2E(i) + σ2E(j). (b) ⟨τ⟩−1/γN versus γN (both

on a log10 scale) for N = 5 (red) and N = 50 (black) with γi = 1 µs−1 (i = 1 − (N − 1)),
ℏγi,j = 0.1 eV and V = 0.15 eV (V > σE). (c) Trapping time ⟨τ⟩trap and intrinsic bridge
TET time ⟨τ⟩br versus γN , both in logarithmic scale, for N = 5 and N = 50. The circles
indicate the values of γN for which ⟨τ⟩trap = ⟨τ⟩br.
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TE populations and k̃(V, γN) = 2(V/ℏ)2/γN .204 We re-write the analytical formula for

⟨τ⟩ as ⟨τ⟩ ≈ ⟨τ⟩trap + ⟨τ⟩br where we have separated the trapping time ⟨τ⟩trap = N/γN

since it trivially depends on the bridge length and on the final-site population-relaxation

rate γN . The remaining terms depend on the bridge Hamiltonian and the dephas-

ing parameters and are written as ⟨τ⟩br = ⟨τ⟩br,deph + ⟨τ⟩br,relax with ⟨τ⟩br,deph =
N(N−1)

2
(ki→i±1(V, γdeph))

−1 and ⟨τ⟩br,relax = N−1
2

(k̃(V, γN))
−1. We see that when ⟨τ⟩br ≪

⟨τ⟩trap the overall decay rate ⟨τ⟩−1 is independent of V and γdeph because it is rate-

limited by γN = k
(TET )
B→A , i.e., ⟨τ⟩−1 ≈ γN/N . In the opposite limit, ⟨τ⟩br ≫ ⟨τ⟩trap,

the overall rate is given by ⟨τ⟩−1 ≈ ⟨τ⟩−1
br . The intra-bridge TET rate is given by

kbr = ⟨τ⟩−1
br .

Figure 8.3(b) shows the numerically computed ⟨τ⟩−1/γN versus γN in logarith-

mic scale for N = 5 and N = 50 using V = 0.15 eV and ℏγi,j = 0.1 eV. Figure 8.3(c)

shows ⟨τ⟩trap and ⟨τ⟩br in logarithmic scale for the systems in figure 8.3(b). From the

plots we deduce that ⟨τ⟩br = 20 fsec and 2 psec for N = 5 and N = 50 respectively. The

circles in both figures show the γN values for which ⟨τ⟩trap = ⟨τ⟩br. For lower γN values

the overall rate ⟨τ⟩−1 becomes rate-limited by the trapping time. The computed val-

ues of ⟨τ⟩br in figure 8.3(b) suggest very fast TET for bridge lengths of approximately

∼ 1 nm (N = 5) and ∼ 15 nm (N = 50), respectively. The ultrafast transfer times

for N = 5 (20 fsec) should be compared to the much slower TET times of 100-200

psec for the dimer and trimer bridges in ref. 1. The dependence of kbr as a function

of bridge length N is given by (⟨τ⟩br,deph + ⟨τ⟩br,relax)−1. Further, for ℏγdeph ≤ Vrms

and ℏγdeph ≈ 0.1 eV, it holds that ⟨τ⟩br,deph ≫ ⟨τ⟩br,relax for γN ≤ 10 fsec−1. In this

broad regime, the distance dependence of the intra-bridge TET rate is approximately

kbr ≈ 1
N(N−1)

(V/ℏ)2
γdeph

(see section 8.11).

Due to the ultrafast kbr predicted for such types of bridges, a common situation

for different choices of D and A will be that the TET D-to-B injection rate k
(TET)
D→B and

the B-to-A trapping rate k
(TET)
B→A are slower than kbr. Therefore, the effective (bridge-

mediated) D-to-A TET rate k
(eff,TET)
D→A will be rate-limited by the slowest of k

(TET)
D→B and

k
(TET)
B→A . If the initial D TE states are created by intersystem crossing (ISC) from D

SE states produced by D photoexcitation, it is possible that fast D-to-A SET will take

place. This is because any bridge architecture with a wide TE band will necessarily

have at least an equally wide SE band. Thus, the SET transport channel may out-

compete the TET channel. In this case, to enable D-to-A TET as opposed to SET, it

is necessary to use donors with fast ISC rates as compared to the D-to-B SE injection

rates, k
(ISC)
D > k

(SET)
D→B .

As a case study of the above constraints we used a Ru(bpy)2+3 complex for D,

due to its fast ISC rate (20-40 fsec)208,209 and long triplet lifetime (∼10 µsec).210–212,

We connected it to a hexamer (IF6) bridge and a tetracene acceptor213,214 (figure

8.1(D)). The D and A moieties are linked to the bridge via methylene groups. Figure

8.4 (left-hand side) shows the TE eigenenergy manifold of the D-B-A system for one of
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Figure 8.4: Left : Energy level diagram of the TE eigenstates of Ru(bpy)2+3 - IF6 - Tet
system computed at wB97/def2-SVP level of theory. Right : Hole-particle pairs of the natural
transition orbitals (NTOs) of some TE’s. T19 is localized on D, T1 on A, T2 on B and T16,
T12 are D-B and D-A CT TE’s.

the geometries we considered, computed at the gas-phase using TD-DFT (wB97/def2-

SVP115,215 and see section 8.7 for higher basis set computations). The right-hand side

shows representative TE eigenstate of the entire D-B-A systems. The D-localized TE

energies are above the lowest B-localized TE energies, the latter being above the low-

est A-localized TE. Further, there are no charge transfer (CT) D-B or A-B TE’s with

energies below the other TE’s so that there is no CT state trapping. This is an optimal

placement of the TE bands for coherent resonant D-to-A TET. Further, the bridge-

localized TE eigenstates have delocalization lengths that cover the entire bridge. For

this system, the simulations described in figure 8.3(b) for N = 6 predict an ultrafast

intra-bridge TET rate over a bridge length of ∼1.5 nm (kbr ≈ (10fsec)−1).

The design requirements for proposing the polymeric structure in figure 8.1

could be satisfied for a variety of monomer units. For example, for a perylene diimide

(PDI) monomer the inner-sphere reorganization energy of the lowest TE is small, ap-

proximately 0.1 eV (see section 8.9). We performed computations on perylene-based

polymers in order to explore different candidate structures (see section 8.9). Among

our trial systems the best, from the point of view of optimizing coherent TET, are

built from polymers with doubly-linked monomers using methyl linkers that bring the

monomers to sub-VdW intermonomer distances (see figure 8.5). The necessity of dou-

ble linkage is illustrated in figures 8.5(a-c). Figure 8.5(a) shows a dimer system with a
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Figure 8.5: (a) Structure of anthra[2,1,9-def:6,5,10-d′,e′,f′]diisochromene-1,3,8(10H)-trione
dimer with a single methyl group linkage which enforces sub-VdW π-stacking. (b) Longer
polymers with single methyl group linkages between monomers twist at room temperature,
breaking the π-stacking and diminishing the interchromophore TET coupling. (c) This prob-
lem can be remedied by double methyl linkages between units of anthra[2,1,9-def:6,5,10-
d′,e′,f′]diisochromene-1,3,8(3H,10H)-dione monomers. In this case π-stacking is preserved for
all pairs of nearest-neighbor monomers and for each pair, Vrms ≥ λmon

2 . Such a wire supports
long-distance coherent ET as in the case of the wires shown in figure 8.1. (d) Structure
of two dicyclopenta[ghi,pqr]perylene derivatives linked with two methylene linkers to build
a dimer. This type of structure also has strong TET coupling compared to the monomer
reorganization energy (Vrms = 0.2 eV).

single linker at C=O positions. This C=O to C−C substitution is challenging from a

synthetic point of view, but it may be possible.216 If a single methyl bridge is used per

monomer pair to build a polymer, molecular dynamics simulations show that the π-

stacking breaks for a long-enough polymer, diminishing the TET coupling and the TET

efficiency (figure 8.5(b)). Such a system can be transformed to a molecular wire that

supports coherent TET over long distances if nearest-neighbor monomers are linked by

two methyl groups as in figure 8.5(c). In this case we find that Vrms ≈ 0.15 eV such

that Vrms >
λmon

2
, as in the previous IF example (see section 8.9). Another good system

for coherent TET, that might be easier to synthesize compared to the previous one is

shown in figure 8.5(d).217 For this dimer structure we find that Vrms = 0.2 eV such that

Vrms >
λmon

2
.
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8.3 Conclusions

In conclusion, we have proposed design principles for building long and rigid molecular

bridges with delocalized TE states at room temperature. Such bridges, when placed

in non-polarizable solvents, can mediate ultrafast and coherent TE transport from

donor to acceptor moieties for distances that are much longer than what is currently

possible. We have shown some example theoretical bridge structures that satisfy the

design principles and are predicted to support single-molecule ultrafast and coherent

TET. These structures are not meant to represent the only solutions to the constraints

imposed by the design principles. They are shown because they minimize, at room

temperature, intermonomer torsion and slide while simultaneously preserving sub-VdW

intermonomer distances (the fluctuations in V TET are at most 30% of the average).

Although these three features present a great challenge for synthetic chemistry, they are

absolutely necessary for long-distance and ultrafast coherent TET along the molecular

wire.
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Supplementary material

8.4 Summary of the computational methodologies for the IFn

bridges

Ab-initio electronic structure calculations on the proposed bridges. We per-

formed geometry optimizations on the singlet ground state of the indenofluorene (IF)

monomer and the polymers (π-stacked dimer to hexamer). We used density functional

theory (DFT) and the ORCA program package122,218 at the B3LYP114,129,219 level of

theory in combination with the def2-TZVP123 basis set. We applied the resolution

of identity approximation (RI) for the Coulomb integrals and the chain of spheres

approximation (COSX) to the exact exchange,220,221 in combination with the def2/J

auxiliary basis sets222 without symmetry constraints. Dispersion corrections were in-

cluded via Grimme’s D3 correction223,224 using Becke-Johnson (BJ) damping.225 The

B3LYP functional paired with dispersion corrections was selected because it accu-

rately predicts the equilibrium geometries and the interaction energies of van der Waals

(VdW) complexes.226–228 The ground-state geometry of the decamer was relaxed using

steepest-descent molecular mechanics with the UFF (Universal Force Field) force field

as implemented in the Avogadro software.229 For these optimized structures we com-

puted the lowest excited states (singlet-to-singlet and singlet-to-triplet transitions) us-

ing the Amsterdam Density Functional (ADF) program package,94 and time-dependent

DFT (TD-DFT) with the Tamm-Dancoff approximation (TDA).105 We used the M06-

2X functional,110,111 combined with DZP basis set103 without symmetry constraints.

Meta-hybrids reliably predict the excitation energies and spectroscopic properties of

non-covalent complexes.230 The singlet-to-triplet transitions were also computed with

the Configuration Interaction Singles (CIS) method, as implemented in the ORCA pro-

gram package, in combination with the def2-SVP basis set.123,215

In section 8.5 we show the energies of the singlet exciton (SE) and triplet ex-

citon (TE) eigenstates of the monomer, dimer, hexamer and decamer bridges. Figure

8.8 shows the SE energies computed at the M06-2X/DZP level of theory while figures
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8.9 and 8.10 show the TE energies computed at the M06-2X/DZP and CIS/def2-SVP

levels, for comparison. In addition, tables 8.1, 8.2, 8.3 and 8.4 show the delocaliza-

tion of the molecular orbitals that contribute to the lowest two TE eigenstates, of the

monomer, dimer, hexamer and decamer, computed with CIS/def2-SVP (M06-2X/DZP

method gives similar delocalization of the orbitals).

Reorganization energy calculations for the monomer. For the computations of

the reorganization energies of the monomer, we used ADF to diagonalize the mass-

weighted Hessian matrix H̃ by LT H̃L = ω2 on the optimized structures of the monomer

for the ground state (S0) and first TE state (T1), in order to obtain the normal modes

and their frequencies (where L denotes the eigenvectors and ω the eigenvalues).125,126

Then we used the FCF (Franck-Condon factors) auxiliary program as implemented

in ADF to compute the reorganization energy for each normal mode.127,128 The to-

tal reorganization energy for the transition S0 → T1(T1 → S0) equals to the sum of

the normal mode reorganization energies. The geometry optimization and frequency

computations employed the BP86 functional114 and the TZ2P basis set103 with the

TDA. Figure 8.6 shows schematically the monomer reorganization energies (λD and

λA) used to compute the activation energy Uact in the main text. In the classical high-

temperature limit, the total reorganization energy (λ) for donor (D) to acceptor (A)

TET is approximated by (see pages 289-291 in ref. 10)

λ = λD + λA. (8.4)

Ab-initio electronic structure calculations on the donor-bridge-acceptor com-

plexes. We performed excited-state computations (with TD-DFT) on the combined

donor-bridge-acceptor system using the ORCA program package and with the ωB97

range-separated functional,115 in combination with the TDA and without symme-

try constraints. Range-separated functionals reproduce well the optical absorption

spectrum and the lowest-lying triplet excited states of heavy-metal systems (such

as Ru(bpy)2+3 ).231–233 In addition, range-separated functionals combined with TDA

perform well in the calculation of TE energies in long π-conjugated molecules and

accurately predict the charge-transfer (CT) donor-bridge and bridge-acceptor excita-

tions.159,160,198,234 The def2-SVP basis set was used for all the atoms. In the case of

Ru(II), the def2-SVP basis set was used for the outer-core [(4s)2(4p)6] and the valence

(4d)6 electrons while the inner-core electrons were treated as effective core potential

(ECP).235 We also performed computations with the CIS method and the def2-SVP

basis set for comparison. The results were found to be similar to those computed with

TDA, i.e., the ordering of the TE exciton eigenergies and the localization of the TE

eigenstates were similar for both methods.

Effects of thermal fluctuations on the polymer structural stability. To test the

structural stability of the polymers (dimer up to decamer), we performed classical

molecular dynamic (MD) simulations using the AMBER program package.236 The op-
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Figure 8.6: Schematic representation of the potential energy surfaces (PES) of the singlet

ground state S
(1)
0 and the first TE state T

(1)
1 of the donor and acceptor moieties (i.e., IF

monomer). The donor-to-acceptor reorganization energy λ, is the sum of the reorganization
energies of the donor and acceptor,according to 8.4.

timized structures of the IF bridges were used as the initial structures for the simu-

lations. The atomic charges were calculated with the AM1-BCC model237,238 and the

simulations were carried out under conditions of constant temperature (298 K) and

the GAFF force field,239 for 10 nsec using 1 fsec integration step and the Langevin

thermostat with frequency of collision240–242 equal to 5 (ps)−1.

Effects of thermal fluctuations on the nearest-neighbor TE transfer (TET) cou-

pling. The effects of conformational fluctuations on the TET coupling were tested by

performing ab-initio MD simulations on the dimer structure, using the Q-CHEM pro-

gram package.243 For the computations we used the B3LYP functional with the 6-31G*

basis set244 in combination with Grimme’s D3BJ dispersion correction. The simulation

was carried out with the NVT (constant volume and temperature) ensemble using the

white noise Langevin thermostat245 at room temperature (298 K) for a total of 23 psec

with 1 fsec time step. The system was equilibrated during the first 3 psec. The 20 psec

MD simulation time for the dimer is sufficient for sampling its vibrational motions (we

performed normal mode computations on the dimer using ADF and BP86/TZ2P and

found that the lowest-frequency normal mode has a period of approximately 1 psec). To

compute the fluctuations of the TET coupling we picked 190 MD snapshots separated

by 100 fsec and for each snapshot we computed the TE splitting between the lowest

two TE states of the dimer
(
∆E = E

T
(2)
2

− E
T

(2)
1

= 2V TET
)
using the ORCA program

at CIS/def2-SVP level of theory. From the collection of the MD-derived splittings we
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Figure 8.7: The IF monomers are cut off from the dimer and each monomer is capped with
hydrogens at positions 5’ and 11’.

deduced the root mean square (rms) of the TET coupling (Vrms in the main text).

Effects of thermal fluctuations on the monomer TE energies. To compute the

fluctations of the monomer TE energies we used the abovementioned MD-derived dimer

structures to create 380 (190 × 2) monomer structures by cutting the two methylene

bridges, and capping the carbons at the positions 5´and 11´ with hydrogen atoms (see

figure 8.7). We computed the energy of the lowest TE state of each monomer structure

at the CIS level (in combination with def2-SVP basis set) using the ORCA program.

From the collection of TE energies we estimated the standard deviation σmon
E of the

main text.

Effects of structural fluctuations on the TE delocalization. We studied the ef-

fects of thermal fluctuations of the molecular orbitals of the IF decamer (IF10) by

performing classical MD simulations and using the MD-derived snapshots for subse-

quent computations of the frontier molecular orbitals. We used the AMBER and the

ORCA program packages to perform the MD simulations and the quantum chemi-

cal calculations respectively. First, the system was equilibrated for 1 nsec using the

Langevin thermostat (frequency of collision equals to 5 (ps)−1) at a temperature of 298

K with a time step of 1 fsec. After equilibration, we ran MD simulations up to 9 nsec

using 1 fsec time step, with the GAFF force field. The atomic charges were calculated

using the AM1-BCC charge model. We performed computations of the molecular or-

bitals on 3000 MD trajectories separated by 3 psec. These calculations were carried

out at HF/def2-SVP level of theory and the orbital eigenstates were used to evaluate

the inverse participation ratio (IPR) of the orbitals involved in the lowest TE’s of the

decamer (see section 8.8 for the IPR).
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8.5 SE and TE states of the IFn bridges with n = 1,2,6,10

In this section we show the computed SE and TE eigenenergies of the proposed

bridges (monomer, dimer, hexamer, decamer). In figures 8.9 and 8.10 we compare the

performance of the M06-2X functional to the CIS method for the computation of TE

energies. The results show that the TE energies (especially the lowest-lying TE’s) and

splittings are similar. Tables 8.1, 8.2, 8.3 and 8.4 show the natural transition orbitals

(NTOs)246 of the lowest TE’s of the monomer, dimer, hexamer and decamer, computed

at the CIS/def2-SVP level of theory. The last column of each table shows the transition

amplitudes of particle-hole excitations (in percentages).

Figure 8.8: SE states (S (n)) of the IFn bridges (n = 1,2,6,10) computed at the M06-
2X/DZP level of theory using the ADF program package. The notations (1), (2), (6), (10)
denote monomer, dimer, hexamer and decamer systems respectively.
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Figure 8.9: TE states (T (n)) of the IFn bridges (n = 1,2,6,10) computed at the M06-
2X/DZP level of theory using the ADF program package. The notations (1), (2), (6), (10)
denote monomer, dimer, hexamer and decamer systems respectively.

Figure 8.10: TE states (T (n)) of the IFn bridges (n = 1,2,6,10) computed at the CIS/def2-
SVP level of theory using the ORCA program package. The notations (1), (2), (6), (10) denote
monomer, dimer, hexamer and decamer systems respectively.
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Triplet State hole particle contribution

1 62%

2

27%

27%

Table 8.1: Hole-particle pairs of NTOs of the lowest two (T
(1)
1 , T

(1)
2 ) TE states of the

monomer, computed at the CIS/def2-SVP level of theory (based on a 0.02 isosurface value).
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Triplet State hole particle contribution

1

52%

15%

2

32%

31%

Table 8.2: Hole-particle pairs of NTOs of the lowest two (T
(2)
1 , T

(2)
2 ) TE states of the dimer,

computed at the CIS/def2-SVP level of theory (based on a 0.02 isosurface value).
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Triplet State hole particle contribution

1

43%

15%

2

30%

26%

Table 8.3: Hole-particle pairs of NTOs of the lowest two (T
(6)
1 , T

(6)
2 ) TE states of the

hexamer, computed at the CIS/def2-SVP level of theory (based on a 0.01 isosurface value).
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Triplet State hole particle contribution

1

52%

15%

2

33%

29%

Table 8.4: Hole-particle pairs of NTOs of the lowest two (T
(10)
1 , T

(10)
2 ) triplet states of the

decamer, computed at the CIS/def2-SVP level of theory (based on a 0.005 isosurface value).
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8.6 Comparison between CIS (TD-DFT) and higher-level meth-

ods for the TE energies of the IF dimer

The lowest TE states of the IF dimer were computed using high-level ab-

initio methods including similarity-transformed equation of motion coupled cluster

method (STEOM-CC),247–252 perturbative doubles correction for the single excitation

configuration interaction method (CIS(D)),253 and algebraic diagrammatic construc-

tion method to second-order (ADC(2)).254,255 We computed the lowest two TE states(
T

(2)
1 , T

(2)
2

)
of the dimer using these methods and we compared the results with those

given by TD-DFT and CIS methods.

The STEOM-DLPNO-CCSD (similarity transformed equation of motion− domain-

based local pair natural orbital − coupled cluster with singles and doubles excitations)

were carried out using the ORCA program package in combination with def2-SVP basis

set. The TCutPNOsingles keyword was set to 1e − 11 and the active selection keywords

“Othresh”and “Vthresh”were set to 0.005. The CIS(D) and ADC(2) methods were

both carried out using the Q-CHEM program package. The CIS(D) method was com-

bined with def2-SVP basis set and the ADC(2) with 6-31G. All the computations were

performed at the optimized geometry of the dimer (see section 8.4).

STEOM-DLPNO-CCSD CIS(D) ADC(2) CIS M06-2X ωB97
(eV) (eV) (eV) (eV) (eV) (eV)

T
(2)
1 2.20 3.12 2.89 2.32 2.34 2.82

T
(2)
2 2.55 3.52 3.32 2.61 2.70 3.18

∆E 0.35 0.40 0.43 0.29 0.36 0.36

Table 8.5: TE energies of the IF dimer computed with different ab-initio methods. Values
are in eV.

Our results show that, although the absolute TE energies vary from 2.2 eV to 3.1 eV

across methods, the energy splitting ∆E (∆E = E
T

(2)
2

−E
T

(2)
1
) that is used to estimate

the TET coupling varies much less 0.3 eV to 0.4 eV.
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8.7 Testing the accuracy of the TE energies of the donor-

bridge-acceptor systems using higher-level basis sets

In this section we test the accuracy of the TD-DFT computations on the donor-

bridge-acceptor system, with respect to the chosen basis set. To reduce computational

cost we performed our computations on the donor-bridge system where the bridge is

the IF2. We used the ωB97 functional in combination with the def2-SVP basis set of

double-zeta quality. These results were compared to those performed with the def2-

TZVP basis set which is of triple-zeta quality. The results are summarized in table 8.6.

Triplet state def2-SVP def2-TZVP % deviation

1 2.46 2.43 1.15
2 2.51 2.48 1.29
3 2.52 2.49 1.24
4 2.60 2.57 1.25
5 2.64 2.60 1.58
6 2.66 2.61 1.80
7 2.69 2.66 1.13
8 2.99 2.95 1.29
9 3.07 3.04 0.82
10 3.10 3.07 0.85
11 3.16 3.12 1.19
12 3.21 3.19 0.56
13 3.23 3.20 0.97
14 3.31 3.30 0.52
15 3.40 3.35 1.46
16 3.41 3.36 1.31
17 3.43 3.39 1.36
18 3.46 3.40 1.59
19 3.48 3.45 0.78
20 3.51 3.48 0.72

Table 8.6: Comparison of TE energies computed using the ωB97 functional with the def2-
SVP and def2-TZVP basis set for the Ru(bpy2+3 )-IF2 system. Energy values are in eV.

The results on the lowest 20 triplet excited states show that the TE energies

computed with def2-SVP are systematically larger by approximately 2% as compared

to those computed with def2-TZVP. Also the ordering of the TE states does not change.

Therefore, for our calculations on the donor-bridge-acceptor systems we used the def2-

SVP basis set since it provides accurate results with lower computational time.
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8.8 Computation of the IPR parameters

The delocalization of molecular wavefunctions is described by the inverse par-

ticipation ratio (IPR).27,28,201,256–258 Consider the kth molecular orbital wavefunction

|χk⟩ =
N∑

n=1

ckn |φn⟩
N∑

n=1

| ckn |2= 1 (8.5)

expressed in the basis of N atomic (site) orbitals (φ1, φ2, ...φN). The IPR for this

molecular orbital is defined as

Lk =

(
N∑

n=1

| ckn |4
)−1

(8.6)

where ckn is the amplitude of the kth eigenfunction corresponding to the nth site. The

IPR can range from a value of 1 for a fully localized molecular orbital (localized at a

single φn), to a value of N for a fully delocalized molecular orbital.

The TE states (|ΥT ⟩) are linear combinations of singly excited slater-type deter-

minants that describe the promotion of an electron from an occupied molecular orbital

χa to a virtual molecular orbital χi

|ΥT ⟩ =
∑
a,i

ba,i|Ψ i
a⟩. (8.7)

The TE delocalization can be estimated from the delocalization length of the occupied

and virtual molecular orbitals involved in the excitation (La, Li).

We computed the IPR’s for the HOMO, HOMO-1 and LUMO, LUMO+1 molec-

ular orbitals of the decamer since they contribute to the lowest TE state (T
(10)
1 : 40%

HOMO−→LUMO and 10% HOMO-1−→LUMO+1 in figure 1(b) of the main text).

The reference values for the IPRs are those computed for the optimized geometric

conformation of the decamer (shown in figure 1(b) of the main text). We found that

the IPRs for the HOMO and HOMO-1 orbitals (figure 1(b), main text) are equal to

336 and 401 respectively, and those for the LUMO and LUMO+1 orbitals (figure 1(b),

main text) are equal to 489 and 462 respectively. These results reveal that, for the

decamer bridge, an IPR value of the order of ∼ 400 (average value of the four molec-

ular orbitals that contribute to the lowest TE state) describes a fully delocalized TE

state. We also computed MD-averaged IPR values L̄k and standard deviations σLk for

the relevant molecular orbitals χk contributing the TE state (using 3000 MD snap-

shots). The values L̄k ± σLk for the HOMO, HOMO-1, LUMO and LUMO+1 orbitals

are 207 ± 56, 258 ± 65, 335 ± 63 and 365 ± 54, respectively (mean value: 292 ± 60).

Thus, the MD-averaged IPR is approximately 73% of the reference IPR value for the

optimized geometry of figure 1(b). These results imply that thermal fluctuations do
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not affect the delocalization of the TE’s on longer polymers.

8.9 SE and TE computations on the perylene-based dyads

Figure 8.11 shows the π-stacked perylene-based dimer structures we used to

compute SET and TET couplings. These are: perylene-3,4:9,10-bis(dicarboxyimide)

(PDI) ((a) and (b)), perylene-3,4-dicarboximide (PMI) (c) and terrylene-3,4:11,12-

bis(dicarboximide) (TDI) (d).

(𝐚) (b)

(𝐜) (d)

Figure 8.11: Molecular structures of perylene-based dimers. (a) PDI dimer of ref. 2, (b)
PDI dimer of ref. 3, (c) PMI dimer of ref. 4 and (d) TDI dimer of ref. 5 with R = Me.

Table 8.7 summarizes the lowest two SE and TE energies of the dimers and the energy

splittings: ∆ESE = E
S
(2)
2

−E
S
(2)
1

= 2V SET and ∆ETE = E
T

(2)
2

−E
T

(2)
1

= 2V TET , where

the notation (2) denotes dimer. The excited-state computations were performed using

the ORCA program package at the CIS/def2-SVP level and also at the ωB97/def2-SVP

level applying the TDA. The geometric structures (a), (c) and (d) (see figure 8.11),

were taken from refs. 2, 4 and 5 respectively. The ground-state structure of (b) was

built using the Avogadro software, and optimized at the B3LYP/def2-SVP level of

theory (including dispersion corrections D3BJ) using the ORCA program.

The experimentally-derived SET couplings (from absorption band widths)195

are approximately 0.1 eV. Further, SET couplings for several organic π-stacked dimeric

systems computed using high-level methods are 0.1 - 0.4 eV.3,194,198 Our CIS and DFT
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computations on the π-stacked dimeric systems of figure 8.11 give SET coupling values

consistent with the abovementioned SET coupling magnitudes (table 8.7). The TET

couplings computed by both DFT and CIS methods are similar to each other and

are much weaker than the SET couplings (see table 8.7). On the other hand, for the

proposed IF dimer the TET coupling is an order of magnitude greater than those

predicted for the perylene-based dimers.

(a) (b) (c) (d) IF

CIS ωB97 CIS ωB97 CIS ωB97 CIS fωB97 CIS ωB97

∆ESE 0.39 0.40 0.20 0.17 0.25 0.26 0.39 0.35 0.74 0.53
∆ETE 0.02 0.03 0.02 0.03 0.01 0.02 0.05 0.05 0.29 0.35

Table 8.7: SE and TE energy splittings (∆ESE , ∆ETE) of the perylene-based dimers (shown
in figure 8.11) and the IF dimer. Values are in eV.

The inter-chromophore distance between the monomers in the above-mentioned

dimers (figure 8.11) is on average greater than VdW (∼ 4Å). To reduce this distance

we tried to link several perylene-based monomers via shorter bridges as shown in fig-

ures 8.12 and figure 4 in the main text. Similar monomer structures to the ones shown

in the figures have already been synthesized, e.g., see refs. 6,216. We performed MD

computations to estimate the Vrms in these systems. The results show that the struc-

ture in figure 8.12(a) is very rigid (very low torsional and slippage motions), but the

intermonomer distance is always greater than ∼ 4Å. This causes weak TET coupling of

the order of ∼ 0.01 eV. The structure shown in figure 8.12(b) shows large dynamic dis-

order that diminishes the TET coupling (∼ 0.03 eV). On the other hand, the structure

shown in figure 4(c) in the main text exhibits large interchromophore TET coupling

because it maintains tight π−stacking. The average value of the TET coupling equals

to Vave = 0.14 with σV = 0.05 eV and the rms coupling equals to Vrms = 0.15 eV.

If the monomers are linked with a single methyl group (see figure 4(a) in the main

text), MD simulations on the dimer and longer polymers (i.e., hexamer) show that the

π−stacking breaks (figure 4(b)). Therefore, to prevent this breaking it is necessary

to link the nearest-neighbor chromophores with methylene bridges in two positions

(as shown in figure 4(c) in the main text). We also computed the TE reorganization

energy of the perylene-based monomer whose dimer structure is shown in figure 4(a)

(λ computed as described in section 8.4). We found that λD(A) = 0.14 eV such that

Uact = 0.07 eV. Therefore for these types of doubly-linked bridges, Vrms > λ/2. An-

other candidate that also looks promising for building molecular wires that support

coherent TET is shown in figure 4(d) in the main text. For this system, the MD sim-

ulations followed by CIS computations give Vrms = 0.2 eV, i.e., Vrms > λ/2.

The MD simulations on the dimers and the longer polymers were performed

using the AMBER program package for a total of 10 nsec with 1 fsec time step and

the NVT ensemble at a temperature of 298 K (Langevin thermostat with frequency of
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collision equal to 5 (ps)−1). To estimate the MD-averaged TET coupling, we performed

quantum chemical calculations on 2000 MD-snapshot structures at the CIS/def2-SVP

level of theory (using ORCA).

Figure 8.12: Molecular structures of perylene-based chromophore dimers that were
tested for coherent TE transport. (a) Bisbenzimidazo[2,1-a:2’,1’-a’]anthra[2,1,9-def:6,5,10-
d’e’f’]diisoquinoline-10,21-dione monomers linked with methyl groups, (b) anthra[2,1,9-
def:6,5,10-d’e’f’]diisoquinoline-1,3,8,10(2H,9H)-tetraone (perylene diimide) monomers linked
with biphenylene bridges.6
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8.10 TET and SET couplings as a function of the inter-chromophore

distance

We tested the TET and SET couplings as a function of the inter-chromophore distance

between two fluorene monomers and two PDI monomers (3,4,9,10-Perylenetetracarboxylic

dianhydride), as shown in figure 8.13. The couplings were computed using the ORCA

program package at CIS/def2-SVP level. Our results reveal that the TET coupling

becomes two to three orders of magnitude smaller than the SET couplings when the

distance between the monomers becomes greater than VdW.

Figure 8.13: SET and TET couplings (in logarithmic scale) versus distance (in Å). The
TET coupling drops considerably below 0.10 eV for distances greater than VdW while the
SET coupling is much greater. left. Computations on the fluorene dimer. right. Computa-
tions on the PDI dimer.
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8.11 Distance dependence of the intra-bridge TET rate

From the analytical solutions to the Mean First Passage Time (MFPT) in the

model described in ref. 204, we define the intra-bridge rate as kbr = 1/⟨τ⟩br where,

⟨τ⟩br ≈ ⟨τ⟩br,deph + ⟨τ⟩br,relax

⟨τ⟩br,deph =
N(N − 1)

2

γdeph
2(V/ℏ)2

⟨τ⟩br,relax =
N − 1

2

γN
2(V/ℏ)2

.

(8.8)

Figure 8.14 shows the intra-bridge TET rate kbr (in logarithmic scale) as a function of

the bridge length N , computed for V = 0.2 eV, ℏγdeph = 0.1 eV and γN = (10 nsec)−1.

In the range of γN ≤ (10 fsec)−1 the behavior of kbr is near identical and is dominated

by ⟨τ⟩br,deph.

Figure 8.14: Distance dependence of the intra-bridge TET rate (kbr) (in logarithmic scale)
as a function of the length of the bridge. The simulations were performed for V = 0.2 eV,
ℏγdeph = 0.1 eV and γN = (10 nsec)−1.
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8.12 Ground state structures of the proposed IF bridges

Below are the atomic coordinates of the optimized ground-state structures computed

according to section 8.4.

IF dimer:

C −2.389 1.438 −0.054
C −2.498 0.232 −0.743
C −3.628 −0.566 −0.599
C −3.406 1.860 0.801
C −4.526 1.065 0.958
C −4.643 −0.142 0.251
C −5.760 1.294 1.815
C −6.642 0.122 1.418
C −5.932 −0.750 0.571
C −6.453 −1.995 0.228
C −7.706 −2.325 0.704
C −7.946 −0.159 1.787
C −8.487 −1.384 1.402
H −1.505 2.050 −0.180
H −1.695 −0.087 −1.395
H −3.713 −1.499 −1.143
H −3.304 2.789 1.348
H −6.237 2.232 1.507
H −5.866 −2.700 −0.348
H −8.516 0.530 2.400
C −9.816 −3.279 1.131
C −9.814 −1.964 1.624
C −10.971 −1.415 2.163
C −12.134 −2.179 2.180
H −13.042 −1.763 2.597
C −12.142 −3.470 1.661
H −13.057 −4.049 1.672
C −10.977 −4.029 1.139
H −10.986 −5.042 0.754
H −10.978 −0.407 2.556
C −8.432 −3.654 0.641
H −8.481 −4.020 −0.389
H −11.539 −3.273 6.199
H −11.724 −5.411 4.984
C −10.737 −3.588 5.544

C −10.844 −4.795 4.856
C −9.611 −2.786 5.397
C −9.827 −5.213 3.998
H −9.528 −1.853 5.941
H −9.927 −6.143 3.451
C −8.596 −3.206 4.545
C −8.710 −4.414 3.838
H −6.998 −5.575 3.283
C −7.310 −2.595 4.222
C −7.478 −4.638 2.978
H −7.379 −0.645 5.143
C −6.791 −1.349 4.565
C −6.598 −3.465 3.375
H −4.768 0.680 5.186
C −5.538 −1.016 4.090
C −5.295 −3.182 3.006
C −4.814 0.313 4.155
C −4.755 −1.956 3.393
H −4.723 −3.870 2.393
C −3.427 −0.061 3.670
C −3.428 −1.376 3.175
C −2.266 0.688 3.668
C −2.269 −1.923 2.639
H −2.259 1.700 4.056
H −2.261 −2.931 2.244
C −1.099 0.130 3.150
C −1.106 −1.160 2.628
H −0.184 0.709 3.144
H −0.196 −1.576 2.213
C −5.502 1.450 3.341
H −6.466 1.653 3.816
H −4.902 2.353 3.477
C −7.740 −4.792 1.452
H −6.778 −4.994 0.974
H −8.340 −5.695 1.316
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IF hexamer:

C −4.233 0.386 −1.998
C −4.796 −0.785 −2.499
C −5.719 −1.495 −1.746
C −4.587 0.867 −0.741
C −5.517 0.173 0.008
C −6.076 −1.007 −0.497
C −6.176 0.542 1.339
C −7.236 −0.545 1.475
C −7.090 −1.470 0.432
C −7.885 −2.595 0.370
C −8.880 −2.715 1.305
C −8.320 −0.608 2.332
C −9.184 −1.693 2.211
H −3.526 0.939 −2.601
H −4.510 −1.139 −3.481
H −6.169 −2.400 −2.137
H −4.147 1.786 −0.374
H −7.724 −3.349 −0.390
H −8.499 0.162 3.073
C −10.890 −3.278 2.359
C −10.472 −2.018 2.829
C −11.299 −1.279 3.663
C −12.546 −1.791 4.004
H −13.206 −1.215 4.640
C −12.962 −3.027 3.525
H −13.943 −3.403 3.784
C −12.127 −3.781 2.702
H −12.462 −4.737 2.320
H −10.987 −0.311 4.034
C −9.842 −3.860 1.415
C −10.432 −4.081 −0.024
H −10.502 −2.010 7.152
H −11.592 −4.129 6.529
C −10.061 −2.632 6.384
C −10.679 −3.831 6.033
C −8.890 −2.241 5.759
C −10.137 −4.651 5.050
H −8.401 −1.314 6.032
H −10.632 −5.578 4.791
C −8.355 −3.065 4.781

C −8.970 −4.262 4.423
H −4.114 −0.141 5.098
C −7.173 −2.896 3.969
C −8.164 −4.972 3.341
H −6.414 −1.049 4.724
C −6.293 −1.846 4.002
C −7.030 −3.959 3.057
H −0.536 −4.954 1.243
C −5.279 −1.834 3.090
C −6.007 −3.927 2.115
C −4.279 −0.732 2.969
C −5.125 −2.833 2.123
H −5.898 −4.715 1.378
C −3.460 −1.216 1.778
C −3.989 −2.429 1.281
C −2.405 −0.596 1.144
C −3.438 −3.001 0.143
H −2.007 0.340 1.518
H −3.840 −3.921 −0.261
C −1.854 −1.179 0.004
C −2.374 −2.368 −0.492
H −1.034 −0.693 −0.508
H −1.950 −2.807 −1.386
C −5.105 0.601 2.558
H −5.648 0.936 3.445
H −4.389 1.386 2.307
C −9.084 −5.164 2.033
H −8.458 −5.577 1.237
H −9.849 −5.910 2.257
H −8.987 −1.630 −2.574
H −11.288 −3.260 −1.813
C −11.105 −2.848 −0.816
H −7.748 0.162 −4.184
H −13.728 −4.063 −0.544
C −9.365 −1.029 −1.755
H −6.309 1.959 −5.097
C −7.431 0.982 −3.551
C −13.622 −3.068 −0.127
C −10.373 −1.493 −0.918
C −12.415 −2.401 −0.189
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C −6.631 1.999 −4.063
C −8.791 0.220 −1.478
C −7.842 1.049 −2.226
C −14.717 −2.441 0.472
H −15.672 −2.949 0.511
C −10.965 −0.578 −0.019
C −12.286 −1.104 0.340
C −6.239 3.067 −3.262
C −9.104 0.906 −0.285
C −7.438 2.125 −1.413
H −5.623 3.854 −3.678
C −14.584 −1.169 1.017
C −10.290 0.586 0.364
C −13.368 −0.493 0.957
C −6.640 3.129 −1.926
C −8.061 2.012 −0.029
H −15.437 −0.695 1.488
H −10.665 1.190 1.182
H −13.277 0.503 1.371
H −6.329 3.962 −1.305
H −9.634 −4.471 −0.659
C −6.985 1.878 1.157
H −6.288 2.707 1.008
H −7.512 2.080 2.093
H −11.206 −4.852 0.007
H −8.574 2.950 0.207
H −9.086 −4.162 9.782
H −9.999 −6.276 8.904
C −8.661 −4.600 8.887
C −9.180 −5.789 8.391
C −7.600 −3.965 8.251
C −8.629 −6.372 7.251
H −7.198 −3.044 8.656
H −9.026 −7.309 6.877
C −7.048 −4.536 7.113
C −7.575 −5.750 6.617
H −2.604 0.045 4.219
C −5.912 −4.130 6.271
C −6.756 −6.232 5.424
H −5.139 −2.248 7.017
C −5.031 −3.036 6.279
C −5.758 −5.128 5.304
H 0.557 −2.838 1.868
C −4.007 −3.003 5.337
C −4.745 −5.116 4.392
C −2.872 −1.990 5.054
C −3.865 −4.065 4.425
H −4.623 −5.912 3.669
C −2.067 −2.701 3.973
C −2.683 −3.897 3.614

C −0.898 −2.314 3.346
C −2.148 −4.722 2.636
H −0.402 −1.388 3.606
H −2.639 −5.648 2.362
C −0.357 −3.134 2.363
C −0.976 −4.332 2.011
C −3.454 −0.624 4.373
C −7.582 −6.339 4.020
H −8.431 −7.009 4.174
H −6.922 −6.821 3.295
H 2.174 −5.743 3.752
H −6.518 −5.828 11.874
H −7.501 −7.906 10.993
C −6.232 −6.181 10.892
C −6.795 −7.352 10.390
C −5.311 −5.469 10.139
C −6.442 −7.831 9.132
H −4.861 −4.565 10.530
H −6.883 −8.750 8.765
C −4.954 −5.956 8.889
C −5.514 −7.135 8.383
C −3.942 −5.491 7.960
C −4.855 −7.503 7.051
H −3.307 −3.615 8.784
C −3.147 −4.367 8.023
C −3.797 −6.415 6.914
H 2.912 −3.556 4.612
C −2.153 −4.245 7.087
C −2.714 −6.351 6.057
C −1.192 −3.100 6.978
C −1.850 −5.266 6.179
H −2.535 −7.119 5.315
C −0.143 −3.681 6.034
C −0.562 −4.940 5.562
C 1.094 −3.179 5.692
C 0.265 −5.679 4.728
H 1.430 −2.223 6.076
H −0.047 −6.646 4.355
C 1.930 −3.931 4.869
C 1.513 −5.167 4.388
C −1.951 −1.797 6.361
C −5.928 −7.563 5.834
H −1.187 −1.050 6.136
H −2.578 −1.385 7.158
H −6.643 −8.349 6.086
H −5.386 −7.898 4.946
H 4.407 −6.258 6.902
H −4.715 −8.929 13.485
H −5.399 −10.822 12.064
C −4.394 −8.967 12.451
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C −4.785 −10.034 11.648
C −3.595 −7.948 11.940
C −4.385 −10.094 10.312
H −3.279 −7.128 12.574
H −4.695 −10.926 9.690
C −3.186 −8.012 10.614
C −3.589 −9.087 9.800
C −2.238 −7.181 9.867
C −2.968 −8.972 8.416
H −2.041 −5.333 10.966
C −1.665 −5.932 10.145
C −1.925 −7.865 8.672
H 4.641 −4.006 7.883
C −0.658 −5.466 9.309
C −0.740 −7.543 8.023
C 0.074 −4.111 9.208
C −0.065 −6.380 8.408
H −0.365 −8.146 7.204
C 1.384 −4.556 8.581
C 1.255 −5.852 8.049
C 2.591 −3.889 8.521
C 2.338 −6.462 7.431
H 2.696 −2.895 8.940
H 2.248 −7.458 7.016
C 3.686 −4.514 7.921
C 3.554 −5.785 7.373
C −4.045 −8.838 7.231
H −3.519 −9.039 6.295
H −4.741 −9.668 7.380
C −0.601 −2.879 8.417
H −1.399 −2.490 9.052
H 0.172 −2.107 8.386
H 0.256 −3.699 10.205
H −2.453 −9.908 8.178
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IF decamer:

H −11.032 −4.198 6.405
H −11.220 −6.529 5.565
C −10.214 −4.638 5.849
C −10.321 −5.959 5.372
C −9.054 −3.886 5.604
C −9.266 −6.541 4.649
H −8.973 −2.866 5.956
H −9.345 −7.556 4.282
C −8.021 −4.482 4.880
C −8.117 −5.783 4.412
H −3.847 −0.987 6.484
C −6.765 −3.914 4.433
C −6.880 −6.199 3.658
H −6.602 −2.002 5.470
C −6.169 −2.672 4.738
C −6.163 −4.845 3.585
H 0.524 −4.206 1.780
C −4.972 −2.349 4.074
C −5.057 −4.457 2.808
C −4.028 −1.160 4.284
C −4.513 −3.177 3.048
H −4.629 −5.123 2.071
C −3.183 −1.293 3.044
C −3.448 −2.472 2.364
C −2.234 −0.390 2.556
C −2.783 −2.803 1.184
H −2.027 0.533 3.082
H −3.005 −3.721 0.656
C −1.557 −0.701 1.365
C −1.828 −1.904 0.684
H −0.819 −0.014 0.971
H −1.300 −2.134 −0.232
H −9.057 −4.863 9.111
H −9.552 −7.169 8.327
C −8.357 −5.374 8.464
C −8.638 −6.680 8.019
C −7.173 −4.729 8.070
C −7.739 −7.353 7.173
H −6.955 −3.723 8.402
H −7.956 −8.353 6.823

C −6.295 −5.417 7.231
C −6.566 −6.698 6.782
H −2.471 −0.285 5.602
C −5.045 −4.987 6.644
C −5.479 −7.197 5.857
H −4.676 −3.035 7.512
C −4.341 −3.794 6.818
C −4.595 −5.987 5.788
H 1.144 −1.991 2.719
C −3.192 −3.620 6.031
C −3.476 −5.791 4.963
C −2.260 −2.445 6.022
C −2.811 −4.570 5.088
H −3.154 −6.540 4.253
C −1.367 −2.804 4.855
C −1.699 −4.040 4.330
C −0.334 −2.047 4.290
C −1.038 −4.572 3.222
H −0.072 −1.079 4.695
H −1.317 −5.534 2.813
C 0.347 −2.563 3.174
C −0.005 −3.819 2.641
C −3.146 −1.166 5.642
C −6.081 −7.403 4.388
H −6.762 −8.280 4.420
H −5.239 −7.684 3.721
H 2.271 −5.823 3.894
H −7.187 −5.852 11.491
H −7.823 −8.136 10.746
C −6.556 −6.386 10.792
C −6.917 −7.680 10.370
C −5.381 −5.784 10.312
C −6.108 −8.384 9.460
H −5.101 −4.789 10.630
H −6.387 −9.375 9.129
C −4.593 −6.502 9.411
C −4.943 −7.772 8.985
C −3.366 −6.122 8.748
C −3.944 −8.316 7.990
H −2.906 −4.151 9.535
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C −2.619 −4.944 8.858
C −2.994 −7.155 7.890
H 2.962 −3.578 4.706
C −1.492 −4.830 8.029
C −1.877 −7.034 7.049
C −0.534 −3.673 7.938
C −1.153 −5.839 7.130
H −1.601 −7.819 6.358
C 0.363 −4.145 6.817
C −0.010 −5.398 6.362
C 1.441 −3.470 6.233
C 0.657 −6.029 5.310
H 1.735 −2.490 6.584
H 0.349 −7.004 4.958
C 2.128 −4.086 5.173
C 1.737 −5.359 4.712
C −1.386 −2.371 7.418
C −4.684 −8.473 6.534
H −0.675 −1.524 7.318
H −2.092 −2.101 8.231
H −5.410 −9.309 6.614
H −3.906 −8.795 5.810
H 3.988 −7.244 6.016
H −5.392 −6.962 13.731
H −6.097 −9.233 13.010
C −4.802 −7.503 13.003
C −5.202 −8.791 12.594
C −3.642 −6.917 12.471
C −4.446 −9.504 11.647
H −3.331 −5.928 12.779
H −4.753 −10.491 11.329
C −2.907 −7.645 11.533
C −3.294 −8.909 11.122
C −1.699 −7.285 10.824
C −2.344 −9.474 10.091
H −1.195 −5.307 11.571
C −0.933 −6.114 10.900
C −1.367 −8.333 9.967
H 4.717 −4.989 6.766
C 0.184 −6.031 10.054
C −0.254 −8.247 9.117
C 1.160 −4.890 9.929
C 0.500 −7.068 9.178
H 0.002 −9.050 8.438
C 2.060 −5.418 8.836
C 1.664 −6.677 8.414
C 3.166 −4.791 8.253
C 2.338 −7.360 7.400
H 3.479 −3.807 8.579
H 2.015 −8.340 7.077

C 3.860 −5.460 7.231
C 3.447 −6.738 6.805
C −3.153 −9.614 8.653
H −2.414 −9.964 7.900
H −3.899 −10.428 8.770
C 0.339 −3.576 9.344
H −0.363 −3.252 10.141
H 1.076 −2.755 9.215
H 10.969 −12.087 14.699
H 9.174 −10.978 12.458
H 7.114 −12.012 13.410
H 7.424 −9.799 10.284
H 12.839 −13.075 17.079
H 8.884 −13.151 15.559
H 10.738 −14.216 17.787
H 5.389 −10.830 11.291
C 10.338 −11.553 15.397
H 7.630 −16.954 19.703
H 0.790 −12.328 12.033
C 8.584 −10.437 13.186
C 7.424 −11.023 13.718
H 2.452 −13.512 14.060
C 9.164 −12.156 15.877
H 5.875 −15.840 17.956
H 4.145 −14.689 16.046
C 6.859 −9.260 11.033
H 8.393 −17.725 21.984
C 12.139 −12.565 17.726
H 4.977 −12.633 14.617
H −0.670 −12.767 12.954
H 6.254 −17.657 20.584
C 10.955 −13.210 18.119
C 5.714 −9.844 11.597
H 12.756 −15.073 20.233
H 8.459 −14.905 18.676
C 6.929 −16.775 20.545
C 0.085 −11.966 12.811
H 10.385 −15.938 20.719
H 3.295 −11.455 12.567
H 1.636 −10.260 10.507
H 3.692 −9.608 9.184
H 6.688 −13.790 16.653
H 1.001 −13.968 14.988
H 11.605 −9.803 15.445
H 14.814 −13.739 19.785
C 1.751 −13.162 14.847
C 10.698 −10.259 15.820
H 4.458 −16.418 18.869
C 5.169 −15.570 18.770
H 5.811 −18.476 23.104

173

SPYROULL
A A. M

AVROMMATI



C 3.443 −14.366 16.844
H 2.706 −15.187 16.972
C 7.811 −16.782 21.903
C 8.984 −9.149 13.595
C −0.709 −10.651 12.171
H −3.090 −11.661 13.467
H 5.700 −8.558 8.143
H 9.879 −8.707 13.180
C 12.836 −14.053 20.585
C 4.715 −11.826 15.288
C 8.123 −14.146 19.370
C 7.277 −7.976 11.437
C 9.951 −15.269 21.450
C 6.689 −10.296 14.656
C 4.021 −8.625 9.494
C 3.045 −10.643 13.237
C 13.996 −13.300 20.341
C 12.419 −11.258 18.172
C 1.388 −9.449 11.179
H 8.161 −7.535 10.996
C 0.947 −11.845 14.228
C 6.042 −15.497 20.166
C 8.375 −11.438 16.778
C 6.401 −12.997 17.331
H 13.334 −10.770 17.864
C 2.622 −13.052 16.259
C 10.077 −12.522 18.958
C 5.151 −8.029 8.910
C 5.010 −9.119 12.560
C 6.017 −17.554 23.631
C 8.754 −15.592 22.114
C 4.317 −14.268 18.250
C −2.771 −10.676 13.780
C 5.481 −10.656 15.365
C 0.277 −9.520 12.034
C 6.965 −16.650 23.143
C 3.598 −11.911 16.134
C −1.632 −10.084 13.224
C 8.827 −12.954 19.545
C 6.974 −14.321 20.157
C 1.933 −10.713 14.091
C 3.818 −9.475 13.297
C 7.148 −11.819 17.441
C 9.889 −9.556 16.730
H −1.405 −12.875 15.560
C 11.802 −13.458 21.310
C 8.228 −8.436 14.542
C 5.274 −13.112 18.159
C 10.547 −14.026 21.756
H 3.855 −16.864 21.491

C 3.336 −7.913 10.481
C 2.157 −8.279 11.235
C 7.076 −9.031 15.067
C 8.725 −10.168 17.205
C 6.552 −7.265 12.409
H 2.047 −15.453 19.603
C 5.339 −17.243 24.821
C 14.102 −11.980 20.819
H 4.602 −17.931 25.215
C 11.520 −10.586 19.017
C 5.413 −7.857 12.965
C 0.040 −11.288 15.300
C 10.347 −11.242 19.407
C 5.149 −15.139 21.332
H 0.304 −14.135 17.609
C −1.084 −11.891 15.874
C −3.495 −9.965 14.752
C 5.572 −6.748 9.319
H −4.379 −10.406 15.193
C 4.117 −15.896 21.897
C 1.722 −12.524 17.352
H 15.001 −11.409 20.626
C 3.419 −13.798 19.371
C 8.295 −14.765 23.140
C 7.230 −15.471 23.823
H 10.168 −8.564 17.061
C −0.036 −8.466 12.891
C 5.149 −9.608 16.222
C 2.342 −14.473 19.954
H 6.444 −6.298 8.863
C −1.228 −8.822 13.628
C 0.616 −13.152 17.935
C 3.281 −10.873 17.010
H 8.535 −7.449 14.861
C 6.593 −13.372 21.100
C 8.376 −11.954 20.401
C 3.504 −8.421 14.155
C 1.624 −9.662 14.954
C 11.897 −12.157 21.778
C 6.776 −10.786 18.299
C 3.742 −6.653 10.888
H 6.872 −6.280 12.722
C 9.944 −13.096 22.604
C 4.935 −12.103 19.058
C 13.047 −11.398 21.542
C 6.125 −8.467 16.098
C 1.849 −7.228 12.098
H 11.737 −9.586 19.367
C 4.866 −6.051 10.314
C 5.609 −16.041 25.503

174

SPYROULL
A A. M

AVROMMATI



C 5.481 −13.903 21.858
C 0.446 −10.028 15.708
C 7.725 −9.624 18.199
C 4.035 −9.694 17.072
C 2.118 −11.265 17.774
C 4.491 −7.290 14.018
C 9.259 −10.744 20.332
C 8.838 −13.485 23.381
C −1.790 −11.194 16.870
C 6.564 −15.140 25.004
C −3.077 −8.681 15.156
C 7.257 −12.151 21.225
C 3.792 −12.544 19.826
C 0.737 −7.298 12.951
C 3.435 −15.381 23.013
C 2.393 −8.492 15.009
C 5.658 −10.908 19.140
C −1.932 −8.097 14.592
H −2.662 −11.644 17.325
C 10.660 −11.742 22.532
C 1.654 −13.857 21.014
H 2.638 −15.954 23.467
C 2.834 −6.096 11.960
C 6.933 −8.326 17.537
C 5.334 −7.159 15.444
C −0.079 −12.483 18.957
C 8.464 −9.468 19.656
H 0.820 −14.365 21.481
H 5.081 −15.811 26.419
H 13.125 −10.383 21.909
C 9.861 −10.538 21.802
C 3.696 −5.975 13.378
H 7.679 −7.512 17.420
H 5.187 −5.066 10.629
C 4.819 −13.371 22.966
H 6.088 −6.356 15.308
C −0.239 −9.317 16.695
H −3.642 −8.142 15.905
H −0.935 −12.954 19.422
H 9.190 −8.632 19.576

C −1.369 −9.912 17.278
C 3.786 −14.125 23.546
H 3.779 −8.892 17.751
H 6.786 −14.223 25.532
C 1.444 −10.583 18.788
H 8.409 −12.819 24.118
C 3.125 −11.914 20.879
H 6.934 −11.402 21.936
H 0.487 −6.486 13.621
H 2.145 −7.681 15.681
H −1.607 −7.111 14.897
C 2.045 −12.585 21.476
H 4.452 −5.175 13.234
H 10.968 −11.440 23.556
H 10.542 −9.661 21.770
H 5.382 −10.123 19.831
C 0.334 −11.205 19.383
H 6.195 −7.977 18.289
H 4.617 −6.797 16.212
H 7.686 −9.146 20.380
H 9.019 −10.257 22.469
H 2.991 −5.613 14.155
H 5.098 −12.409 23.375
H 0.090 −8.334 17.005
H 1.767 −9.602 19.112
H −1.919 −9.384 18.046
H 3.257 −13.739 24.407
H 3.432 −10.939 21.231
H 1.511 −12.121 22.294
H −0.207 −10.699 20.172
C −1.553 −10.782 10.745
C 2.031 −4.780 11.341
H 1.330 −4.429 12.127
H 2.781 −3.973 11.199
H −2.307 −11.585 10.881
H −0.836 −11.144 9.977
H −7.188 −6.501 2.634
H −4.609 −0.217 4.203
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CHAPTER 9

Triplet excitation energy transfer between quantum

dots and organic molecules

9.1 Introduction

In this chapter we describe our work related to triplet exciton transfer (TET)

between nanocrystals (NCs) and molecules. We investigate the TET mechanisms of di-

rect Dexter energy transfer (DET) and sequential charge-transfer (CT) between a CdSe

nanoparticle (NP) triplet sensitizer, and a modified structure of boron dipyrromethene

(BODIPY) acceptor, linked to the NP. The TET kinetics in CdSe-BODIPY systems

was recently reported by T. Lian and his co-workers ((a) Jin, T.; Uhlikova, N.; Xu,

Z.; Zhu, Y.; Huang, Y.; Egap, E.; Lian. T. J. Chem. Phys. 2019, 151,241101. (b)

Jin, T.; Uhlikova, N.; Xu, Z.; Zhu, Y.; Huang, Y.; Egap, E.; Lian. T. J. Chem. Phys.

2020, 152, 214702.) The authors performed transient absorption spectroscopic (TAS)

measurements and explored the different transport pathways to the formation of triplet

excitons (TE’s) in BODIPY following photoexcitation of the CdSe NP. These path-

ways (transport mechanisms) are described as direct, and CT in order to characterize

the intermediate states that are mediating TET. In the direct mechanism the ∗D TE

transfers to the A without visiting an intermediate excited state (D holds for donor

and A for the acceptor), i.e.,
3D∗A→ D 3A∗. (9.1)

The interaction matrix element for this transition is

⟨3D∗A|ĥ(2e)|D 3A∗⟩ = −(ψD∗ψA∗|ψDψA), (9.2)

see eq. 2.61c in section 2.5.3 for details. In a CT mechanism, the D TE transfers to

the A via a CT exciton state such that

3D∗A
ET
==⇒ D+A− HT

==⇒ D 3A∗, (9.3)
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i.e., electron transfer (ET) followed by hole transfer (HT), or

3D∗A
HT
==⇒ D−A+ ET

==⇒ D 3A∗, (9.4)

i.e., HT followed by ET. The ET interaction matrix element is given by

⟨D∗|ĥ(1e)|A∗⟩ = V e
D∗A∗ , (9.5)

whereas the HT interaction matrix element is given by

⟨D|ĥ(1e)|A⟩ = −V h
DA, (9.6)

see eqs. 2.68 and 2.70 in section 2.5.4 for details. However, the physical origins of

these TET mechanisms are still unclear for this particular system. In order to better

understand these mechanisms, we examine the electronic-structure properties of the

triplet excited states, and the opto-electronic properties of the CdSe-BODIPY assembly

using theoretical methods and ab-initio quantum chemical computations, in order to

better understand these mechanisms. This work is in collaboration with the group of

Prof. D. N. Beratan at Duke University USA and it is still in progress.

9.2 A brief description of the experimental observation

In the experiment, the authors photoexcited the CdSe quantum dot (QD), and

using transient absorption (pump-probe) spectroscopy, they found that the direct DET

pathway from the QD to the BODIPY does not contribute to TET (see figure 9.1(a)).

They claim that the sequential CT pathways from the excited QD state to the triplet

BODIPY state dominates the kinetics.259

The schematic diagram of figure 9.1(b) shows the three proposed pathways to the

formation of triplet excited states on the acceptor molecule following photoexcitation

of the donor QD. The triplet excitons in the acceptor moiety can be created through

DET from the QD triplet state which is generated via intersystem crossing (ISC) from

the singlet QD states i.e.,

3QD∗ − BODIPY → QD− 3BODIPY∗. (9.7)

The CT pathways as proposed in the paper are as follows (see figure 9.1(b)):

1QD∗ − BODIPY
FRET
====⇒ QD− 1BODIPY∗ ET

==⇒ QD− − BODIPY+

ET
==⇒ QD− 3BODIPY∗

(9.8a)

1QD∗ − BODIPY
HT
==⇒ QD− − BODIPY+ ET

==⇒ QD− 3BODIPY∗ (9.8b)
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Figure 9.1: (a) Schematic representation of the TET pathways in the CdSe-BODIPY sys-
tem. The BODIPY molecule is attached to the spherical surface of the CdSe NC via oxy-
gen atoms. The QD is photo-excited at 500 nm to trigger TET to the BODIPY acceptor.
According to the experimental results, TET is favored via sequential CT. (b) Schematic
diagram demonstrating the possible triplet formation pathways in the QD-BODIPY com-
plex: (i) DET pathway (QD∗-BODIPY→QD-3BODIPY∗) [black arrow (1)], (ii) FRET QD∗-
BODIPY→QD-1BODIPY∗ followed by ET QD-1BODIPY∗ →QD−-BODIPY+ and back ET
QD−-BODIPY+ →QD-3BODIPY∗ [blue and yellow arrows (2)], (iii) hole transfer QD∗-
BODIPY →QD−-BODIPY+ followed by ET QD−-BODIPY+ →QD-3BODIPY∗ [green and
yellow arrows (3)].

where FRET holds for Förster resonance energy transfer (see eq. 2.60 in section 2.5.3).

There is evidence that the QD− −BODIPY+ intermediate state involves an ISC tran-

sition from the singlet 1(QD− − BODIPY+) state to the triplet 3(QD− − BODIPY+)

state, i.e.,
1(QD− − BODIPY+)

ISC
==⇒ 3(QD− − BODIPY+). (9.9)

The mechanism of this transition is not yet resolved.260

The authors measured the optical spectrum of the free QD, the free BODIPY

and the QD-BODIPY system. They found that the absorption peak of BODIPY is

centered at 656 nm and they attributed it to the transition from the ground to the

first singlet excited state of the molecule (S0 → S1). The QD absorbes at 584 nm

and this absorption is attributed to the lowest valence-to-conduction band transition

(1S3/2 →1Se).
259–261 At 500 nm there is negligible absorption of BODIPY. Therefore,

the QD is selectively photoexcited using 500 nm laser pulse to sensitize the TET to

the acceptor (see figure 1 in ref. 259).

The authors performed TAS measurements and the transient absorption spectral

evolution were fitted to obtain the kinetics of each species. From the fitting they derived

the rate constants for all the transitions, as shown in figure 9.1(b). Their results showed

that within 1 nsec 80% of the excitons undergo fast FRET (pathway (2) in figure 9.1(b))

and HT (pathway (3) in figure 9.1(b)). Only 20% of the excitons remain in the QD.

The triplet excited-state population in BODIPY begins after ∼1 nsec. This means

that the FRET and HT processes out-compete the direct DET pathway (pathway (1)
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PBE PBE0 CAMY-B3LYP

Λ ∆r(Å) Λ ∆r(Å) Λ ∆r(Å)

S1 0.75 1.17 0.73 1.07 0.71 1.12

Table 9.1: TD-DFT diagnostic indices Λ and ∆r computed using three different methods:
PBE, PBE0 and CAMY-B3LYP for the BODIPY molecule. The diagnostic tool indicates
that the S0 → S1 transition is local (for details see section 6.6).

in figure 9.1(b)). Therefore, the main pathway to the formation of TE in BODIPY,

as claimed by the authors, involves the charge-separated (CS) intermediate state (see

figure 9.1(b) and ref. 259 with the related supplementary material).

9.3 Theoretical computations on the molecule and the QD

Our first goal is to simulate the absorption spectrum of the BODIPY molecule

and the QD, and compare with the experiment. The choice of an appropriate DFT

functional to describe the optical excitations of the BODIPY molecule, requires exam-

ining the CT characteristics of the lowest-lying BODIPY excited states by computing

the so-called metric of the electronic excited states (see details in section 6.6). This

includes the calculation of the Λ- and ∆r-indices.120,121 The combination of these two

quantities characterizes the type of the excitation transition (local or CT) and their

values are associated with the choice of an appropriate functional. To compute the

metric of the excited states for the BODIPY molecule, we use the Amsterdam Density

Functional (ADF) program package94 and we compute the Λ- and ∆r-indices for each

of the lowest-lying excited states. This is done at three different DFT levels of the-

ory: the generalized gradient approximation (GGA) method with the PBE functional,

the global hybrid (GH) method with the PBE0 functional, and the range-separated

(RS) method with the CAMY-B3LYP functional). We use the TZ2P basis set, and

the ground-state geometries are initially optimized at the same level of theory as the

computations of the excited-state indices. The diagnostics Λ and ∆r show that the

first singlet excited state (which leads to the absorption peak of interest) describes a

local HOMO-LUMO transition. Conventional DFT methods such as GGA and pure

GH (∼20-25% Hartree-Fock (HF) exchange) are adequate for its description (see table

9.1).121,156

For the computation of the absorption spectrum of the BODIPY molecule we

choose the B3LYP functional combined with TZ2P basis set, and Grimme’s D3 disper-

sion corrections using Becke-Johnson damping are included. Solvents effects are also

included via the COSMO (“COnductor-like Screening MOdel”) using the dielectric

constant (ϵ = 2.38) for toluene. The computed absorption band is centered at 644nm

(1.93 eV). This is in good agreement with the experimental absorption band which is

centered at 656nm (1.89 eV) with ∼10 nm deviation from the experimental absorptive
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𝝀𝑺𝟎→𝑺𝟏 = 644 nm

ε(𝝀𝑺𝟎→𝑺𝟏) = 3.14× 𝟏𝟎𝟓Μ-1cm-1

FWHM = 25 nm

HOMO                                                             LUMO

99%

Figure 9.2: Calculated absorption spectrum of the BODIPY molecule computed at the
B3LYP/TZ2P level of theory using FWHM = 25 nm. The first absorption peak is centered
at 644 nm and it is attributed to the transition S0 → S1. This transition is of HOMO→LUMO
character.

peak [see figure 9.2]. The computed absorption peak is broadened at FWHM = 25 nm

(same as the experimental). Using the calculated oscillator strength, in combination

with the FWHM and the excitation energy, we estimated the extinction coefficient

via eq. 6.37. The computed extinction coefficient (3.14 × 105 M−5cm−1) is in good

agreement with the experimental one (9.18× 104 M−5cm−1).

The experimental absorption spectrum of CdSe QD shows that the first ab-

sorption band is centered at 584nm (2.12eV). From this excitonic absorption peak

wavelength λwav, we can estimate the size of the QD of the experiment, using the

equation262

d(nm) = (1.6122× 10−9)λ4wav − (2.6575× 10−6)λ3wav + (1.6242× 10−3)λ2wav

− (4.2770× 10−1)λwav + 41.57.
(9.10)

d is the diameter of the spherical QD and λwav is the wavelength. For λwav = 584 nm,

we deduce that the diameter of the QD used in the experiment of ref. 259 is ∼4 nm.

As a reference QD structure for our computations, we use those studied by M.

V. Kovalenko and his co-workers in their recent paper.263 This CdSe NP is spherical

with diameter 2.5 nm. The surface ligands are replaced by Chlorine atoms which are

electronically similar to oleate capping groups (see figure 9.3(a)). We do not use a

larger QD (e.g., ∼4 nm diameter as in the experiment of ref. 259) in order to reduce

computational cost. First, we perform a ground-state computation at the PBE/TZP

level of theory with ADF, to estimate the HOMO and LUMO orbital densities. These

results show that the LUMO orbital is delocalized over the entire spherical QD (see
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FWHM = 25 nm

D = 2.5 nm

CdSe QD

HOMOQD

LUMOQD

(a)                                                                       (c)

(b)

Figure 9.3: (a) Molecular structure of the CdSe NP of 2.5 nm diameter (see ref. 263).
(b) Absorption spectrum of CdSe QD computed at sTDA/TZP level of theory. (c) Frontier
molecular orbitals of the CdSe QD.

figure 9.3). The absorption peak of CdSe QD corresponds to the 1S3/2 →Se excitation.

The 1Se energy level implies that the electron density has a spherical symmetry, in

accordance with our computations (see figure 9.3(c)).

The ionization potential (IP) of CdSe QDs passivated with oleic acid ligands

(2.0 - 4.5 nm diameter size), is 6.2 - 6.6 eV.264–267 Our computed IP energy is ∼6 eV

which is slightly lower than the experimental observations of refs. 264–267. We also

perform excited state calculations using the simplified Tamm-Dancoff approximation

(sTDA) as implemented in the ADF program package. The computation uses the

PBE functional in combination with the TZP basis set. The computed absorption

band is centered at 783 nm (1.58 eV) which is ∼200 nm red-shifted compared to the

experimental absorption peak which is centered at 584 nm (2.12 eV) [see figure 9.3(b)].

According to eq. 9.10, for a spherical QD of 2.5 nm diameter, the expected center of

the absorption peak is at 515 nm. The computed absorption peak using sTDA largely

deviates from the expected value.

9.4 Conclusions and future work

Our future plans for this project are: (a) to improve our computations of the optical

properties and excited states of the NP, e.g., by using TD-DFT instead of approximate

methods, (b) to explore the triplet exciton structure of QD-BODIPY complex, (c) to

explore using kinetic models the dynamics of ET/HT and TET processes as shown

in figure 9.1 and (d) to explain whether the favored mechanism for TET in the QD-

molecule interface is sequential TET via a CT intermediate state, or the direct DET.
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CHAPTER 10

Conclusions

In the present thesis we explored the mechanisms of triplet energy transfer

(TET) and charge transfer (CT) in molecules. We explained an experimental observa-

tion about direct optical excitation of an organic molecule from its singlet ground state

to its triplet excited states. The time-resolved electron paramagnetic resonance (TR-

EPR) experiments that were performed on this molecule, showed that the TR-EPR

signals had intensities of similar magnitude when the molecule was optically excited

in its highly absorbing region and in its non-absorbing region. To explain these obser-

vations we proposed two different pathways to the formation of triplet excited states

in this molecule. The first one via direct optical excitation from the singlet ground

state (S0 → Tm), and the second one via indirect optical excitation, namely through

intersystem crossing (ISC) from the photoexcited singlet state (S0 → Sn
ISC−−→ Tm). We

first performed relativistic ab-initio quantum chemical computations to calculate the

absorption coefficient (absorbance) for direct optical excitation S0 → Tm. Using the

computed absorption coefficient we estimated the population transfer from the ground

state to the triplet excited states. To model the indirect optical excitation pathway

(S0 → Sn
ISC−−→ Tm) we wrote a code in MATLAB to compute the ISC rates using as

input the normal mode frequencies and the reorganization energies for the relevant sin-

glet and triplet excited states, computed at the ab-initio level. The computed ISC rates

were used to estimate the population transfer to the triplet excited states via indirect

optical excitation. We found that upon photoexcitation within and below the optical

absorption band, a measurable number of molecules (given the TR-EPR sensitivity) is

created directly from the singlet ground state to the triplet excited states, even though

the spin-orbit coupling interaction is weak. After optical excitation, these initial triplet

populations do not substantially change, since the computed ISC rates are very slow.

Thus, the initial triplet populations created for the two optical excitation regions are

similar. This conclusion explains why the TR-EPR signal intensities obtained for the

two excitation regions were of similar magnitude. This work was published in the Jour-
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nal of Chemical Physics [Mavrommati, S. A.; Skourtis, S. S. J. chem. Phys. 2020,

152, 044304.]

In another project described in this thesis, we proposed design rules for building

molecular wires that can be used as bridges linking triplet-exciton donors and accep-

tors, and that support fast and efficient coherent TET over long distances even at room

temperature. Based on the design principles, the bridges should be homopolymeric,

in π-stacked geometry, rigid without structural disorder and with low inner-sphere re-

organization energy for triplet-exciton formation within each monomer. We suggested

several polymer structures as TET wires, and for these structures we modeled TET.

We computed the monomer-to-monomer TET coupling by ab-initio and molecular-

dynamic simulations, and modeled the TET times using a tight-binding model and the

Liouville equation for the density matrix, in order to include relaxation effects. We

found that the monomer-to-monomer TET coupling for the proposed structures is large

(i.e., ∼ 0.1 eV) and that the triplet excitons are fully delocalized on the whole bridge,

even at room temperature. The predicted time for TET from the first monomer to the

last monomer can be as fast as 2 psec for bridge lengths as long as 50 chromophore

units. This work was published in the Journal of Physical Chemisty letters (Mavrom-

mati, S. A.; Skourtis, S. S. J. Phys. Chem. Lett., 2022, 13, 9679-9687.)

In the thesis, we also described computations of CT transition rates in organic

molecules using quantum mechanical approaches for describing the vibrational modes

of the molecules, and comparing them to classical approximations. As an example, we

computed the hole-transfer rate between two guanine molecules using ab-initio com-

putations and our MATLAB code. The rate computed quantum mechanically at room

temperature, was found to be approximately two orders of magnitude greater than

the rate computed using the classical Marcus formula. Moreover, the rate computed

quantum mechanically was largely temperature independent, but the rate computed

using the classical approximation showed strong temperature dependence. Our results

suggest that the classical Marcus formula might be highly inaccurate in describing CT

rates in small organic molecules in dry environments (e.g., molecular junctions). This

is because the majority of normal modes are high frequency and they remain quan-

tum at room temperature. In many interpretations of molecular junction experiments,

Marcus theory is assumed, and this may be incorrect.

Finally, the thesis also includes modeling of TET between nanoparticles (NPs)

and an organic molecules. This work was motivated by experiments on CdSe NP linked

to the BODIPY organic molecule.
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(10) May, V.; Kühn, O. Charge and Energy Transfer Dynamics in Molecular Systems ;

John Wiley & Sons, 2011.

(11) Siebbeles, L. D.; Grozema, F. C. Charge and Exciton Transport Through Molec-

ular Wires ; John Wiley & Sons, 2011.

(12) Klessinger, M.; Michl, J. Excited States and Photochemistry of Organic

Molecules ; VCH publishers, 1995.

(13) Van Amerongen, H.; Van Grondelle, R., et al. Photosynthetic Excitons ; World

Scientific, 2000.

(14) Valkunas, L.; Abramavicius, D.; Mancal, T. Molecular Excitation Dynamics and

Relaxation: Quantum Theory and Spectroscopy ; John Wiley & Sons, 2013.

(15) Roundhill, D. M. Photochemistry and Photophysics of Metal Complexes ;

Springer Science & Business Media, 2013.

(16) Skourtis, S. S.; Beratan, D. N.; Eds, Biological pathways for electrons, photons

and photo-excitations. Current Opinion in Chemical Biology 2018, 47, A1–A3.

(17) Vo-Dinh, T., et al. Handbook of Spectroscopy ; John Wiley & Sons, 2006.

(18) Forbes, M. D.; Jarocha, L. E.; Sim, S.; Tarasov, V. F. Time-resolved electron

paramagnetic resonance spectroscopy: history, technique, and application to

supramolecular and macromolecular chemistry. Advances in Physical Organic

Chemistry 2013, 47, 1–83.

(19) McGlynn, S. P.; Azumi, T.; Kinoshita, M., et al. Molecular Spectroscopy of the

Triplet State; Prenice-Hall, 1969.

(20) Turro, N. J.; Ramamurthy, V.; Scaiano, J. C., et al. Modern Molecular Photo-

chemistry of Organic Molecules ; University Science Books Sausalito, CA, 2010;

Vol. 188.

(21) Scholes, G. D. Long-range resonance energy transfer in molecular systems. An-

nual Review of Physical Chemistry 2003, 54, 57–87.

(22) Fassioli, F.; Dinshaw, R.; Arpin, P. C.; Scholes, G. D. Photosynthetic light

harvesting: excitons and coherence. Journal of the Royal Society Interface 2014,

11, 20130901.

185

SPYROULL
A A. M

AVROMMATI



(23) Casanova, D. Theoretical modeling of singlet fission. Chemical Reviews 2018,

118, 7164–7207.

(24) Li, X.; Huang, Z.; Zavala, R.; Tang, M. L. Distance-dependent triplet energy

transfer between CdSe nanocrystals and surface bound anthracene. The Journal

of Physical Chemistry Letters 2016, 7, 1955–1959.

(25) Huang, Z.; Xu, Z.; Huang, T.; Gray, V.; Moth-Poulsen, K.; Lian, T.; Tang, M. L.

Evolution from tunneling to hopping mediated triplet energy transfer from quan-

tum dots to molecules. Journal of the American Chemical Society 2020, 142,

17581–17588.

(26) Lai, R.; Liu, Y.; Luo, X.; Chen, L.; Han, Y.; Lv, M.; Liang, G.; Chen, J.;

Zhang, C.; Di, D., et al. Shallow distance-dependent triplet energy migration

mediated by endothermic charge-transfer. Nature Communications 2021, 12,

1–9.

(27) Scholes, G. D. Limits of exciton delocalization in molecular aggregates. Faraday

Discussions 2020, 221, 265–280.

(28) Giannini, S.; Peng, W.-T.; Cupellini, L.; Padula, D.; Carof, A.; Blumberger, J.

Exciton transport in molecular organic semiconductors boosted by transient

quantum delocalization. Nature Communications 2022, 13, 1–13.

(29) Dirac, P. A. M. The quantum theory of the emission and absorption of radiation.

Proceedings of the Royal Society of London. Series A, Containing Papers of a

Mathematical and Physical Character 1927, 114, 243–265.

(30) Fermi, E. Nuclear Physics ; University of Chicago Press, 1950.

(31) DeVault, D. Quantum-mechanical Tunnelling in Biological Systems ; Cambridge

University Press, 1984.

(32) Atkins, P. W.; Friedman, R. S.Molecular Quantum Mechanics ; Oxford university

press, 2011.

(33) Petrenko, T.; Neese, F. Analysis and prediction of absorption band shapes, fluo-

rescence band shapes, resonance Raman intensities, and excitation profiles using

the time-dependent theory of electronic spectroscopy. The Journal of Chemical

Physics 2007, 127, 164319.

(34) Petrenko, T.; Krylova, O.; Neese, F.; Sokolowski, M. Optical absorption and

emission properties of rubrene: insight from a combined experimental and the-

oretical study. New Journal of Physics 2009, 11, 015001.

(35) Petrenko, T.; Neese, F. Efficient and automatic calculation of optical band shapes

and resonance Raman spectra for larger molecules within the independent mode

186

SPYROULL
A A. M

AVROMMATI



displaced harmonic oscillator model. The Journal of Chemical Physics 2012,

137, 234107.

(36) Chan, C.-K.; Page, J. Temperature effects in the time-correlator theory of reso-

nance Raman scattering. The Journal of Chemical Physics 1983, 79, 5234–5250.

(37) Marcus, R. A.; Sutin, N. Electron transfer in chemistry and biology. Biochimica

et Biophysica Acta-Reviews on Bioenergetics 1985, 811, 265–322.

(38) Kuznetsov, A. M.; Ulstrup, J. Electron Transfer in Chemistry and Biology: An

Introduction to the Theory ; John Wiley & Sons, 1999.

(39) Jortner, J.; Bixon, M.; Prigogine, I.; Rice, S. A. Electron Transfer: From Isolated

Molecules to Biomolecules ; John Wiley & Sons, 1999.

(40) Balzani, V.; Piotrowiak, P.; Rodgers, M.; Mattay, J.; Astruc, D., et al. Electron

Transfer in Chemistry ; Wiley-VCH Weinheim, 2001; Vol. 1.

(41) Mohseni, M.; Omar, Y.; Engel, G. S.; Plenio, M. B. Quantum Effects in Biology ;

Cambridge University Press, 2014.

(42) Blumberger, J. Recent advances in the theory and molecular simulation of bio-

logical electron transfer reactions. Chemical Reviews 2015, 115, 11191–11238.

(43) Mukamel, S. Principles of Nonlinear Optical Spectroscopy ; Oxford University

Press, 1995.

(44) Fox, M. Optical Properties of Solids ; Oxford University Press, 2010.

(45) Schatz, G. C.; Ratner, M. A. Quantum Mechanics in Chemistry ; Courier Cor-

poration, 2002.

(46) Rulliere, C., et al. Femtosecond Laser Pulses ; Springer, 2005.

(47) Parson, W. W. Modern Optical Spectroscopy: with Exercises and Examples from

Biophysics and Biochemistry ; Springer, 2007; Vol. 2.

(48) Griffiths, D. J.; Schroeter, D. F. Introduction to Quantum Mechanics ; Cambridge

university press, 2018.

(49) Szabo, A.; Ostlund, N. S.Modern Quantum Chemistry: Introduction to Advanced

Electronic Structure Theory ; Courier Corporation, 2012; Chapter 2.

(50) Antoniou, P. F. Controlling Electron and Exciton Transfer Paths in Molecular

Systems ; University of Cyprus, 2017.

(51) McGlynn, S. P. Introduction to Applied Quantum Chemistry ; Holt Rinehart &

Winston, 1971.

187

SPYROULL
A A. M

AVROMMATI



(52) Dyall, K. G.; Fægri Jr, K. Introduction to Relativistic Quantum Chemistry ;

Oxford University Press, 2007.

(53) Marian, C. M. Spin–orbit coupling and intersystem crossing in molecules. Wiley

Interdisciplinary Reviews: Computational Molecular Science 2012, 2, 187–203.

(54) Miraglia Franco de Carvalho, F. Nonadiabatic Dynamics with Spin-orbit Cou-

plings ; EPFL, 2017.

(55) McClure, D. S. Spin-orbit interaction in aromatic molecules. The Journal of

Chemical Physics 1952, 20, 682–686.

(56) Lawetz, V.; Orlandi, G.; Siebrand, W. Theory of intersystem crossing in aromatic

hydrocarbons. The Journal of Chemical Physics 1972, 56, 4058–4072.

(57) Penfold, T. J.; Gindensperger, E.; Daniel, C.; Marian, C. M. Spin-vibronic mech-

anism for intersystem crossing. Chemical Reviews 2018, 118, 6975–7025.

(58) Sidman, J. W. Spin-orbit coupling in the 3A2 −1A1 transition of formaldehyde.

The Journal of Chemical Physics 1958, 29, 644–652.

(59) Clementi, E.; Kasha, M. Spin-orbital interaction in N-heterocyclic molecules

general results in a cylindrical potential approximation. Journal of Molecular

Spectroscopy 1958, 2, 297–307.

(60) El-Sayed, M. Spin-orbit coupling and the radiationless processes in nitrogen het-

erocyclics. The Journal of Chemical Physics 1963, 38, 2834–2838.

(61) Masmanidis, C.; Jaffe, H.; Ellis, R. Spin-orbit coupling in organic molecules. The

Journal of Physical Chemistry 1975, 79, 2052–2061.

(62) Mizushima, M.; Koide, S. On the lifetime of the lower triplet states of benzene.

The Journal of Chemical Physics 1952, 20, 765–769.

(63) Cohen-Tannoudji, C.; Dupont-Roc, J.; Grynberg, G. Atom–Photon Interactions:

Basic Processes and Applications ; Wiley-VCH Weinheim, 1998.

(64) Schlosshauer, M. A. Decoherence and the Quantum-to-Classical Transition;

Springer Science & Business Media, 2007.

(65) Boyd, R. W. Nonlinear Optics ; Academic press, 2020.

(66) Atherton, N. M. Principles of Electron Spin Resonance; Ellis Horwood and Pren-

tice Hall, 1993.

(67) Schweiger, A.; Jeschke, G. Principles of Pulse Electron Paramagnetic Resonance;

Oxford University Press on Demand, 2001.

(68) Weil, J. A.; Bolton, J. R. Electron Paramagnetic Resonance: Elementary Theory

and Practical Applications ; John Wiley & Sons, 2007.

188

SPYROULL
A A. M

AVROMMATI



(69) Rieger, P. H. Electron Spin Resonance: Analysis and Interpretation; Royal So-

ciety of Chemistry, 2007.

(70) Abragam, A.; Bleaney, B. Electron Paramagnetic Resonance of Transition Ions ;

Oxford University Press, 2012.

(71) Goldfarb, D.; Stoll, S. EPR Spectroscopy: Fundamentals and Methods ; John

Wiley & Sons, 2018.

(72) Cohen-Tannoudji, C.; Diu, B.; Laloe, F. Quantum Mechanics ; 1986; Vol. 1.

(73) Abragam, A. The Principles of Nuclear Magnetism; Oxford university press,

1961.

(74) Blum, K. Density Matrix Theory and Applications ; Springer Science & Business

Media, 2012; Vol. 64.

(75) Slichter, C. P. Principles of Magnetic Resonance; Springer Science & Business

Media, 2013; Vol. 1.

(76) Cantor, C. R.; Schimmel, P. R. Biophysical Chemistry: Part II: Techniques for

the Study of Biological Structure and Function; Macmillan, 1980.

(77) Feher, G. Sensitivity considerations in microwave paramagnetic resonance ab-

sorption techniques. Bell System Technical Journal 1957, 36, 449–484.

(78) Wilmshurst, T. H.; Wilmshurst, T. Electron Spin Resonance Spectrometers ;

Springer, 1967.

(79) Misra, S. K. Multifrequency Electron Paramagnetic Resonance: Theory and Ap-

plications ; John Wiley & Sons, 2011.

(80) Brustolon, M.; Giamello, E. Electron Paramagnetic Resonance: A Practitioners

Toolkit ; John Wiley & Sons, 2009.

(81) Gilbert, B. C.; Davies, M.; Murphy, D. M. Electron Paramagnetic Resonance;

Royal Society of Chemistry, 2008; Vol. 18.

(82) Miura, T.; Carmieli, R.; Wasielewski, M. R. Time-resolved EPR studies of

charge recombination and triplet-state formation within donor- bridge- acceptor

molecules having wire-like oligofluorene bridges. The Journal of Physical Chem-

istry A 2010, 114, 5769–5778.

(83) Weber, S.; Timmel, C.; van der Est, A.Molecular Physics 2019, 117, 2539–2539.

(84) Biskup, T. Structure-function relationship of organic semiconductors: detailed

insights from time-resolved EPR spectroscopy. Frontiers in Chemistry 2019, 7,

10.

(85) Kerpal, C.; Richert, S.; Storey, J. G.; Pillai, S.; Liddell, P. A.; Gust, D.; Macken-

189

SPYROULL
A A. M

AVROMMATI



zie, S. R.; Hore, P.; Timmel, C. R. Chemical compass behaviour at microtesla

magnetic fields strengthens the radical pair hypothesis of avian magnetorecep-

tion. Nature Communications 2019, 10, 1–7.

(86) Biskup, T.; Sommer, M.; Rein, S.; Meyer, D. L.; Kohlstädt, M.; Würfel, U.;
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APPENDIX A

Computation of the reorganization energies using

ADF

Figure A.1 shows an example of a script input file of FCF-ADF, for the compu-

tation of the reorganization energies λα for each normal mode of frequency ωα, for the

transition S1 → T1 in Cbz-TBT molecule. Next to the keyword “STATES” we specify

the two TAPE21 filenames of the initial and final states of the transition, resulting

from the two relative frequency calculations (S1 Freq.t21 and T1 Freq.t21). The key-

word “QUANTA” reveals the maximum number of the vibrational quantum levels that

are considered for both states for the computation of the FCFs (see figure 2.1). The

FCF-ADF program is able to compute the FCFs only for a small number of vibra-

tional levels (i.e., 2-3 depending on the size of molecule), due to large computational

cost. If we include zero vibrational levels for both states (QUANTA 0 0) then the

FCF-ADF program produces only the electron-phonon couplings using much smaller

computational time. The FCFs can be computed using eq. 2.29 as we explained in the

previous chapters. Using the keywords “TRANSLATE” and “ROTATE” we remove

the six vibrational and rotational degrees of freedom. FCF-ADF produces a binary

TAPE61 file (with extension .t61) that includes detailed information about the calcu-

lation. The vibrational mode frequencies with the relative electron-phonon couplings

for both states are also shown in the standard FCF-ADF output file.

Figure A.2 shows the main part of the FCF-ADF output file for the ISC transi-

tion S1 → T1 in Cbz-TBT molecule (see chapter 7). The output file of such a calculation

is separated in two sections, the first one for the first state (S1) and the second one for

the second state (T1). Each state calculation is characterized by three columns. The

first column shows the mode frequencies ωα, the second column shows the vibrational

displacements, and the third column shows the electron-phonon coupling parameters

λ̄α that are computed from the displacements via equation 7.1. From the output file

we extract the mode frequencies ωα and the electron-phonon couplings per mode λ̄α
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Figure A.1: Example of the input script of the FCF-ADF program used to compute the
electron-phonon coupling parameters λ̄α for each normal mode α, for the transition S1 → T1
in the Cbz-TBT molecule.

and we use the equation 7.2 to compute the reorganization energies per mode λα. The

reorganization energy for the electronic transition, e.g, S1 → T1 equals to the sum over

all the mode reorganization energies, i.e., λ =
∑

α λα. Starting from the first state

(i.e., S1) the total reorganization energy λ is computed for the S1 → T1 transition.

Starting from the second state (i.e., T1) the total reorganization energy is computed

for the T1 → S1 transition (see figure 2.1).
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Figure A.2: Example part of the output file of the FCF-ADF program used to compute the
electron-phonon coupling parameters λ̄α for each normal mode α, for the transition S1 → T1
in the Cbz-TBT molecule.
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APPENDIX B

Short-time approximation of the quantum

Franck-Condon factor to examine temperature

effects

In this appendix, we investigate temperature effects on the non-adiabatic tran-

sition rate. We split the summation over the modes in equation 2.44 into its contri-

butions from the high-frequency modes (ℏωα ≫ KBT ) and the low-frequency modes

(ℏωα > KBT ). Therefore, the finite-temperature formula for the spectral density (eq.

2.43) yields1

Dinh,hom

(
∆E

ℏ

)
=

1

2πℏ

∫ ∞

−∞
ei
∆E
ℏ t−Γt− 1

2
Θ2t2ηl(t)ηh(t)dt. (B.1)

The time-dependent functions ηl and ηh contain the contribution from the low (l) and

high (h) frequency modes respectively and are defined by

ηl(t) =exp

{
−

Ml∑
m=1

(
λm
ℏωm

)
[(2⟨nm⟩+ 1)(1− cos(ωmt)) + isin(ωmt)]

}

ηh(t) =exp

{
−

M∑
j=Ml+1

(
λj
ℏωj

)
[(2⟨nj⟩+ 1)(1− cos(ωjt)) + isin(ωjt)]

}
.

(B.2)

1see refs.: (a) Nitzan, A. Chemical Dynamics in Condensed Phases: Relaxation, Transfer and
Reactions in Condensed Molecular Systems; Oxford University Press, 2006. (b) Petrenko, T.; Neese,
F. Analysis and prediction of absorption band shapes, resonance Raman intensities, and excitation
profiles using the time-dependent theory of electronic spectroscopy. The Journal of Chemical Physics
2007, 127, 164319. (c) Petrenko, T.; Krylova, O.; Neese, F.; Sokolowski, M. Optical absorption and
emission properties of rubrene: insight from a combined experimental and theoretical study. New
Journal of Physics 2009, 11, 015001. (d) Petrenko, T.; Neese, F. Efficient and automatic calculation
of optical band shapes and resonance Raman spectra for large molecules within the independent mode
displaced harmonic oscillator model. The Journal of Chemical Physics 2012, 137, 234107. (e) Chan,
C. -K.; Page, J. Temperature effects in the time-correlator theory of resonance Raman scattering. The
Journal of Chemical Physics 1983, 79, 5234-5250.
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The summation in ηl goes over the low frequency modes (with Ml the total number of

low frequency modes), while the summation in ηh goes over the high frequency modes

(with M −Ml the total number of high frequency modes and M the total number of

vibrational modes of the system).

High-frequency modes with sufficiently strong electron-phonon couplings λ̄j, give

vibrational lines in the spectrum that are well resolved. These modes determine the

vibronic peak positions and intensities of the spectral profile. On the other hand, low-

frequency modes are responsible for the vibronic peak shapes induced by thermal and

homogeneous broadening.

The contribution of the low-frequency modes in the integral of eq. B.1 appears

within the short-time approximation for which λ̄2m ≫ 1 and
∑

m λ̄
2
m⟨nm⟩ ≫ 1. In that

case, the integral is approximated by expanding the argument of the exponential in

ηl(t) to order t2 as follows

ηl(t) = exp

{
−
∑
m

λ̄2mωmt−
1

2

∑
m

λ̄2mω
2
m(2⟨nm⟩+ 1)t2

}
. (B.3)

This approximation leads to the damping factor e−
1
2
δ2t2 where,

δ2 =
∑
m

λ̄2mω
2
m(2⟨nm⟩+ 1) (B.4)

which causes an additional broadening of the spectral density of Gaussian form that

depends on the temperature T (temperature effects are included in the occupation

number ⟨nm⟩).
The lineshape function (eq. B.1) is now rewritten as,

Dinh,hom

(
∆E

ℏ

)
=

1

2πℏ

∫ ∞

−∞
ei
∆E
ℏ t−Γt− 1

2
Θ2

efft
2

ηhdt (B.5)

where we integrate the correlation function ηh that includes only the high-frequency

modes, and

Θ2
eff =

∑
m

λ̄2mω
2
m(2⟨nm⟩+ 1) + Θ2 = δ2 +Θ2 (B.6)

is the effective standard deviation. This temperature-induced broadening on the ab-

sorption lineshape arises exclusively from the low-frequency modes and leads to unre-

solved vibrational progressions in the spectrum. Each vibronic line is broadened into

a Gaussian of full width at half maximum (FWHM) corresponding to the parameters
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Figure B.1: Absorption spectra computed at T = 0 K and T = 300 K temperatures using
Γ = 50 cm−1 and Θ = 100 cm−1. (a) the simulations were performed for a set of low-frequency
modes and (b) the simulations were performed using a set of high-frequency modes.

Γ and Θeff, that is approximated by2

Weff(Γ,Θeff) = 1.0692Γ +
√

0.8664Γ2 + 8ln(2)Θ2
eff. (B.7)

Temperature effects are elucidated if theWeff is compared to the temperature-independent

broadening parameter (W ) corresponding to the intrinsic parameters Γ and Θ,

W (Γ,Θ) = 1.0692Γ +
√

0.8664Γ2 + 8ln(2)Θ2. (B.8)

For small vibrational frequencies {ωm}, m = 1...Ml for which ωm ≤ 0.5W the short-

time approximation is applicable and the modes are treated as low-frequency modes. If

the spectral density contains no vibrational frequencies that follow the above condition,

then all modes are treated as high-frequency modes. In that case, δ = 0 and the effective

standard deviation Θeff equals to the intrinsic standard deviation Θ. The temperature

effects are negligible i.e., Weff = W , and the spectrum consists of well resolved vibronic

peaks that come from the high-frequency modes. On the other hand, the more normal

modes of low-frequency and large contribution to the spectrum (e.g., large electron-

phonon couplings (λ̄m) we have, the greater theWeff and thus the temperature-induced

spectral broadening.

Figure B.1 show examples of spectra simulated using Γ = 50 cm−1 and Θ = 100

cm−1. These intrinsic broadening parameters yield a FWHM that equals toW = 239.5

cm−1. For a set of {ωm} with strong
{
λ̄m
}
, corresponding to low-frequency modes

(ωm ≤ 146.8cm−1), we computed the effective FWHM parameters at zero (T = 0 K)

2see ref.: Petrenko, T.; Krylova, O.; Neese, F.; Sokolowski, M. Optical absorption and emission
properties of rubrene: insight from a combined experimental and theoretical study. New Journal of
Physics 2009, 11, 015001.
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-----------------------------------------------------------------------------------------------------------------------------------------------------
BROADENING PARAMETETRS (cm**-1)

-----------------------------------------------------------------------------------------------------------------------------------------------------
Intrinsic                                                                                Effective        

State    -------------------------------------------- -----------------------------------------------------------------------------------------
Sigma                    FWHM    

Gamma        Sigma        FWHM              ----------------------------------------- ------------------------------------------
0K          80.00K       298.15K        0K          80.00K       298.15K 

------------------------------------------------------------------------------------------------------------------------------------------------------
1:         33.36             0.00          66.71               38.70         94.22         195.44        131.94       259.71        496.93

𝑊(Γ, Θ) = 1.0692Γ + 0.8664Γ2 + 8ln(2)Θ2

𝑊eff(Γ, Θeff) = 1.0692Γ + 0.8664Γ2 + 8ln(2)Θeff
2

Θeff
Γ Θ

Figure B.2: Part of the output file of the orca asa program showing the intrinsic and
effective broadening parameters and the relative FWHMs. The parameters Γ and Θ are
defined in the input file (see figure C.2 in appendix C) but are shown also in the output
file. This output file is related to the calculation shown in figure C.2 in appendix C for the
S1 → T1 transition in Cbz-TBT molecule.

and room (T = 300 K) temperatures. At T = 0 K the effective broadening parameter

equals to Weff = 850 cm−1 while at T = 300 K it increases to Weff = 1753 cm−1. The

spectrum is completely unresolved and the temperature-induced broadening defined as

∆TW = Weff(T = 0K)−Weff(T = 300K) equals to 903 cm−1 (see figure B.1 left-hand

site plot). In the opposite case, with a set of {ωj} corresponding to high-frequency

modes (ωj ≥ 146.8 cm−1), the FWHM parameters at T = 0 K and T = 300 K are

the same (Weff = 294 cm−1). The temperature-induced broadening is zero and the

vibrational peaks are well resolved (see figure B.1 right-hand site plot). The broadening

parameters of eqs. B.7 and B.8 are derived from orca asa program available for ORCA

(see appendix C and figure B.2).
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APPENDIX C

Intersystem crossing rates computed using the

orca asa program

The time-dependent approach for the transition rate between two electronic

states (eqs. 2.44 and 2.30) can also be applied to simulate optical band shapes (ab-

sorption, fluorescence), resonance-Raman intensities, and excitation profiles. F. Neese

and T. Petrenko developed a stand-alone computer program (orca asa) linked to the

ORCA electronic structure program package, that analyzes the absorption and fluo-

rescence spectra of molecules, in the framework of the Independent Mode Displaced

Harmonic Oscillator (IMHDO) model.1 The model assumes: (1) harmonic ground-

and excited-state PES, (2) excited state PES shifted relative to the ground-state PES

(see figure C.1), (3) vibrational frequencies that do not change and normal modes that

do not rotate in the excited state, and (4) an electronic transition dipole moment that

has no coordinate dependence.

Within the IMHDO approach, the absorption cross section σ(EL) and the fluo-

1see refs.: (a) Petrenko, T.; Neese, F. Analysis and prediction of absorption band shapes, resonance
Raman intensities, and excitation profiles using the time-dependent theory of electronic spectroscopy.
The Journal of Chemical Physics 2007, 127, 164319. (b) Petrenko, T.; Krylova, O.; Neese, F.;
Sokolowski, M. Optical absorption and emission properties of rubrene: insight from a combined ex-
perimental and theoretical study. New Journal of Physics 2009, 11, 015001. (c) Petrenko, T.; Neese,
F. Efficient and automatic calculation of optical band shapes and resonance Raman spectra for large
molecules within the independent mode displaced harmonic oscillator model. The Journal of Chemical
Physics 2012, 137, 234107.
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rescence efficiency Ak0(ER) of a system have the following forms in the time domain

σ(EL)=
4π

3ℏc
EL

∑
k

(D0k)
2Re

∫ ∞

0

exp

{
i
(
EL−E0k−

sk
2

)
t−Γkt−

1

2
Θ2

kt
2

}

× exp

{
−
∑
j

(∆kj)
2

2
[(2⟨nj⟩+ 1) (1− cos(ωjt)) + isin(ωjt)]

}
dt

(C.1a)

Ak0(ER)=
4E3

R

3πℏ4c3
(D0k)

2Re

∫ ∞

0

exp

{
i
(
E0k−

sk
2
−ER

)
t−Γkt−

1

2
Θ2

kt
2

}

× exp

{
−
∑
j

(∆kj)
2

2
[(2⟨nj⟩+ 1) (1− cos(ωjt)) + isin(ωjt)]

}
dt

. (C.1b)

EL and ER denote the energies of the incident and emitted photon respectively. E0k

is the adiabatic minimum separation energy between states 0 and k (index 0 labels the

electronic ground-state and k labels the electronic excited states). Its value corresponds

to the position of the 0 − 0 vibrational peak (see figure C.1). sk is the corresponding

Stokes shift related to the energy difference between positions of the maximum of the

first absorption band and the maximum of the emission spectra at the same electronic

transition. ωj is the ground-state vibrational frequency of jth normal mode and ∆kj

is the dimensionless origin shift of the kth exited state PES along the jth normal

mode coordinate. ωj and ∆kj entirely specify the positions and the relative intensities

of the different vibronic bands. Γk and Θk are the homogeneous and inhomogeneous

linewidth parameters respectively. Γk determines the linewidth and Θk the shape of

each vibronic band (i.e., Θk is the standard deviation of E0k) (see figure C.1). D⃗0k is

the electric transition dipole moment evaluated at the minimum energy conformation

of the ground state. It determines the overall intensity of the optical spectrum. ⟨nj⟩ is
the thermal average occupation number of mode j at temperature T and its is given

by eq. 2.28.

The equation for the absorption cross section and the fluorescence efficiency

(eq. C.1a-b) reduces to the ISC rate constant of eq. 6.15, if we choose: E0k = 0, sk = 0

and Θk = 0. In addition,
(∆kj)

2

2
corresponds to the Huang-Rhys factors λα

ℏωα (see eqs.

2.25 and 2.27). The summation over the electronic excited states k is removed and the

kth excited state now corresponds to the final triplet state Tk,ms . The energy EL (ER)

corresponds to the energy difference between the minima of the PES of the singlet Sn

and triplet Tk,ms states (∆ESn,Tk,ms
/ℏ). Within these replacements, the ISC rate differs

from the absorption cross section σ(EL) (eq. C.1a) by a constant value that equals to

constant =
σ(EL)/EL

Int
∼ 4π

3ℏc
(D0k)

2 (C.2)
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Figure C.1: Shifted potential surfaces model for absorption and emission in the single-mode
representation. We show that the inhomgeneously broadened absorption band of width Θk,
comes from the superposition of individual vibronic bands that are homogeneously broadened
by Γk.

where Int is the time integral

Int = Re

∫ ∞

0

exp

{
iELt−Γt−

∑
j

(∆j)
2

2
[(2⟨nj⟩+1) (1−cos(ωjt))+isin(ωjt)]

}
dt. (C.3)

This is exactly the FCF integral of equation 2.29. The constant value can be eval-

uated empirically by computing the FCFs using our MATLAB code (i.e., to get the

Int MATLAB which is equal to Int) and the σ(EL)/EL using the orca asa program (see

equation C.2). These computations are repeated for a variety of vibrational systems

in order to derive an averaged value for the constant denoted ⟨constant⟩. The deduced
average value ⟨constant⟩ can be used in combination with the σ(EL)/EL to find the

ISC rate as follows

kSn→Tk,ms

(
∆ESn,Tk,ms

/ℏ
)
=
σ(EL)/EL

⟨constant⟩
× |⟨Sn|ĤSOC|Tk,ms⟩|2

ℏ2
. (C.4)

The formula of equation C.4 is an alternative way to the MATLAB code for computing

the ISC rate constants using the results from the orca asa program for the absorption

cross section, and the computationally derived average ⟨constant⟩.
The ISC rate constants can also be computed using the orca asa program for

the fluorescence efficiency Ak0(ER) (see eq. C.1b). We should follow the similar above-
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mentioned procedure to derive the new constant value

constant′ =
Ak0(ER)

Int
∼ 4E3

R

3πℏ4c3
(D0k)

2 (C.5)

and its average value ⟨constant⟩′. In that case, the ISC rate will be given by equation,

kSn→Tk,ms

(
−∆ESn,Tk,ms

/ℏ
)
=

Ak0(ER)

⟨constant⟩′
× |⟨Sn|ĤSOC|Tk,ms⟩|2

ℏ2
, (C.6)

where the minus sign in equation C.6 results from the fact that in the process of emis-

sion, the minima of the PES of the initial and final states are reversed (see also eq. 2.52).

Using orca asa for the ISC rate simulation

The orca asa (“Advances Spectral Analysis”) is an autonomous program in-

terfaced to ORCA but can be used in combination with other quantum chemistry

computational packages, to simulate and fit the absorption, fluorescence (eq. C.1a-b)

and resonance Raman spectral profiles. We use this program to derive the ISC rates by

computing the absorption cross section σ(EL) within the IMHDO model (eq. C.1a),

and following the procedure that was described above (see eq. C.4).

The orca asa input file for the absorption cross section includes information spec-

ified in blocks with the following order: (1) parameters that characterize the electronic

transition (e.g., temperature), (2) spectral ranges and resolution of the simulation, (3)

parameters that characterize each kth electronic state i.e., E0k, D0kx , D0kψ , D0kz , (4)

lineshape factors Γk and Θk, (5) Stokes shift parameter sk for each kth electronic state,

(6) ground-state vibrational frequencies, and (7) dimensionless origin shifts ∆kj of the

kth excited state PES along the jth normal mode in terms of the ground state.

Figure C.2 shows parts of the input file used to simulate the absorption spec-

trum of a molecular system. In block %sim we specify the model for the simulation i.e.,

IMHDOT which invokes that the spectrum is simulated within the IMHDO model at

a finite temperature (T ), specified by the parameter “TK”(lines 6-7 in the code). Be-

low, we specify the spectral range for the absorption simulation (“AbsRange”) in cm−1

(initial and final values), as well as the resolution of the spectrum by the parameter

“NAbsPoints”(lines 9-10 in the code). The next block ($el states) contains the total

number of the electronic states involved in the transitions (line 20), and the adiabatic

minima separation energy (E0k), the homogeneous and inhomogeneous broadening pa-

rameters (Γk and Θk) and the x,ψ and z components of the transition dipole moment

D⃗0k (line 21 in the code). All these parameters are in units of cm−1 except the dipole

moment which is expressed in atomic units. The block $ss specifies the Stokes shift

sk in units of cm−1 (line 31 in the code). In the previous line we specify again the

total number of the excited states (line 30 in the code). The last two blocks specify

the vibrational frequencies (ωj) of the ground state (block $vib freq gs) and the origin
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Figure C.2: Example of the input script of the orca asa program used to compute the
absorption cross section σ(EL). The script contains the vibrational frequencies and normal
modes of the S1 excited state, and the relative displacements of the T1 excited states of the
Cbz-TBT molecule. The absorption cross section was used to deduce the ISC rate constants
according to equation C.4.
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Figure C.3: Flowchart showing the computational procedure we followed to compute the
ISC rate constants Sn → Tk,ms using the orca asa program implemented in the ORCA pro-
gram package. The vibrational frequencies ωj , the displacements ∆kj and the SOC constants

⟨Sn|ĤSOC|Tk,ms⟩ can be computed using any quantum chemical program. For our project we
used the ADF program package.

shifts ∆kj (block $sdnc) respectively. In the first line of the $vib freq gs block we define

the total number of the normal modes (line 39 in the code). Similarly, the first line

of the $sdnc block shows the number of normal modes and the number of the excited

states (line 56 in the code). The simulated absorption spectrum (σ(EL)) is computed

in units of extinction coefficient and the results are stored in a data file of .abs.dat

extension.

The ISC rates can be computed using the results for the absorption cross section

via the eq. C.4. In that case the orca asa input file is modified such that the vibrational

frequencies of the ground state are replaced by those of the excited singlet state Sn,

and the dimensionless displacements of the excited-state origin now refer to those of

the triplet excited state Tk,ms . As we described at the beginning of this section, the

energy E0k, the Stokes shift parameter sk, and the Gaussian lineshape factor Θk are

all set to zero. The transition dipole moment D⃗0k is set to unity for convenience. In

figure C.2 we show the main parts of the orca asa input file that consists of the vibra-

tional frequencies of the first singlet excited state (S1) and the displacements of the

first triplet excited state (T1) along 135 normal coordinates. These input parameters

are those that characterize the ISC transition S1 → T1 in the Cbz-TBT molecule (see

chapter 6).

The normal modes and the frequencies (ωj) of each normal mode j of the S1
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state are taken from the vibrational frequency calculation performed using the ADF

program (see description in appendix A). The origin shifts ∆kj are related to the mode

reorganization energies λj via ∆kj =
√
2
√
λj/ℏωj, and the λj parameters are com-

puted using the FCF-ADF program according to the procedure discussed in appendix

A. These are the input parameters on the orca asa program and the computed absorp-

tion spectrum is printed in a two-column format where the first column corresponds to

the transition energies EL and the second column to the absorption cross section σ(EL).

The quantity σ(EL)/EL is divided by the constant value ⟨constant⟩ to get the FCF

integrals. The ISC couplings ⟨S1|ĤSOC|T1,ms⟩ are computed by performing relativistic

computations with the ADF program package. Then, the ISC rate is determined using

the equation C.4.

Our results suggest that the ISC rates can be derived from the orca asa program

if one uses the vibrational frequencies and origin shifts of the singlet and triplet excited

states involved in the Sn → Tk,ms transition (see figure C.3). The normal mode fre-

quencies, the Huang-Rhys factors and the electronic couplings can be deduced from any

quantum chemistry computational package, regardless of whether the orca asa module

is implemented in ORCA. The ISC rate differs from the computed “optical spectrum”

by a constant value (see equation C.4). In the following section, we propose that this

constant value equals to 703.

Example calculations to estimate the constant value

In this section we describe how we computed the constant value of equation C.2

using the absorption cross section (σ(EL)) and the FCF integral (Int MATLAB). The

constant value is an empirical parameter and can be extracted from different example

calculations.

Let’s consider that we have a simple system which consists of a single (low)

frequency mode (ω = 564.6 cm−1) with mode reorganization energy λ = 5645.9 cm−1.

We compute the σ(EL) using the orca asa program (as described above), and the FCFs

with our MATLAB program (as described in section 7.1). The simulations are per-

formed at zero temperature (T = 0 K) with homogeneous fitting parameter equal to

Γ = 333.6 cm−1(10 psec). Figure C.4 shows the simulated optical spectrum σ(EL)/EL

(left) and the computed FCF integrals (middle). The unresolved highest peaks are

first selected (numbered as 1-3 and 1′-3′ in the figure C.4), and for each peak we com-

pute the constant value according to eq. C.2. Table C.1 summarizes the computed

σ(EL)/EL and Int MATLAB together with the deduced constant value for each peak.

Note that the constant value is such that the quantity σ(EL)/EL
⟨constant⟩ has units cm. These

results give an average value for the constant that equals to 703.1 ∼ 703. Therefore, if

the Int MATLAB is multiplied by this value, we get back the absorption cross section

σ(EL)/EL (see figure C.4).
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Figure C.4: Example of a single-mode system with low frequency mode. Left. Absorption
cross section σ(EL)/EL as a function of the energy EL computed with the orca asa program.
Middle. FCF integral as a function of the energy EL computed with our MATLAB code.
Right. The FCFs computed with the MATLAB program are multiplied by the ⟨constant⟩ ∼
703 to produce the absorption spectrum σ(EL)/EL.

MATLAB orca asa

peak No. EL (cm−1) Int MATLAB (cm) EL (cm−1) σ(EL)/EL constant (eq. C.2)

1 5090.33 2.0327E-4 5090.33 0.1429 703.1673

2 4541.02 1.8521E-4 4541.02 0.1302 703.1866

3 4003.91 1.5333E-4 4003.91 0.1078 703.1423

1′ 5639.65 2.0401E-4 5639.65 0.1435 703.1621

2′ 6188.96 1.8860E-4 6188.96 0.1326 703.1283

3′ 6738.28 1.6179E-4 6738.28 0.1138 703.0806

Table C.1: Absorption cross section σ(EL)/EL and FCF integrals (Int MATLAB) computed
at the energy EL of each peak shown in figure C.4. The constant value was derived from
equation C.2 for each peak.

We repeat the simulations for a singe-mode system but now with high-frequency

mode (ω = 967.9 cm−1) and reorganization energy λ = 22583.5 cm−1. The simulated

spectrum at zero temperature (T = 0 K) with Γ = 333.5 cm−1(10 psec) is shown

in figure C.5(a). From the spectrum we deduce the σ(EL)/EL (=0.0724) and the

Int MATLAB (=1.0300E-4) at the energy of the maximum peak (EL = 22259.52 cm−1).

These parameters yield a constant value that equals to 703.0971.

Similar calculations are also performed using more complicated systems, in order

to estimate the constant value. For example, for a two-mode system consisting of a low

frequency mode (ω1 = 564.6 cm−1) and a high frequency mode (ω2 = 967.9 cm−1) with

mode reorganization energies λ1 = 56545.9 cm−1 and λ2 = 22583.5 cm−1 respectively,

the constant value computed at the peak energy (EL = 27343.8 cm−1) is 703.2497 (with

σ(EL)/EL =0.0855 and Int MATLAB = 1.2155E-4) [see figure C.4(b)]. The absorption

spectrum of a system consisting of 42 vibrational modes is shown in figures C.5(c) (at

T = 0 K) and C.5(d) (at T = 300 K). In the first case (T = 0 K) the σ(EL)/EL equals

0.1196 and the Int MATLAB equals 1.7007E-4 cm which at EL = 1965.3 cm−1 yield a

constant value that equals to 703.1098. In the second case (T = 300 K) the σ(EL)/EL
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Figure C.5: Absorption spectrum σ(EL)/EL as a function of the energy EL computed with
the orca asa program (red lines) and by the MATLAB code multiplied by the ⟨constant⟩ ∼ 703
(black lines). (a) single mode system with a high frequency mode ω = 967.9 cm−1, (b) two-
mode system with mode frequencies ω1 = 564.6 cm−1 and ω2 = 967.9 cm−1, (c) system with
42 modes at T = 0 K and (d) the same system with 42 modes at T = 300 K.

equals 0.1164 and the Int MATLAB equals 1.6560E-4 cm. These parameters give at

EL = 1971.4 cm−1 a constant value that equals to 703.0797.

To summarize, we perform computations using the orca asa program and our

MATLAB code on several example systems in order to find the constant value given

by eq. C.2. These systems give an average constant value that equals to 703.14 i.e.,

⟨constant⟩ ∼ 703. We propose that the ISC rate parameters between singlet and triplet

excited states of a quantum molecular system can be computed by computing the

absorption cross section σ(EL) that comes from the vibrational mode frequencies and

displacements of the excited states, and dividing the σ(EL)/EL with the ⟨constant⟩ ∼
703. The ISC rate is now given by eq. C.4. Note that the constant value was extracted

with the assumption that the dipole moment is always set to unity (Dx = 1, Dy =

0, Dz = 0). The constant value is always the same and can be applied to all different

systems provided that σ(EL) is computed by setting (Dx = 1, Dy = 0, Dz = 0 in the

input file of the orca asa calculation.
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APPENDIX D

MATLAB code for computing the ZFS parameters

Within the distributed point dipole (DPD) model, the tensor components of the

D̃ matrix are given by1

DKL =
g2

8

α2

S(2S − 1)

∑
AB

P a−b
A P a−b

B

(
δKLR

2
AB − 3RAB,KRAB,L

R5
AB

)
(D.1)

(see section 6.4.5) where K(L) refers to the Cartesian coordinates x, y, z. α is the

fine structure constant (∼ 1/137) and S is the spin. RAB is the distance between

the Ath and Bth nuclei and RAB,K(L) is the K(L)th coordinate distance between

A and B atoms. P a−b
A(B) is the “gross” spin population on atom A(B). It equals to

P a−b
A(B) =

∑
µ∈A(B) P

a
µµ − P b

µµ where P a
µµ = Ca

µH(C
a
µH)

∗ and P b
µµ = Cb

µL(C
b
µL)

∗ are the

diagonal matrix elements of the density matrix P a(b) for electron with spin a(b). Ca
µH

and Cb
µL are the expansion coefficients of the HOMO (H) and LUMO (L) molecular

orbitals respectively, in the basis of the atomic orbitals.

We compute the ZFS parameters of the lowest triplet excited state (T1) of the

Cbz-TBT molecule (see chapter 6). First of all, the molecule is optimized in its triplet

excited state of interest (e.g., T1). A single-point calculation at the optimized T1 ge-

ometry shows that the T1 state involves the promotion of an electron from the HOMO

occupied molecular orbital to the LUMO virtual molecular orbital. Therefore, the

“gross” spin populations (P a−b) are computed for the HOMO and LUMO orbitals.

We use the ADF program package to calculate the molecular orbitals and we write a

MATLAB code based on eq. D.1 to compute the ZFS parameters of the molecule.

In ADF, the molecular system is build up from fragments. Linear combinations

1see refs.: (a) Riplinger, C.; Kao, J. P.; Rosen, G. M.; Kathirvelu, V.; Eaton, G. R.; Eaton, S.
S.; Kutateladze, A.; Neese, F. Interaction of radical pairs through-bond and through-space: scope
and limitations of the point-dipole approximation in electron paramagnetic resonance spectroscopy.
Journal of the American Chemical Society 2009, 131, 10092-10106. (b) Bertrand, P.; Camensulli,
P.; More, C.; Guigliarelli, B. A local spin model to describe the magnetic interactions in biological
molecules containing [4Fe-4S]+ clusters. Application to Ni-Fe hydrogenases. Journal of the American
Chemical Society 1996, 118, 1426-1434.
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of the fragment orbitals (FOs) that belong to the same or different fragment cre-

ate symmetry-adapted basis functions that are called symmetrized fragment orbitals

(SFOs) and are used as basis functions for the molecular calculation. In our case the

fragments are the atoms and the FOs are the corresponding atomic orbitals. Since the

computations are performed without symmetry constraints, the SFOs involve one FO

from the same fragment. Therefore, each SFO corresponds to an atomic orbital.

Figure E.1 shows our MATLAB code for the computation of the ZFS parame-

ters. The HOMO and LUMO molecular orbitals are written in the basis of the SFOs

(i.e., the atomic orbitals) and the coefficients of the linear combinations are written

in the matrices “coefficientsHOMO” (for the HOMO orbital) and “coefficientsLUMO”

(for the LUMO orbtial) [see lines 8-9 in the code]. The SFOs corresponding to each

atom are written in a 2 × 2 matrix (“SFOs” see line 10 in the code). The SFOs are

numbered from 1 up to n SFO (see line 19 in the code) and these numbers are written

in the first column of the “SFOs” matrix while the second column shows the number

of the atom that each SFO corresponds to. The atomic coordinates are written (in

Angstroms) in the “coordinates” matrix (see line 13 in the code).

The SFOs that belong to each atom (i.e., the atomic orbitals for each atom)

are summarized in matrix “SFOsInAtoms”. The first element of each row shows the

number of the atom, and the number of the SFOs that belong to each atom are written

in the adjacent columns (see line 25 and lines 47-74 in the code). This matrix helps

to separate which atomic orbital coefficients from matrices “coefficientsHOMO” and

“coefficientsLUMO” correspond to each atom. This procedure is described in function

“AtomicOrbitalCoeff” which returns two matrices (“coeffHOMO” for HOMO and “co-

effLUMO” for LUMO orbitals) that contain the atomic orbital coefficients correspond-

ing to each atom, in rows (see line 27 and lines 75-105 in the code). The “coeffHOMO”

and “coeffLUMO” matrices are used to compute the “gross” spin populations per atom.

The results are stored in matrix “P atom” (see line 30 and lines 108-127 in the code).

The distance RAB (see eq. D.1) is computed using the atomic coordinates from matrix

“coordinates” , as described in function “distance”(see “R mn”matrix in line 32 and

lines 128-141 in the code). Finally, the matrix elements DKL(K,L = x, y, z) (before

being multiplied by the constants, see eq. D.1) are computed by use of the “P atom”

and “R mn”matrices as input in the “D matrix”function (see line 34 and lines 142-

175 in the code). The D̃-tensor matrix is not diagonal in the (x, y, z)-axis system.

Upon diagonalization of the matrix we get the three principal values of the ZFS tensor

(D11, D22, D33) (see lines 41-42 in the code). We used the “zfsframes” function of the

EasySpin program available for MATLAB to find which of the three values correspond

to the alignments at the X, Y and Z directions (line 46 in the code). Easyspin chooses

the same notation as ORCA.2

2see ref. Stoll, S.; Schweiger, A. EasySpin, a comprehensive software package for spectral simulation
and analysis in EPR, Journal of Magnetic Resonance 2006, 178, 42-55.
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Figure D.1: MATLAB code for the computation of the ZFS parameters according to equa-
tion D.1.
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APPENDIX E

MATLAB code for computing the MFPTs
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Figure E.1: MATLAB code for the computation of the mean first passage times (MFPTs)
by solving the Liouville equation.
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