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Abstract

The popularity of IoT devices has increased the collection, sharing and processing of user.
The enormous amount of data collected and shared among these devices has raised a serious
issue regarding the privacy and the awareness of the users about how the data generated by
their devices are collected and shared. The EU General Data Protection Regulation aims
to make the protection of personal data effective by providing a generic framework for the
protection of the user and personal data privacy. However, in the era of smart homes and
wearables, data transmitted to service providers may become available to interested third
parties, who can process them with the intention to derive further knowledge and generate
new insights and inferences about the users. Inferences have become one of the the biggest
threats to privacy, compromising a basic privacy law, which is to allow a person to control
who knows what about them. These issues put the user privacy at risk due to the inferences
threat and the lack of user awareness about these inferences. Despite the research interest
in the development of privacy-preserving methods to address the privacy challenges in IoT,
the exploration of the users perspective and needs have not been adequately addressed in the
effort to provide user-centric privacy-preserving solutions in IoT. This is the gap that this
doctoral thesis aims to address, asking: How can we increase the smart home devices and
fitness trackers users awareness over their data and privacy protection?. The thesis aims to
comprehend users awareness over their data and privacy and develop mechanisms to evaluate
and increase their awareness, and educate them about the privacy risks associated with the
use of smart home devices and fitness trackers. It presents the characteristics that a user-
centric, privacy-preserving and GDPR-compliant framework in [oT should incorporate and
introduces a conceptual framework that demonstrates how the users can be provided with
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the functionalities needed to be in control of their personal data created by [oT devices. The
thesis identifies the inferences that can be extracted from smart home devices and fitness
trackers data through the application of machine learning techniques, using real datasets
that have been created through specific scenarios. The experimental results provide insights
into the types of inferences that can be made from smart home and fitness tracker data,
and highlight the importance of making the users aware about them. Consequently, we
contribute with a tool, PrivacyEnhAction, that aims to increase the user awareness about
potential privacy vulnerabilities that emerge from the use of these devices. A qualitative user
study was conducted to evaluate the impact of PrivacyEnhAction to the awareness of the
participants regarding possible inferences from fitness tracker data, with positive results. To
further assist the effort of increasing the awareness of the users, this doctoral thesis provides
a methodology for the analysis of the text of fitness trackers and smart home devices privacy

policies, which is also implemented in the PrivacyEnhAction web application.
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[Teplindn

H dnuotixdétnta v cuoxeunv Awdixtbou tov Tpoyudtewv, énwe ov éutves ovtaxég
CUOXEUEG X0l Ol GUOXEUES Tapaxololinong tng guoxiic xatdotaong (fitness trackers),
EYEL TEOAYEL TNV ATOXTNOY), TNV OVTOAAXYT| XL T1) OLUVOUT] OEBOUEVGY TOU BNULOVEYO-
Ovton. O tepdoTiog 6Y%0C BEBOUEVLY TTOU GUAREYETOL Xou Uotpdletan yelpel €va cof3apd
QATNUOL GYETXG PE TO ATOPENTO XAl TNV ETEYVOOT TWV YENOTMOVY Yol TOV TEOTO GUAAO-
Y %o XOWAS YPHoNG TV BEBOPEVWY TIou dnpovpyolvTaL and T cuoxewég toug. O
Fevixde Kavoviopog yio v Hpootacia Acdoyévemv otoyedel 670 Vo XATAO THOEL amo-
TEAEOUOTLIXY TNV TPOC TUCLN TWV TEOCKTIXMY DEQOUEVWY, TUPEYOVTS EVAL YEVIXO TAaioLo
YL TV TEOG TAGLo TOU ATOPEATOU TOU YENOTI XAl TWV TROCKTUXOY OEdOUEVLY. {lo1d00,
oTnv enoyn Tou €Zunvou omiTio xou Twv fitness trackers, to dedouéva mou SBiBdlo-
VTOL OF TPOYOUC UTNEECLMY EVOEYETAL Vol XUTAGTOUV Olrd€aUlor OE EVOLOPEROUEVYL TElTA
uéprm, to omola Umopolv vo Tal ETEEEPYUGTOUV UE OXOTO Vo €8 YOUY CUUTEQAGUOTA YLl
Toug yenotes. H e€aywyr cuumepaoudtoy amotelel Uior UEYSAT ATEWA YLl TO AmOEET-
10. Iopd o gpeuvnTind evdlapépov mou UTdpyEL Yior TNV avdmTuln Yedddny Tpoo Taciog
NS WBWTIXOTNTOC VLo TNV AVTYETOTLON TWV TEOXAACEWY amoperTou 6To AldiXTuo TV
Hporyudtov, 1 diepedvnon Tng TEOOTTIXNE Tou YeNoTn OeV €xel avTueTwnoTel 0To Alo-
otxtuo v Ipoyudtov. Autd elvon To peLYNTING xEVO TTIOU GTOYEVEL VO AVTHIETOTICEL
auTy 1) OaTelB, pwtoviag: «lldg uropolue va auooUUE TNV ETYVKOT TV YENOTOV
TV ECUTVWYV 0LIAXWY CGUOXEUMOY Xal Twv fitness trackers oyeTxd pe to Bedopévar xaL TNy
mpocTacia Tou anoppritou Tougy. H Bt otoyelel va xotavonoel Ty enlyvenon Twy
YENO TV OYETXE UE TA OEDOPEVA X0 TO UTOPENTO TOUG XAl Vo AVAmTOLEL Uy ovIoUOoUS
a&tohdynone xou alEnone Tng ety VWohc TOUC, VoL TOUG EXTIOULOEVCEL OYETIXE UE TOUG XLv-
00UVOUC amopPENTOL ToU OYETILOVTOL UE TN ¥PHON ECUTVWY OLXOX®OY CUCXELWY xal fitness
trackers »ot Vol TOUC EVOUVAUMOEL UE TOV EAEYYO TWV BEBOUEVMY X0 TOU ATOPEYTOU TOUG
o7o mhaiolo autod. Tapouctdlovtar T yopaxTnEle TIXd Tou TEETEL Vo SlodéTel Evar GUUPUTO

ue To GDPR nAoioto e enixevipo tov ypnotn xaw Tny SLothenoT) TG WO TIXOTNTIS, XAl EVal
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TAaioto Tou BactleTal OE AUTE ToL YAUPUXTNELO TIXE TTOU BELYVEL TS UTOPOVV Vo TUEEY OVTOL
OTOUC YPHOTEC Ol Aettoupylec mou ypetdlovTal, Yiol Vo £Y0UV TOV EAEYYO TWV TEOCW-
XY Toug dedopévey. H dlatelf) mpoodopilel ta mavd cupmepdoyata TOoU UTopoLy
var e€oy Yol amd Sedouéva EEUTVOY ooy CUOXEUGOY xou fitness trackers pyéow tng e-
PUPUOYNG TEY VXY UNYAVIXAC UAINOTNE, YENOHOTOUMVTAS TEUYUAUTING GUVOANL OEDOUEVGY
mou €youv dnuoupyniel péow cuyxexpéveny cevaplwy. To melpopatind anoteAéopota
TOEEYOLY TANEOPORIES YIal TOUC TUTOUG GUUTEQUOUAT®WY TOU Umopoly va eay oy xou
unoypoppiCouvy TN onuacio TN EVNUEEKONE TOL YENOTY OYETXA UE oUTA. LNV SlaTeBn
mopouctdleton To epyaielo <PrivacyEnhAction= mou ctoyelel 6tny alinom tng enlyvwong
TWV YENOTOV OYETIXG Ue TaveS euTdieleg amoEErTou Tou TEOXUTTOUV antd TN Yenon
aUTOV TwV cuoxeuwy. [lapdhhnha, €yel SieCay Vel yior TOLOTXNH UEAETT YPNOTWY Yo Vo
a&tohoyniel o avtixtunog Tou PrivacyEnhAction otny enlyvwor Twv GUUUETEYOVTLY OYE-
T pe ta miavd cuUTERACUNTA TOLU UToEoLY Vo eCoy Yoy amd Ta dedouéva and fitness
trackers, pe Vetixd anoteréoyarta. o va Bondnoel tepoutéon oty npootdieia adénong
NG Enlyvwong Twv yeno Ty, 1 owten mapéyel wor yedodoroyia yia TNV avdAucT Tou
xewévou tne Hohtixrc Amoperitou €Cunvewy ouxox®y cuoxeuwy xou fitness trackers, 7

omola €yet vAomonel xaw oto epyaielo PrivacyEnhAction.
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Introduction

With the ability to connect and control billions of devices and get access to valuable data,
the Internet of Things (IoT) is shaping the future of technology and society, as it is estimated
that the number of connected devices will rise to 50 billion by 2030 [298]]. We can already
see how the 10T has transformed the world in various domains throughout the last decade, by
providing faster transportation systems, safer street lighting and energy-efficient buildings in
smart cities, or by helping doctors to have faster access to patients data, to accurately track
vital patient diagnostics, like heart rate or blood pressure, or to provide assistance to the
elderly by allowing caretakers to monitor them on a 24 hour basis.

As the use of IoT devices is rising, sensor technology becomes smaller, more powerful
and inexpensive, while data streams are becoming more accessible. Today, IoT devices have
become very popular creating an explosion on the data generated and shared. The amount
of data shared between IoT devices is prodigious, as “it is estimated that today the average
person creates 1.5 GB of data on average daily” [[168]]. It is no wonder that the phrase “data
is the new gold” [48,/]102,/]103] is a metaphor describing a new paradigm that revolutionises
the world nowadays [83]].

The enormous amount of data collected and shared among IoT resources has raised a
serious issue regarding the privacy and the awareness of the users about how the data gen-
erated by their IoT connected devices are collected and shared. In a interview in 2000, the
late Andrew Grove, CEO of Intel Corporation, prophetically stated that “privacy is one of
the biggest problems in this new electronic age” [81]. The protection of personal data forms
a principal citizen right safeguarded in the European Union that is particularly pertinent in
the IoT domain. The EU General Data Protection Regulation (GDPR) [93]], introduced in
2018, aims to make the protection of this right effective by providing a high level of data pro-

tection, and fundamental directions to accomplish an equitable treatment of the third parties
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or services and the users. Additionally, it radically changes how data are handled in every
area applied, from industry to energy and others, and creates standards for the protection of
user data in 10T, such as informed consent or privacy by design, among others. Furthermore,
the regulation intends to provide a generic framework for the protection of the user and per-
sonal data privacy and to provide awareness to the users of how their data are collected and

processed.

1.1 Motivation

Privacy has been recognised as a fundamental human right by the United Nations member
states since 1948 [205]]. The GDPR strengthens the user rights, introduces new standards
for the handling of data, and requires the enforcement of privacy by design by the relevant
technologies. Since the [oT depends upon effusive user data collection and sharing in order
for the user to be uniquely involved in the process, this attribute increases the probability
of risks for the user privacy. The GDPR provides a number of ways to address these risks,
which “however may be insufficient to ensure a fair balance between users’ and providers’
interests” [307], while it calls for “increased user involvement in protecting their data by
enabling them to control what is collected about them, when, by whom and for what pur-
poses” [26]]. In this respect, traditional privacy approaches must advance with moving their
focus from the service providers to the users, giving them the power to control the exposure
of their personal data. Studies of the recent literature regarding the protection of the user
privacy in IoT environments have shown that work in this area is still at early stages, with
research focusing mostly on technology and legal solutions [276]. In order for the users to be
included in the data protection process in a beneficial way, they must be notified about and
comprehend the privacy risks related to the exposure of their data to third parties. Further-
more, they must be able to counterpoise those risks with any possible advantages they will
gain by making their data available to services or third parties. To that end, it is important
that users are able to take “meaningful privacy decisions regarding whether to disclose their
data or not and to which extent” [26].

In the 10T era, sensitive and non-sensitive data are recorded and transmitted to multiple
service providers and platforms, aiming to improve the quality of our lives through the pro-
vision of high-quality services. However, in some cases these data may become available
to interested third parties, who can analyse them with the intention to derive further knowl-

edge and generate new insights and inferences about the users, that they can ultimately use



for their own benefit. Inferences have become one of the the biggest threats to privacy, due
to the development of sophisticated machine learning techniques [309]] and big data ana-
lytics, that are being used for the extraction of useful inferences from apparently harmless
data or identified behaviour, compromising a basic privacy law, which is to allow a person
to control who knows what about them [134]]. Similar techniques are also used for making
predictions about people’s private lives, behaviours, habits and preferences, establishing the
perfect conditions for discrimination, prejudicial and intrusive decision-making against the
people involved [309]]. This predicament raises a crucial issue regarding the privacy of the
users and their awareness on how their personal data created by their IoT devices are shared
and potentially used.

The research community has been actively working on developing privacy-preserving
methods to address the privacy challenges in [oT, however in the existing literature, limited
attention has been given to the development of user awareness mechanisms that can assist the
users in understanding how the data created by their smart devices can be exploited for the
extraction of inferences regarding their daily activities and lifestyle in general. There is an
imperative need for the development of such tools, as IoT devices collect sensitive personal
information that can be acquired by unauthorised third parties without user awareness [160],
and also because these devices have become the perfect prey for attacks and data breaches,
due to the lack of strict security guidelines and the sensitive nature of the data collected
by them [191]. At present, existing awareness mechanisms come in the form of lengthy
privacy policies [[12] that the users generally tend to ignore; thus, further research is required
in order to design the necessary tools and approaches to make the users aware of how their
smart devices data can be exploited by third parties presenting the information in a direct
and comprehensive way [162] and enable them to assimilate how to reduce these risks, by
suggesting simple solutions as for example by altering their privacy preferences.

Smart home devices and fitness trackers are among the most popular IoT devices. Smart
home devices are increasingly being adopted in households, and they include products such
as smart speakers, smart thermostats, smart lighting, smart locks, and security cameras.
These devices offer convenience and enhance the quality of life for their users by allow-
ing them to control various aspects of their home environment remotely. According to a
report by Statista, the global smart home market is expected to reach over $222.9 billion by
2027 [270]. Fitness trackers, on the other hand, are popular wearable devices that monitor
and track various aspects of a person’s physical activity and health. These devices can track

the number of steps taken, calories burned, heart rate, and sleep patterns. Fitness trackers



have become increasingly popular over the years, with some of the most popular brands
being Fitbit, Garmin, and Apple Watch. According to a report by Grand View Research,
the global wearable device market, including fitness trackers, is expected to reach $186.14
billion by 2030 [121]. Given the widespread adoption of smart home devices and fitness
trackers and the increasing amount of personal data that they collect, in this doctoral thesis
we have selected them as our focus areas, aiming to address the issues we have identified
under these two domains and propose potential solutions to address them.

The remainder of this Chapter explores the thesis from multiple dimensions, including

the research questions, the contributions, and the thesis organisation.

1.2 Research Questions

In this context, the research problem that we address in this doctoral thesis is:

How can we increase the smart home devices and fitness trackers users’

awareness over their data privacy protection?

Through our research, we approached our research problem through the following re-

search questions that unfolded in the progress:

RQ1 - What are the characteristics that a user-centric GDPR-compliant privacy frame-
work in IoT should possess?.

As user privacy awareness is a critical issue in IoT, the GDPR addresses this concern by
requiring IoT manufacturers and service providers to implement the appropriate measures
in order to increase the awareness of the users of their rights regarding the protection of
their privacy. Lack of transparency is a challenge that the users of smart devices have to
face, as IoT service providers do not provide simple and concise information about their data
practices in relevance to the data they collect, how they use these data or who they share
these data with, making it challenging for the users to understand how their data are being
processed and make informed decisions about their privacy. Furthermore, the lack of the pro-
vision of sufficient information about data collection and processing practices, enables [oT
manufacturers or service providers to obtain user consent, with the users agreeing to data
processing without fully understanding the risks associated with it. The large amounts of
user data collected and shared by their smart devices and the limited control of the users over
these data, also raise an important issue regarding the privacy and the awareness of the users

about how their data are collected and shared and constitute another challenge that we have

4



identified in our research. In order to address these issues, a user-centric privacy framework
is essential for protecting personal data in the IoT, which should provide users with greater
control over their personal data and increase their awareness of their data and privacy pro-
tection. The objective of this question is to define such a framework and the characteristics

that it should possess to ensure compliance with GDPR regulations and protect user privacy.

RQ2 - What inferences can be made from data collected from smart home devices and
fitness trackers?.

In this thesis we have identified inference risks as a challenge in the protection of user
data and privacy in loT. Inference is defined as “a conclusion that you draw about something
by using information that you already have about it" [63]. Inference risks can be defined as
the potential for personal information to be inferred or derived from seemingly innocuous or
unrelated data points. In IoT, this can occur when data from multiple sources are combined
and analysed to draw conclusions about an individual’s behaviour, preferences, or other per-
sonal characteristics. Inference risks can present a significant challenge in the protection of
user data and privacy in [oT as they raise critical concerns related to the privacy of the users
and their awareness of how their personal data created by their 10T devices are shared and
potentially used. For example, data from a smart home device such as a thermostat may be
combined with data from a fitness tracker to infer whether an individual is at home or not.
This information can then be used by advertisers or other third parties to make decisions
about the individual’s eligibility for certain services. The challenge with inference risks is
that they may not be immediately apparent to users, and they may not be able to control the
information that is inferred from their data. This highlights the importance of transparency
and user control in any privacy framework for IoT. Users should be informed about what
data are being collected and how they may be combined or analysed, and they should have
the ability to control how their data are used and shared. As in this thesis we focus on smart
home devices and fitness trackers, the objective of this question is to identify the inferences

that can be extracted from data collected from these devices.

RQ3 - Are the users aware of the inferences that can be made about them from their
fitness trackers data?.

Research has shown that users may not be fully aware of the inferences that can be made
about them from their IoT devices data. While some users may understand that their [oT

devices collect data about their activities and behaviours, they may not fully comprehend



the extent to which these data can be used to make inferences about their personal lives.
The objective of this question is to determine the level of awareness of fitness trackers users
about the inferences that can be made from the data collected by their devices. The primary
objective of the study was to investigate privacy concerns and risks associated with fitness
trackers specifically. By narrowing the scope to fitness trackers, we were able to examine
deeper the specific privacy implications and inferences that can be drawn from the data col-
lected by these devices, due to their expanding popularity. Additionally, fitness tracker users
tend to be easier to locate for recruitment compared to smart home users. This accessibility
facilitated data collection, participant engagement, and questionnaire-based investigations,
ensuring a robust sample size and reliable insights, which was necessary at the time due to
resource limitations, which influenced the research decisions. Given the constraints of the
study, it was necessary to prioritise and decide accordingly. Focusing on fitness trackers en-
abled the research team to centralise data collection, analysis, and interpretation, optimising
the available resources and maximising the quality of the study outcomes. Research on this
topic could provide valuable insights into users’ awareness of the privacy risks associated
with fitness trackers and assist to the development of privacy frameworks and guidelines for
IoT devices.

While the statement regarding questionnaire-based investigations and the availability of
fitness tracker users may not be a definitive argument, it serves as an additional practical
justification for focusing RQ3 on fitness trackers. The combination of research scope, user
accessibility, expertise, and resource limitations collectively supports the decision to con-
centrate on fitness trackers and provides a solid rationale for why RQ3 was not extended to

include smart homes in this particular study.

RQ4 - Can we enhance the awareness of the users regarding the possible inferences that
can be obtained from their fitness tracker data?.

The objective of this question is to identify if we can increase the awareness of the users
regarding the possible inferences that can be obtained about them from their fitness tracker
data, using the results from research question RQ3. We want to examine if the interaction
of the users with educational tools that inform them about how their data are collected and
shared by their fitness trackers and the possible inferences, increases the level of the users’
awareness. The questionnaire used for the exploration of research question RQ3 will be used
as a pre-test assessment on the users’ knowledge. Then the participants in the experimental

group will interact with an educational tool provided to them. After the intervention, the



same group of participants will be assessed on their level of awareness of the possible in-
ferences that could be extracted from their fitness tracker data, using the same questionnaire
that was used in the pre-test assessment. By comparing the results of the pre-test and post-
test assessments, this study will determine whether the interaction with educational tools
increases the awareness of fitness tracker users regarding the possible inferences that can be

made from their data.

1.3 Research Contributions

Taking into account the research problem and the research questions as defined above,this
thesis makes the following contributions:

* We contribute with a list of characteristics that a user-centric GDPR-compliant privacy
framework in IoT should possess in order to empower the users to be in control of their
personal data and privacy, that has been derived based on an analysis of the state-of-
the-art literature, providing an answer to RQ1.

* By performing a mapping of user-centric approaches for privacy preservation from the
state-of-the-art literature to these characteristics, we also contribute to the research by
providing a basis for the design and development of effective user privacy frameworks
in [oT, that can be used by researchers for carrying out further research in the area, or
by practitioners who can incorporate the characteristics to their platforms or systems,
for providing a better protection to their users.

* The present thesis contributes with a conceptual user-centric framework for IoT, “Privacy-
EnhAction", that was created based on the characteristics defined from the existing
literature and the specific needs for user privacy protection that GDPR requires in the
IoT domain. The “Privacy-EnhAction" framework is built on a number of steps, that
constitute the processes of the framework and demonstrate how the users can be pro-
vided with the functionalities and the tools needed in order to be in control of their
personal data created by IoT devices.

* We identify the possible inferences that can be extracted from smart home devices
and fitness trackers data by performing a preliminary literature review and by using
machine learning techniques in experimental scenarios, providing an answer to RQ2
and we contribute with a taxonomy of the inferences from smart home devices and
fitness trackers.

* We contribute with the development of “PrivacyEnhAction", a privacy tool in the form



of a web application, through which the users can analyse data collected from their
smart devices or fitness trackers with the objective to be informed about potential pri-
vacy vulnerabilities and possible inferences that emerge from the use of these devices.

* We provide the results of a quantitative survey method targeting the users of fitness
trackers users aiming to evaluate the level of their awareness regarding the data col-
lected and shared by their devices and the possible inferences that can be made from
their data using PrivacyEnhAction as a tool for assessing the user awareness, providing
answers to RQ3 and RQ4.

* We contribute with a review of the privacy policies of a number of fitness trackers
and smart home devices, in order to look into what data these devices collect, how
these data are used, and who can access them, as by helping the users to understand
the privacy policies of these devices, they can make informed decisions about which
devices to use and what data to share.

* We contribute with “SpotAware"”, an automated approach that classifies the text of
privacy policies from the domains of fitness trackers and smart homes, extracting in-
formation for two cases: (a) regarding the eight GDPR user rights addressed in the
privacy policy, and (b) about possible data inferences that can be drawn about the user
based on the collected data as described in the text of the privacy policy.

* We provide a systematisation of inference groups that include possible inferences or
conclusions that could be drawn about the users from privacy policy texts.

* We provide two annotated datasets of 133 privacy policies of smart home devices and
fitness trackers for the two cases under study: a) extracting information regarding the
eight GDPR user rights present in a privacy policy, and b) extracting information about
possible data inferences that can be drawn about the user based on the collected data

as described in the text of the privacy policy.

1.4 Thesis Outline

The remaining of this thesis is organised on 10 chapters as follows.

* Chapter 2 - Background and Related Work: discusses the background and the re-
lated literature review, focusing on the areas of smart home and wearable devices, pri-
vacy, the GDPR, and privacy protection in IoT. Following that, the chapter examines
inferences from smart home devices and fitness trackers, as in this thesis the areas of

focus are these two domains, and investigates user awareness and privacy concerns in



those environments, including the analysis of privacy policies as a tool for increasing
user privacy awareness. Then, the chapter provides a short introduction to Machine
Learning techniques, and concludes with the issues and challenges that research in the
area of user privacy protection should address.

Chapter 3 - A user-centric privacy framework for personal data protection in
IoT: introduces a number of characteristics that such a framework should possess in
order to empower the users to be in control of their personal data and privacy, moti-
vated by a previous work [308]. In this chapter we explain how each characteristic was
defined and we proceed with a mapping of user-centric approaches for privacy preser-
vation from the state-of-the-art literature to these characteristics, in order to analyse
how they are addressed for user privacy protection and to get an insight regarding the
methods and techniques used for the protection of user privacy in various domains of
IoT. The details of a generic user-centric 10T privacy protection framework that was
created based on the identified characteristics are also presented. Lastly, the chap-
ter summarises all the approaches reviewed providing the findings that were obtained
from this part of the research. A significant contribution and novelty of this thesis lies
in the suggestion of the conceptual framework based on the identified characteristics
that a user-centric GDPR-compliant privacy framework in the context of IoT should
possess. Through a Systematic Quantitative Literature Review of the state-of-the-art
literature and by integrating relevant concepts, the thesis provides a comprehensive un-
derstanding of the essential components and principles that could serve as the basis for
privacy frameworks in this domain. This conceptual framework offers a valuable refer-
ence point for researchers and practitioners working on privacy and data protection in
IoT environments and can assist in the development of user-centric GDPR-compliant
privacy frameworks.

Chapter 4 - Inference detection in a smart home scenario: concentrates on two
of the characteristics identified in Chapter 3, namely “CRI13:Estimate privacy risks
of data collection/inference to users" and “CRI14:Communicate risks of data collec-
tion/inference to users"”, as in this thesis we focus on increasing the user awareness
about the possible inferences that can be extracted from their data. We provide details
about our methodology that assists in the detection of inferences in a smart home sce-
nario and we describe two approaches we have identified for the analysis of data. We
present the results from the Smart Home experiment we set up and the inference types

that were extracted, using as a proof of concept the PrivacyEnhAction web application



that we have developed to support our research. This doctoral thesis makes a signif-
icant contribution to the field by addressing the gap in privacy-aware usage of smart
home devices in the GDPR era. The investigation of inferences that can be extracted
from data collected from smart home devices adds to the existing body of knowledge
by providing concrete examples and insights into the potential privacy risks and im-
plications associated with the usage of these devices. These findings contribute to the
understanding of the data inference risks and can inform the development of mitigation
strategies and privacy-enhancing measures.

Chapter 5 - Inference detection in the fitness trackers domain: studies further the
inferences problem, providing a list of possible inferences that can be extracted about
the users from their fitness trackers data, that we have devised from reviewing the
available literature. We also discuss the details of the methodology we followed to
collect, examine and analyse the data in the fitness trackers scenario under study. Fi-
nally the chapter describes how the PrivacyEnhAction tool was extended to include
the three fitness trackers to the list of smart devices whose data can be analysed, and
we present the results from the fitness trackers experiment along with the inference
types that could be extracted, using the PrivacyEnhAction web application to demon-
strate the findings. Through empirical investigations, this thesis contributes to the
field by successfully identifying the specific inferences that can be extracted from data
collected by fitness trackers. By employing machine learning techniques, the poten-
tial privacy risks associated with these devices have been exposed, shedding light on
the extent to which users’ personal information can be inferred from their data. This
effort contributes to the understanding of data privacy implications and supports the
development of appropriate privacy protection mechanisms.

Chapter 6 - Evaluating the impact of PrivacyEnhAction to users awareness: de-
scribes a quantitative study to evaluate the impact that an informative tool, such as
the PrivacyEnhAction web application, developed through our research, can have to
the awareness of the users regarding the privacy risks and the possible inferences that
can be made about them from their data. The exploration of user awareness regarding
the inferences that can be made from their fitness tracker data is another significant
contribution of this thesis. Through the quantitative study conducted, this thesis has
revealed the lack of awareness among fitness tracker users about the potential privacy
risks and inferences that can be derived from their data. This contribution highlights

an important disparity in user knowledge and highlights the need for education, trans-
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parency, and user-centric approaches to enhance user awareness and control over their
data, while providing novel insights into an evolving and critical area of study.
Chapter 7 - Analysis of smart devices privacy policies: performs a review of how
fitness trackers and smart home devices address data collection and sharing and how
these are presented in their privacy policies, supplementing our effort to increase the
awareness of the users of such devices. This doctoral thesis makes a novel contribution
by providing insights on how data collection and sharing practices are addressed and
communicated to users. This fills a significant research gap as privacy policies often
serve as the primary source of information for users to understand the data practices
of these devices.

Chapter 8 - Extracting GDPR user rights and inference risks from privacy policy
texts: introduces “SpotAware", the approach we propose for the classification of the
text of privacy policies from the domains of fitness trackers and smart homes. Our
approach contributes to the enhancement of the users awareness as it can extract infor-
mation regarding how the eight GDPR user rights are addressed in a specific privacy
policy, and also information about possible data inferences, such as location or health
status, that can be drawn about the user based on the collected data as described in the
text. A significant contribution and novelty of this thesis lies in the development and
application of the SpotAware approach, which enables the systematic analysis of pri-
vacy policies to extract valuable insights, advancing the field of privacy-aware usage
of fitness trackers and smart home devices. The SpotAware approach contributes to
enhancing user awareness and control over their privacy in the GDPR era.

Chapter 9 -The implementation of the PrivacyEnhAction application: presents
the web application that was developed as part of the conducted research, designed to
help users analyse the data collected by smart home devices and fitness trackers in or-
der to identify potential privacy vulnerabilities and inferences that can be drawn from
their use. The implementation of the PrivacyEnhAction application represents a sig-
nificant novelty and contribution of this doctoral thesis. This web application has been
specifically developed to empower users in analysing the data collected by smart home
devices and fitness trackers, with the primary goal of identifying potential privacy vul-
nerabilities and inferences that can be drawn from their use. The novelty lies in the
development of a user-friendly and accessible web application that brings together the
insights and findings from the previous chapters of this thesis. The PrivacyEnhAction

application serves as a practical tool for users to actively engage in the assessment of

11



their data privacy.
e Chapter 10 - Conclusions and Future Work: summarises this thesis by providing
the main research contributions. The chapter concludes with directions for future re-

search related to the continuation of this work.
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Background and Related Work

The research questions introduced in the previous chapter motivate the background and re-
lated work review presented in this chapter. First we present how the smart home and wear-
ables domains have developed over time and how these advancements have led to the ex-
pansion in the use of smart home devices and fitness trackers. Then this chapter introduces
background information related to the notion of privacy and the GDPR, and proceeds with
presenting related work in the areas of privacy protection in the Internet of Things, and
specifically for the Smart Home and Wearables domains. The chapter continues with pre-
senting how the problems of privacy inference risks in IoT and inference extraction from
smart home devices and fitness trackers data have been addressed in state-of-the-art litera-
ture. As the main research problem of this thesis has been defined as “How can we increase
the smart home devices and fitness trackers users awareness over their data and privacy
protection?'', the chapter introduces a review of related works in the areas of user awareness
and privacy concerns of fitness trackers and smart home devices users. Then it provides a
literature review in the area of privacy policy analysis as a tool for user privacy awareness.
In addition, the chapter discusses Machine Learning techniques that are widely being used

for privacy preservation.

2.1 Smart Home and Wearable Devices

During the last years, smart homes have become increasingly popular due to the rapid growth
and utilisation of IoT. A smart home is defined as “a residence equipped with a high-tech
network, linking sensors and domestic devices, appliances, and features that can be remotely
monitored, accessed or controlled, and provide services that respond to the needs of its

inhabitants" [25]]. Such devices and appliances include smart thermostats, security cameras,
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smart washers and dryers, smart vacuums, ovens, microwaves, coffee makers, smart TVs,
smart locks, smart lighting, smart speakers, etc. The revolution of devices from simple to
smart has been instrumental to the expansion of the smart home, while the advantages that
smart home devices bring to the end user can be found in many sectors, ranging from health-
related benefits, like Ambient-Assisted Living, to financial and environmental benefits 23]
189].

A key factor in the evolution of the smart home is the ability to detect and recognise
the activities taking place in this environment. Machine Learning techniques have been
widely used to detect and predict events and activities taking place in a smart home as well
as residents behaviour, aiming to provide a better service by analysing the collected user,
environmental and context data [[561/176,220,262,342]]. Historical records of such events can
be exploited to discover patterns in user activities, identify anomalous or suspicious states,
or to perform health monitoring and house surveillance.

The progress in smartphone and wearable technologies in the last two decades have made
the monitoring and tracking of people’s daily activities easier than ever 3], with access to in-
formation like walking, running, sleeping, or heart rate being possible by the use of wearable
devices. Wearable fitness trackers or activity trackers are IoT connected devices that moni-
tor and track fitness-related metrics like distance walked or run, calorie consumption, sleep
quality or heart rate. Fitness trackers consist of sensors such as accelerometers, pedometers,
GPS or heart rate sensors, that are used to collect and record the data of the person wear-
ing them, enabling the users to be informed about their fitness and health status [146]. The
Global Positioning System (GPS) technology was made available for public use in 1996, and
since then it has been used in fitness trackers for the tracking of exercise. The first consumer
device with a built-in accelorometer was released by Nokia in 2006, the Nokia 5500 Sport
mobile device, as a device to record and track user movement, number of steps, distance,
speed and calories consumed. Fitbit was introduced in 2007 as the first wearable device
using sensors, starting the new generation of modern activity trackers [268]].

Today wearable fitness trackers are low-cost, which in combination with the cutting-edge
functionalities that wearable technology brings, has influenced the mass adoption of activity
trackers by users [139]]. Activity trackers also contain a microprocessor and a communica-
tion unit that enables connectivity with a smartphone or a third-party service provider [222].
Wearable fitness trackers come in various types, like smartwatches [336], wristbands [28],
waistbands [190], or chest bands [234]. Fitness trackers introduce wearable technologies

in users’ lives and assist them with personalised fitness advice, by providing actual health-
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related feedback and by analysing their data to identify patterns. In relation to health ben-
efits, as fitness trackers allow the collection of vital user information, like steps, heart rate,
blood pressure, or sleep, this enables the better management of patients assessment and sup-
port [257]. Machine Learning techniques have been widely used in fitness trackers for ac-
tivity recognition [240], the prediction of sleep quality [248]], the collection, processing, and
analysis of health data [|37]], personalising fitness plans and the creation of predictions [236]
and insights [197] about the users overall health and daily lives.

The extensive increase of smart home devices and fitness trackers use will further add
to the amount of user data generated, processed and shared to third parties, allowing the
extraction of further insights about the users, bringing to the surface significant user data
privacy risks. The protection and control of personal data form important user rights that are
recognised by regulations in Europe and worldwide. In the next sections, we discuss these

issues in more detail.

2.2 Privacy Definitions

Throughout history, the notion of privacy has been elemental to mankind. Even though
privacy developed into an accepted right in the 19th century, it existed long before that [[185].
The first written law about privacy was in 1890, known as the “The Right to Privacy" [41],
where privacy was defined as “the right to be let alone" and was expressed as the most
inclusive right and the right that is most appreciated by civilised people [6]. Since then,
several efforts have been made for the definition of privacy; however, it was not possible to
create acommon universally accepted definition, as the actual form of privacy varies between
societies, economies and cultures.

Some of the most worth mentioning definitions include the one from Westin, who defined
privacy as “the claim of an individual to determine what information about himself or herself
should be known to others" [312]. Westin also defined three levels that affect privacy, the
political, the socio-cultural and the personal level [313]]. Fried declared that “privacy is the
control we have over information about ourselves [106], while Gerety states that privacy
is “the control over or the autonomy of the intimacies of personal identity [I112|]. Another
definition comes from Szabo, who defines privacy as “the right of the individual to decide
about himself/herself [273].

Solove argues that no single definition for privacy can be applicable, as there are mul-

tiple forms of privacy, related to one another. In order to understand the complex and con-

15



flicting views to privacy, he performed a categorisation of privacy on “classifications and
“taxonomies, dividing privacy into six types which sometimes overlap: (1) the right to be let
alone; (2) limited access to the self; (3) secrecy; (4) control over personal information; (5)
personhood; and (6) intimacy [267].

According to Parker [221]], a definition of privacy should meet three criteria. First, it
should fit the data, which means that data should not be gained or lost through a definition
of privacy that is not over broad or too narrow. A second criterion is simplicity, and this
could be achieved by using a list. The example that Parker gives as a definition of privacy at
this point fits very well to the IoT data privacy protection problem, as he defines privacy as
“the ability of the individual to lead his life without anyone: (a) interfering with his family
and home life; (b) interfering with his physical or mental integrity or his moral and intel-
lectual freedom; (c) attacking his honour and reputation; (d) placing him in false light; (e)
disclosing irrelevant embarrassing facts about him; (f) using his name; identity or likeness;
(g) spying or prying on, watching or besetting him; (h) interfering with his correspondence;
(i) misusing his private communications, written, or oral, or (j) disclosing information given
or received by him in circumstances of professional confidence". The third criterion that
a definition of privacy should meet according to Parker is the applicability by lawyers or

courts.

2.3 The General Data Protection Regulation

The protection of user personal data in the 10T era has been a challenge for regulators and
service providers, as ethical concerns are continuously being raised by researchers [135],
driving countries towards the creation of regulations and guidelines, aiming to provide indi-
viduals with legal means in order to control their personal data. In Europe, the introduction
of GDPR in 2018, aimed to protect the personal data of EU citizens and their rights regarding
the use of their data. In this section, we discuss the concepts of GDPR that are relevant to
the scope of this thesis.

The GDPR was driven by a rational approach to data protection, that was based on the
notion of privacy as a fundamental human right. Under the GDPR, personal data is any
information that can identify an individual, and can include a name and surname, a home
address, an email address, an identification card number, location data, an IP address, a
cookie ID, etc [64]. Furthermore, different types of information that when combined can

lead to the identification of an individual also constitute personal data under the GDPR, as
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well as personal data that have been encrypted, or pseudonyms which can be used to identify
a person continue to be considered as personal data [110].

Privacy and data protection have always been a priority for EUs law policy, and as such,
GDPR’s application comes with the inclusion of seven principles directed to the protec-
tion of the user and data privacy and the establishment of user consent for data collection
and sharing: (1) Purpose limitation; (2) Fairness, lawfulness, and transparency; (3) Data
minimization; (4) Storage limitation; (5) Accuracy; (6) Confidentiality and integrity; (7) Ac-
countability [93]]. The principle of purpose limitation relates to the responsibility of the data
controllers to use the collected user data only for the purposes strictly defined in their privacy
policies, and for no other reason. Fairness, lawfulness, and transparency refer to the obliga-
tions of the data controllers to process personal data on legitimate grounds, with the users
being made aware of the processing purposes in clear understandable information. The data
minimization principle requests that data controllers only use data that are relevant and nec-
essary to the processing purposes and that no excessive data are collected, while the storage
limitation principle requires that user data are only stored by data controllers for as long as
necessary. In relation to the accuracy principle, data controllers must only store and use data
that are accurate, and are required to rectify or delete inaccurate data without delay [307].
Finally, the accountability principle requires from the data controllers to implement suitable
mechanisms to protect against data breaches, leaks or unauthorised access.

The GDPR is a crucial regulation for the reinforcement of the users fundamental privacy
right, by providing tools to the users in order to control their personal data. This is accom-
plished with the introduction of eight rights that all EU citizens are entitled to regarding their
data. These eight user rights are: (1) The Right to Be Informed; (2) The Right to Access; (3)
The Right to Rectification; (4) The Right to Erasure (Right to Be Forgotten); (5) The Right
to Restriction of Processing; (6) The Right to Data Portability; (7) The Right to Object to
Processing, and (8) The Right to Not Be Subject to Automated Decision Making.

The Right to be Informed requires that before data are collected, the data subject, i.e. the
user, has the right to know how the data will be collected, processed, and stored, and for
what purposes [93]]. With the Right to Access, the data subject has the right to obtain from
the controller confirmation as to whether or not personal data concerning him or her are
being processed, and, where that is the case, the user must be given access to the personal
data and information about: the purposes of the processing, the categories of personal data
concerned, the recipients to whom the personal data have been or will be disclosed, the en-

visaged period for which the personal data will be stored, the existence of the right to request
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rectification or erasure of personal data or restriction of processing of personal data or to
object to such processing, the right to lodge a complaint with a supervisory authority, any
available information as to their source where the personal data are not collected from the
data subject, and information about the existence of automated decision-making, including
profiling [93|].

The Right to Rectification gives to the data subject the right to obtain from the controller
the rectification of inaccurate personal data concerning him or her, also having the right to
have incomplete personal data completed [93]]. With the Right to Erasure, the data subject
has the right to obtain from the controller the erasure of personal data concerning him
or her without undue delay and the controller has the obligation to erase personal data
without undue delay [93]]. The Right to Restriction of Processing gives the data subject the
right to obtain from the controller restriction of processing of his or her personal data [93]].
With the Right to Data Portability the data subject has the right to receive the personal
data concerning him or her, which he or she has provided to a controller, in a structured,
commonly used and machine-readable format and has the right to transmit those data to
another controller [93]].

The Right to Object to Processing gives the data subject the right to object at any time to
processing of personal data concerning him or her [93]], and finally, with the Right to Not
Be Subject to Automated Decision Making the data subject has the right not to be subject to
a decision based solely on automated processing, including profiling, which produces legal
effects concerning him or her or similarly significantly affects him or her [93]).

The GDPR is highly concerned with fitness trackers and smart home devices, as their
functionality involves the use of personal data, and as such they have to comply with its
directions. Since transparency is key in the application of GDPR, it is essential that fitness
trackers and smart home devices users become aware about how their personal data are pro-
cessed [29]], as fitness trackers collect enormous amounts of highly sensitive personalised
body, health and fitness data, like activity, steps count, temperature, sleep patterns or calories
burnt, using embedded sensors such as pedometers, accelerometers, GPS, heart rate moni-
tors, altimeters, etc. [323]], while smart home device ranging from a smart bulb to a smart

thermostat collect personal data continuously in the smart home.
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2.4 Privacy protection in IoT

2.4.1 Privacy protection frameworks

The heterogeneous structure of IoT devices adds more weight to the need for efficient pri-
vacy protection in the data management process making the requirement for efficient privacy
protection frameworks even more notable.

IoT devices process and analyse the collected data in order to provide smart services to
the users, usually combining these data with data from other applications with the aim to
provide a better service. However, the handling of personal user data which can lead to in-
ferences when combined with other data, such as profiling, is prohibited in GDPR (Article
9). Previous works have focused on the prevention of data inferences through the use of
inference prevention techniques like probabilistic models or learning algorithms [288]], by
enabling the users to define what cannot be inferred from their data [46]], or by perform-
ing privacy risk analysis enabling the users to understand the privacy risks of each privacy
choice using harm trees [77]]. Other techniques involve data transformation, which has been
the focus of many analyses since the GDPR was introduced. Under the GDPR directions, it
is acknowledged that data transformation techniques are essential for the protection of user
data, as they provide a way to boost the protection of privacy. Examples from the literature
involve the application of anonymisation to data before it is released [231], the use of dif-
ferential privacy in a smart metering use case [26]], or data masking, such as perturbation,
randomisation, or quantization [294].

In [288], a framework is presented that uses a personal data manager that can assist in the
management of third party data request in the context of IoT, using an inference risk calcula-
tion process associated to data disclosure. In [[130], the authors present UPECSI, a solution
that allow users to enforce their privacy requirements before any personal data are uploaded
to the cloud. Through the proposed tools, the end-users can protect their data, while cloud
service providers can easily integrate privacy processes by providing users with a transpar-
ent user interface that enables them to specify their privacy settings accordingly. PISCES,
a Privacy by Design (PbD) framework, is proposed in [104], that provides private data
management for [oT through a rigorous disconnection between data providers and data con-
trollers, allowing the user to know by whom and for which purpose her data are being used.
A policy-based and privacy-enabling framework for informed consent in 10T is proposed

in [207], where usage control policies are utilised for the regulation of access to personal
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Table 2.1: Summary of related work for privacy protection in loT

Area Cit. Proposed
Privacy protection [288] Probabilistic models, learning algorithms
Frameworks [46] Users can define what cannot be inferred from their data
[77] Privacy risk analysis using harm trees
[231] Data is anonymised before released
[26] Differential privacy
[294] Data masking
[288] Enforcement of user privacy preferences
[130] Privacy enforcement points
[[104] Private data management
[207] Usage control policies
[244] Smart object check compliance of user privacy preferences
[77] User interface displays impact of user privacy choices
Smart Home [180] Development of privacy protection standards
Privacy protection [340] Blockchain based privacy protection scheme

[325] Data encryption using DES encryption and LSB algorithm
[126] Sample data analysis and supervised learning techniques for

timestamp series data

[232] k™ data anonymization technique

[324] Encryption and information hiding methods used
Wearables Privacy [199] User interface for user privacy preferences
Protection [136] Provides best practices for manufacturers

[152] Local differential privacy
[14] Data anonymization technique

[150] Analysis of third parties communicating with devices

data, that can be customised according to the specific needs of the user and the context. In
particular, the users can define their security policy rules, which are stored in a user-centric
Security Gateway. The users can define specific policies for each Service Provider managing
access to data. A privacy framework for IoT where smart objects users have the ability to
specify their privacy preferences is presented in [244]], where the smart objects check the
compliance of the privacy preferences of the users, assisting the aim of the framework which
is to enhance the privacy of IoT users. In [[77], a framework enhancing individual control
over personal data is introduced, where the user can indicate her privacy choices, view the
impact of those choices on the available user interface and take the appropriate decision to

revise them or not, based on the privacy risks present.
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2.4.2 Privacy protection in the Smart Home

In the smart home a number of devices are connected aiming to provide an effective, com-
fortable and energysaving environment. Along with the benefits that the smart home has
brought to people’s lives, it has also caused a huge expansion in the creation of data, leading
to the creation of a number of privacy risks to the user and the data. Smart home privacy pro-
tection has been the focus of the research in the last decade, aiming to minimise the privacy
risks and make the smart home a safer environment.

The development of privacy protection standards for the smart home is presented in [[180]
aiming to provide support for data security governance in this area and to increase the level of
social privacy protection. In this work, the standards are divided into three phases, creation,
exploration, and expansion, where critical technology, auxiliary management, test and certifi-
cation, and device application are incorporated. The privacy problem of the bi-directional in-
teraction between smart homes and the power control centre is the focus of the work in [340].
As smart meters collect fine-grained real-time electricity or water consumption data, the pro-
cedure to upload these data to a control centre can lead to the leakage of these data, as privacy
problems may occur like single point failure, malicious tampering of data, etc. In this work, a
privacy protection scheme for smart meters based on the blockchain technology is proposed,
that ensures that the users privacy is protected, providing confidentiality, with lower comput-
ing and communication costs. The problem of malicious adversaries intercepting transmitted
smart home data is targeted in [325] through a smart home privacy protection method that
combines DES encryption and the improved Least Significant Bit (LSB) information hiding
algorithm. In the proposed method, the smart home data is encrypted using DES encryption
and then the LSB algorithm is used to hide the cipher-text, providing a double protection
scheme to the data.

In the smart home, the daily activities of the residents can be determined through the
analysis of the timestamp series of the data. A method to hide the patterns of the daily rou-
tines of smart home residents is presented in [126]], where by using sample data analysis and
supervised learning techniques this problem is overcome providing effective privacy pro-
tection, low energy consumption, low latency and strong adaptability. In another work, an
architecture is presented for a fog enhanced smart home environment that preserves the pri-
vacy of the users when their data is shared with third parties [232]. Here, the authors propose
a k' data anonymization technique for the prevention of data breaches. A privacy protection

scheme for the smart home is proposed in [324] that is based on information hiding. Using
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Machine Learning techniques, the smart home data are classified into sensitive data and non-
sensitive data, a process which can be controlled according to the users’ preferences. Then,
the sensitive data are transmitted after they are processed by a combination of a method that
uses both encryption and information hiding. As the proposed scheme combines both the
ability of the users to express their privacy preferences and the encryption with information

hiding, the privacy of the data is greatly enhanced.

2.4.3 Privacy protection in Wearables

Fitness wearables include devices like sport watches, smart watches, wristbands, chest straps
and other smart gear, that monitor and track the number of steps we take every day, how many
stairs we climb, the number of hours we sleep every night, or the quality of our sleep, among
others. Studies have shown that smartphone users are most likely to own a fitness wear-
able [24], while compatible Fitbit devices enable the users to make contactless payments,
providing additional services. Data collected by wearables can be exploited in the pursue of
inferring information regarding bodily activities like walking or running [58], while smart-
watch data have been successfully used for the recognition of user eating [283] and drinking
activities [219], or smoking [275]].

Since the essence of wearables and fitness trackers does not usually allow a high level
of interaction between the device and the users, a user interface is proposed in [199] for
capturing the privacy preferences of the users in each application they use. The presented
GUI aims to educate the user about data access requests and protect her personal data. The
privacy vulnerabilities and threats of using fitness trackers, and in particular the Fitbit smart-
watch, are explored in another work [36]], by analysing the device features and potential
privacy risks. The authors present a list of actions to diminish these vulnerabilities and they
propose a number of best practices for wearables manufacturers to provide balance between
functionality and privacy protection.

As the sensitive information collected by fitness trackers needs to be protected, a method
for accumulating and processing health data in a privacy-preserving way is presented in [[152].
Local differential privacy is being used adopting a sampling-based data collection scheme
that accomplishes an important advancement in accuracy than simpler solutions, providing
better privacy protection on the data collected. An anonymization approach is proposed
in [[14] to protect the privacy of the users data from smart health devices, by generalising

pivotal, data aiming to make it arduous to re-identify a user. According to the authors, the
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Table 2.2: Summary of related work for privacy inference risks in loT

Area Cit. Data used Inference Risks

SH [342] Smart home data combined with User location

user social network profile

[90] Patterns of water consumption Occupancy, vacation, periods, ac-
tivities

[213] Motion sensor data Single or multi-user presence in a
house

[326] Motion sensor data Occupancy, user identity

[194] Electricity data User routines

[342] Linking data from different smart Personal owner information

devices

[162] Smart devices data User habits, preferences

[164] Smart speakers data User habits, preferences

[166] Accelerometer sensors data User habits, preferences

[33] Smart meter energy data User routines and habits

[50] Location information, sensor data Various

FT [164] Accelerometer sensors data Activity, behaviour, location track-

ing

[323] Pedometer sensors data User routes

(196] Elevation data Location, frequently used places

[240] Fitness tracker data User activities

results of this technique demonstrate that with a small compromise on computational cost
and data retention, the solution is effective for privacy protection. An analysis of the third
parties that communicate with fitness trackers and their associated smartphone applications
is presented in [[150], where any unexpected - from the privacy point of view- third parties are
identified. The aim of this work is to urge the users to study the privacy policies of devices
before purchasing them to learn more about what personal data are being shared.

Table [2.1]provides a summary of the related work discussed in Section [2.4, While the
work in [230]] is occupied with user privacy awareness in the area of wearables and [oT
services by presenting a framework that could be used as guidance to developers and service
providers in order to integrate privacy risk user awareness in their products, no other work
to the best of our knowledge has been involved with raising user awareness in relation to the

inferences that can be extracted about the users from their fitness trackers data.
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2.5 Privacy Inference Risks in IoT

Artificial intelligence (Al) is progressively being used in numerous fields to draw infer-
ences, insights and predictions about the behaviour, preferences and lifestyle of people [309],
through its ability to process and evaluate enormous datasets. These inferences are unverifi-
able and open the door for discrimination and biased decision-making. In the [oT domain,
the risk of undesired inferences drawn from personal data becomes higher as the number of
connected devices used increases. Most users are not aware of the extent of data collected
by those devices, making it confounding to understand that these data can reveal more in-
formation about them. In this section, we present the related work in the area of inferences
as a privacy threat in IoT, and in particular, inferences that can be drawn from smart home
devices and fitness trackers. Table 2.2] summarises the related work for privacy inference

risks in IoT presented in this section.

2.5.1 Data collection in IoT

In the context of the 10T, data collection is a central feature that enables the functionality of
smart devices. These devices are equipped with sensors and communication capabilities that
continuously collect different types of data. The data collected in [oT environments can be
diverse and extensive, including sensor data, coming from a wide range of sensors, such as
temperature sensors, humidity sensors, motion sensors, light sensors, and more. These sen-
sors collect environmental data, like temperature levels, ambient light conditions, air quality,
and presence detection. Additionally, IoT devices collect data related to user interactions,
including button presses, voice commands, touch gestures, and other input methods. These
data can provide insights about the users’ preferences, behaviour patterns, and usage habits.
Smart devices often track and record energy consumption data, allowing users to monitor and
optimise their energy usage, including data about electricity consumption, water usage, and
other resource utilisation information. IoT devices that are equipped with cameras or micro-
phones can capture multimedia data, like images, videos, or audio recordings. These types
of data can be used for various purposes, such as surveillance, remote monitoring, or voice-
controlled interactions. Furthermore, smart devices can collect contextual data related to the
user’s location, time, and surrounding conditions, that include GPS coordinates, timestamps,
weather conditions, or proximity to other devices or objects. Fitness trackers continuously

monitor and track users’ physical activities, such as step count, distance travelled, calories
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burned, and sleep patterns. These data provide insights into users’ daily routines, exercise
habits, and sleep patterns. What’s more, some fitness trackers are equipped with sensors
that monitor heart rate, blood pressure, and other biometric measurements, which can reveal

valuable information about the users’ well-being, stress levels, and overall health.

2.5.2 Information inference as a privacy threat in IoT

In the literature it has been shown that seemingly harmless data from smart devices can
be used to infer eminently personal information about the users [162]. Machine Learning
techniques and big data analytics have been used for drawing vigorous inferences from ap-
parently harmless data or identified behaviour, compromising a basic privacy law, which is
to allow a person to control who knows what about them [134]]. Similar techniques are also
used for making predictions about people’s private lives, behaviours, habits and preferences,
establishing the perfect conditions for discrimination, prejudicial and intrusive decision-
making against the people involved [309], creating a crucial threat to user privacy. Re-
cently, these privacy related concerns have expanded from personal worries to social issues,
as “anonymised” fitness tracking data from Strava, a widely used application for tracking
activity and exercise, were released in the form of an “anonymised” heat map. The company
mapped its accumulated activity data of two years in order to display the most visited areas
in the map. However, US secret war zone locations and military bases were highlighted as
soldiers habitually upload their fitness tracking data to Strava, creating a massive security
threat as sensitive government and military sites were exposed [314].

In the domain of IoT, inferences are personal information that are not consciously pro-
vided by the users themselves, but extracted by data controllers or other third parties from
given data. This is a common approach in the area of Machine Learning; still inferences can
be obtained without the use of advanced techniques. A “current” example of an inference
that can be extracted without the use of Machine Learning or other advanced techniques,
relevant to the Covid-19 pandemic, is the following: A person could be thought as having
the virus, if that person has travelled to a heavily infected area during the recent weeks. The
inference being made here is not a proof that a person has been tested positive for Covid-19,
but an indication of the possibility of infection [264]].

The problem of undesired inferences is more evident in IoT due to the increasing amount
of data generated and the available data analysis techniques, and they constitute a major

threat to the privacy of the users. The subject of privacy protection has been a challenge for
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the researchers since the beginning of the digital age [[104]. Today, the EU data protection
authorities acknowledge the need for the assurance of personal data protection, and in partic-
ular the processing of health related data, which is generally prohibited under GDPR Article
qﬂ As inferences are only predictive and indicative, they may be inaccurate and unverifiable.
Nevertheless, they contribute to the creation of user profiles by companies and third parties
and could potentially jeopardise people’s basic rights and privacy, as the more data that are

collected and associated with a user, the more inferences can be made about that user.

2.5.3 Inferences from Smart Home devices

In the era of smart homes, sensitive data are recorded and transmitted to multiple service
providers. In most cases, such data are used to provide high-quality, useful services to the
citizens. There are situations however, where the same data can reveal sensitive information
about the user, if obtained by an unauthorised party. Unintended inferences have become
the biggest threat to privacy, mainly as a result of the development of sophisticated Machine
Learning techniques [309]].

Devices ranging from a smart bulb to a smart thermostat collect data continuously in the
smart home. The risk of undesired inferences drawn from personal data becomes higher as
the number of smart devices used increases. For example, smart metering data can disclose
when a person is at home, the frequency a user watches TV, cooks, sleeps or goes on holidays.
This type of information is invaluable to third parties like employers, insurance companies, or
marketing companies, who are very interested in gaining access to it [224]. The EU GDPR
has arrived to give control to the users over their data and the protection of their privacy,
therefore the need for purposeful tools that allow the users to be informed and understand
the privacy risks of using a smart home device is imperative [[160].

A key factor in the evolution of the smart home is the ability to detect and recognise
the activities taking place in this environment. Machine Learning techniques have been
widely used to detect and predict events and activities taking place in a smart home as well
as residents behaviour, aiming to provide a better service by analysing the collected user,
environmental and context data [342]. Historical records of such events can be exploited to
discover patterns in user activities, identify anomalous or suspicious states, or to perform
health monitoring and house surveillance. Furthermore, when smart home data is combined

with data from other sources like social networks, further privacy vulnerabilities become

Thttps://gdpr-info.eu/art-9-gdpr/
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apparent, especially when context information is considered. For instance, the social network
profile of a user can be used to predict the user’s whereabouts at a specific time conforming to
knowledge released by friends [[342]. This is possible, due to the linkable published content
of users which may include sensitive information for each other, allowing for the inference
of users sensitive locations based on the social relationships of a user.

The patterns of water consumption from a smart water meter can be used to infer house
occupancy, vacation periods, or even which rooms are being used and when, and also occu-
pants activities like using the toilet, bathing, etc. [90]]. Data collected from motion sensors
may contain contextual information like date, time of day or location, that can be exploited in
order to infer single or multi-user presence in a house [213]]. Machine Learning models can
be applied to motion sensor data to infer which particular rooms are occupied in a house or
even the occupants identities [326]. A framework that analyses the electricity consumption
of a house to unveil household characteristics relating to the economical or social status of
the family, the number of occupants, or the home appliances being used is presented in [935].
In [194], electricity data from smart meters is used to analyse the trends between different
customers, obtaining information such as personal details about families, like the time they
wake up and have breakfast, when they go to work, if someone stays at home during the day,
etc. Most of these works do not aim to utilise the detection of the inferences towards the user
benefit, but for the improvement of various services.

The data privacy vulnerabilities that are created from the linking of data from different
smart devices are presented in [342] by validating how this linking can reveal personal in-
formation about the owners. An analysis on how sensitive information can be captured from
data generated by smart devices and be used to make additional inferences about habits, pref-
erences, and so on is described in [162]]. The same author presents his findings in relation to
the extraction of inferences from human speech and other sounds collected by smart speak-
ers or other smart devices that record audio [[164] and accelerometers [166]. The findings
regarding the likelihood of the improper use of smart meter energy consumption data in order
to expose the routines and habits of people are presented in [33]]. The possibility that location
information and sensor temporal sampling can be used to compromise a smart home user’s
privacy is explored in [50]. A privacy model is proposed and preliminary analysis shows that
it is possible to compromise the privacy of a user through inferences drawn from their data.

Occupancy monitoring is an area that has attracted a lot of research interest, aiming to
provide insights for improving energy or water consumption in buildings, cut down expen-

diture and enhance performance. However, in the smart home scenario, if the results of
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occupancy monitoring are misused then the privacy of the occupants can be compromised.
A framework that can prevent occupancy detection in a smart home through the use of adver-
sarial Machine Learning techniques is presented in [263]]. The framework aims to enhance
the protection of the users’ privacy, offering customised user privacy preferences. In [261]],
heterogenerous sensors and Machine Learning techniques, such as Random Forest and Lin-
ear Discriminant Analysis (LDA) are exploited, in order to estimate the number of persons
in a room, while in [326] it is shown that by using smart meter and motion sensor data, oc-
cupancy related inferences are possible, like the number of occupants or even their identities.

Activity detection in smart homes is another area that has received a lot of attention,
mostly for Ambient Assisted Living (AAL) applications, where the user data are being used
to provide a better service. Yet, most of the works do not acknowledge the privacy risks this
process entails for the user. A methodology to infer the activity profiles of households using
smart meter data is proposed in [316], while in [332], the authors exploit smart meter data
in order to discover activity patterns using Machine Learning techniques for healthcare ap-
plications, aiming to provide assistance to the elderly living alone when anomalous activities

are detected.

2.5.4 Inferences from fitness trackers data

As the use of fitness trackers is increasingly growing among users, the amounts of personal
data created are enormous. These data are often handled by third parties or service providers
for the provision of the relevant functionalities. However, in the literature it is reported that
these user data can be exploited by third parties for the extraction of personal and sensitive in-
formation about the users through various techniques, such as Machine Learning algorithms,
data mining techniques, predictive filtering, etc. [287]].

The use of accelerometer sensors embedded in wearable devices is exploited in [164]
presenting a number of inferences that are possible from analysing the data collected by
such sensors. The identified inferences include activity, behavior or location tracking. The
authors suggest that their findings should be used as a caution to customers and a cause for
action to developers and organisations. The possibility of inferences from pedometer sensors
that are used to count steps is studied in [323]. The possibility of inferring the user typical
routes, for example going to a coffee shop or a grocery shop, is computed by utilising the
steps per minute data from the user’s fitness tracker. The Euclidian distance between the

steps-tracked sequence and the path query sequence is used to set a threshold value, and

28



as long as this fluctuates, then the user route can be inferred with an accuracy of almost
50%. The elevation data from fitness trackers are used by the authors in [196] to predict
the location path of the users, using natural language processing computer vision for the
representation of data, and Machine Learning and deep learning-based techniques to predict
and infer personal information, such as frequently visited places. A case study based on
fitness trackers is presented in [287]], where a model for inference prevention is built using
a Bayesian Network, that computes the risk of inference attacks from the combination of
known data about users.

A study on the privacy vulnerabilities of fitness trackers is presented in [240], where Ma-
chine Learning techniques are exploited for the analysis of data from these devices in order
to make meaningful inferences about user activities. The results show that it is possible to
track users and their activities from their fitness tracker data, creating a threat to their pri-
vacy. The possibility of privacy leakages from Bluetooth Low Energy (BLE) communication
between fitness trackers and smartphones is examined in [[76]]. As the BLE traffic of fitness
trackers seems to be correlated with the intensity of the user activity, the authors show that
it becomes possible for a malicious listener to infer the user’s activity, by analysing the BLE
traffic analysis. They also present their findings regarding the possibility to identify a user by
analysing the BLE traffic of her devices, which can depict the unique way a person moves.

The overlooked security and privacy challenges in wearables is the focus of the work
in [34]], where the authors identify a number of inferences that can be extracted from sensors
data. According to the authors, fitness trackers become an appealing source of interest for
cyber criminals, whose attacks may gain access to users bio-metric data, enabling identity
theft, location information which is a major privacy threat, or accelerometer data that can be
used to infer user activities. Subsequently, the authors recommend that further research is
needed for the consideration of privacy requirements early in the design of fitness trackers
and wearables in general.

Fitness trackers record the number of steps taken every day by the users, as a measure of
their activity level. Activity can be classified using the step index in Table [2.3|that has been
proposed by Tudor and Basset to describe the physical activity in adults based on pedometer
readings [292]. No or low physical activity is the root behind ill health [305], therefore
knowledge of this kind of information could be an indication of possible health problems.
Information like daily walking step count may potentially reflect peoples stable lifestyle and
habits or whether someone is at a lower or higher risk of all-cause mortality [245]. Low

levels of daily activity could indicate that the user may be suffering from health problems.
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Table 2.3: Activity levels and steps indices [292)]

Activity Level No of steps
Sedentary Less than 5,000 steps per day
Low active 5,000 to 7,499 steps per day

Somewhat active 7,500 to 9,999 steps per day
Active More than 10,000 steps per day
Highly active More than 12,500 steps per day

This information can be used by an interested third party, such as an insurance company, to
increase health insurance premiums based on the identified behaviour, for example when the
user does not lead an active or healthy lifestyle.

Activity data can also be used to infer religion. This can be applied particularly for the
case of the Orthodox Judaism religion, as on Saturdays believers engage in restful activities
to honour the day according to their religion. Even though for most people Saturday is an
off-duty and leisure day, if it is observed from the fitness tracker data that the user is usually
very active on most days but not on Saturdays, then this could be seen as an indication - not
a proof - that the person may be Jewish [[67]. Religion could also be inferred by the time
the person wakes up in the morning, since Muslims wake up earlier during Ramadan [302].
Religious or philosophical beliefs are considered as sensitive personal data and could be used
in a discriminatory way against a user if obtained by a third party; for example a potential
employer.

A number of fitness tracker devices collect the user’s VO2Max (cardio fitness level)
values. This measurement is thought to be the best indicator of cardiovascular fitness. Mon-
itoring VO2Max over time can assist in establishing whether a person is getting fitter or
losing their fitness. Research in the area has shown that low cardio fitness levels are linked
with cardiovascular disease, while higher levels are correlated with many health advan-
tages [98]], [133]]. Therefore, a declining or increasing VO2Max can be used as an indicator
of the overall fitness of the user.

Heart rate data collected by fitness tracker devices are very important and include a trea-
sure of information about our bodies. According to European data protection bodies, heart
rate information constitutes part of health data, while under the GDPR, “personal data con-

cerning health should include all data pertaining to the health status of a data subject which
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reveal information relating to the past, current or future physical or mental health status of
the data subject’ﬂ As such, health data including heart rate measurements are considered as
a special category of personal data.

Insights about heart rate measurements can assist in observing and understanding one’s
fitness level, but also to identify possible health problems. The values of resting heart rate,
i.e. when the person is sitting and is calm, relaxed and not sick, varies between 60 beats per
minute to 100 beats per minute for adultﬂ therefore a resting heart rate of more than 100
beats per minute is considered high, while a heart rate of less that 60 beats per minute is
considered low. A resting heart rate that is below the normal range could be due to a number
of reasons. It is a normal situation for a person that is an athlete or a fit and young adult,
or it can happen as a side effect of taking a specific medication or from a health condition,
such as bradycardia [141]], [188]]. To that end, having a low resting heart rate could indicate
that the user is an athlete, she may suffer from bradycardia or is under medication at the
time of the readings. An elevated heart rate could be due to a health condition, exercising
at the time of the readings or heavy alcohol consumption, consequently the inferences that
could be extracted about the user from these data are that the user may be suffering from a
heart condition, or could be an alcoholic [68]], [[10]. The users could face discrimination or
increased premium rates, if third parties got hold of such data.

Location data can reveal individual mobility patterns; when combined with fitness activ-
ity information, it may reveal the areas a person mostly works out or even that person’s home
or work address [217]. Furthermore, users’ fitness activity could reveal their behavioural pat-
terns, including the hours when they are usually away from home. The privacy risk is that
if this information falls in the hands of a malevolent third-party, then the personal or home
safety of the user could be jeopardized. The GDPR acknowledges the location datas unique
position as identifiable information by making it part of its definition of personal data in
Article éﬂ In the absence of location privacy protection, aggressors can exploit this gap to
carry out a variety of attacks. These attacks may include: (i) undesired advertising to users of
products near to the user proximity, (ii) physical attacks and harassment or user profiling and
tracking, when location data can be used to infer other sensitive information, such as state of

health, personal habits or professional duties, (iii) political, religious, sexual persecution and

Zhttps://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32016R0679from=GA
3https://www.heart.org/en/health-topics/high-blood-pressure/the-facts-about-high-blood-pressure/all-

about-heart-rate-pulse
“https://gdpr-info.eu/art-4-gdpr/
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discrimination, in which a person’s location is used to restrict his or her freedom [71], (iv)
planned break-in according to the times the user is away from home, (v) stalking.

Sleep tracking is a feature that is supported by most fitness tracker brands, where by us-
ing heart rate sensors and accelerometers for movement monitoring, sleep can be detected
automatically. Science has long recognized the importance of sleep to physical well-being.
People who get less than six hours of sleep have a threefold increased risk of high blood pres-
sure versus those who sleep more, and women who get less than four hours of sleep have
a twofold increased chance of dying from heart disease than those who sleep longer [204].
Moreover, in research it has been reported that lack of quality sleep is associated with dia-
betes, obesity, and cancer, as well as worse memory and mental health. On the other hand,
getting too much sleep is also associated with health problems. Since sleep is fundamental
in people’s prosperity and physical and mental wellness, lack of sleep and bad quality of
sleep have been proven to be linked with health problems, reduced cognitive functioning,
bad mood, and reduced productivity [52].

Furthermore, the extraction of users’ sleep patterns from data collected by fitness trackers
can be used for user profiling. These user profiles can potentially be exploited by marketing
or pharmaceutical companies for targeted advertising, when combined and correlated with
other data, like heart rate or interests [40]. A user’s personal safety could also be at risk
since by tracking sleep patterns, information about when the user ordinarily has the deepest
and lightest sleep becomes available, as some fitness trackers collect information about sleep
stages. Inferred wake up times may be used by third parties, such as marketing companies,
and the user could be targeted for unwanted advertising, since people have better working
memory accessibility in the morning close to the time they wake up [299]]. Additionally, the
average percentage of light sleep, deep sleep and REM sleep stages that can be inferred can
reveal further insights about user focus capability, mood, memory, use of possible medica-
tions like antidepressants, anxiety, depression, etc., while it can be concluded that people
who are sleep deprived are also more likely to make errors and omissions, and could then

possibly be discriminated against by current or potential employers.

2.6 User awareness and concerns on IoT privacy

Various studies in the existing literature engage in collecting and analysing the opinions and
perceptions of the users of smart home devices and wearable devices regarding the protection

of their privacy and the possible risks from the exposure of their personal information without
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their awareness or consent. In Table[2.4] the summary of the related work for user awareness

and concerns on loT privacy presented in this section can be found.

2.6.1 User awareness and privacy concerns of smart home devices users

The security and privacy concerns of smart home devices users is the focus of the work
in [[335]], where the authors use semi-structured interviews with residents of smart homes in
order to understand their privacy views and concerns, as well as the users’ awareness over
smart home security issues. Through the study, the authors came to the conclusion that the
participants were more worried about physical security issues, like acts that can compromise
their safety at home, rather than privacy issues, and in some cases the participants were
unconcerned about the privacy issues of their smart homes. Another important finding of
this work is that even though a number of participants showed awareness of some privacy
issues of the smart home, they expressed limited concern.

Another study employed a questionnaire instrument [259] to examine the impact of users’
personal factors, such as awareness and trust, on smart home acceptance. The results of this
study showed that the perceived smart home privacy risks can prevent the user from trusting
smart home devices, which in turn influence their intention in using them. Additionally, the
study confirms that users’ awareness on the associated privacy risks negatively impacts the
users’ attitude towards using smart home devices.

In another work, the authors investigate the users’ perceptions of smart home devices
privacy risks by using semi-structured interviews [341]. This study reports that users are
apprehensive of the privacy risks of devices like thermostats or smart lights, while they are
not aware of the risk of inferences from their data, such as sleep patterns or home occupancy.
Furthermore, according to this study, the participants trust that leading brands in the sector
provide adequate privacy protection. The user privacy and security concerns of smart homes
are the focus of the study in [344]], where results of semi-structured interviews show that
the users are worried about their data collected by smart home devices. The participants
are conscious about sensitive data like bank details, times of absence, personal preferences,
hacker attacks and data abuse.

To better understand how users comprehend the security and privacy risks of the smart
home devices they own, a survey was carried out [209] on users and non-users of smart home
devices. In the study it is reported that those participants that are aware of the vulnerabilities

of 10T devices, also consider that the privacy protection of smart home devices is essential.
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Table 2.4: Summary of related work for user awareness and concerns on loT privacy

Area Cit. Method User privacy concerns
SH [335] Interviews Physical security issues
[259] Questionnaire Awareness and trust
[341] Interviews Users apprehensive of the privacy risks of some de-
vices
[344] Interviews Bank details, times of absence, personal prefer-
ences, hacker attacks, data abuse
[209]  Survey Some users apprehensive of the privacy risks
[60] Online reviews Tracking, data hacking, 3rd parties access personal
analysis data, devices always listen to conversations
FT [[172] Survey Disclosure of financial information, location, stalk-
ing, physical harm
[173] Interviews Disclosure of medical information
[62] Survey 3rd parties access personal data, devices collecting
too much information, activity monitoring
[100]  Survey 3rd parties access personal data, data used against
the users
[343] Survey and inter- Users do not perceive data collected from fitness
views trackers as sensitive
[138]  Survey 3rd parties access personal data, data used against

the users

On the other hand, those participants that believe that the privacy protection of smart home
devices is not important are also those people who do not buy IoT devices because of the
cost, and not due to privacy issues. The work in [60] also concentrates on the privacy risks
of smart home devices. Here, the authors performed an analysis of online reviews of con-
sumers of smart home hubs in their effort to extract the privacy concerns from a user-centric
perspective. While one third of the reviews were general, from the rest of the available re-
views a number of user concerns could be identified, such as the worry that these devices
always listen to the conversations, tracking of users, their actions and preferences, storage
of conversations, lack of security, the potential of private conversations to be hacked, or the

possibility that their information will be disclosed publicly.

34



2.6.2 User awareness and privacy concerns of fitness trackers users

User concerns related to personal data privacy risks are investigated in [[172], where by using
a survey with a number of data exposure scenarios in their study, the authors assess user
concerns and their results indicate that privacy is at the top of the users’ worries when using
wearables. On the other hand, the authors have also observed that the users are eager to
accept any privacy related risks, if they consider that the benefit associated with that risk is
significant to them. Furthermore, the users’ main concerns identified in this study include
(a) the disclosure of financial information, which is a user concern related with any possible
costs that the user may suffer from the disclosure of stored financial information on their
fitness trackers, and (b) location tracking, stalking and physical harm as the result of the use
of GPS technology on some wearables. The results of this work provide insights related to
how the users of wearable devices discern personal data disclosure.

The user understanding of the privacy and sensitivity of the data collected by wearable
devices is studied in [173]. Using a qualitative research approach to collect data through
themed interviews, the study found that overall the participants do not consider the data
collected by activity trackers to be private, except in the cases when such data are combined
with identifiable information, like name and address. On the other hand, the participants
considered health information stored in medical records very sensitive and private. As such,
the disclosure of medical information has been identified as a user concern, since users are
worried that third parties like banks, insurance companies or employers could potentially
benefit from such data when taking decisions regarding loans, insurance rates, hiring new
staff, promotions, etc.

The factors taken into account in the privacy calculus of wearable fitness devices are
analysed in [62]], where a research model is developed based on the privacy calculus theory
and uses a survey administered to fitness trackers users in order to examine if there is a
relationship between the users’ intention to disclose personal data and to continue using the
wearable device. The results of the survey led to the observation that the users are more
likely to continue using the device if the perceived benefits are higher that their privacy
concerns. Identified privacy concerns include the possibility that third parties could gain
access to users’ personal data, the likelihood that the devices collect too much information
about the owners and activity monitoring.

The users’ understanding of the data collection in fitness trackers and their privacy con-

cerns are studied in [[100]. The authors have used an online survey where current, former or
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non-users of fitness tracking applications from the EU and USA have participated in order
to determine how the different groups comprehend the sensitivity of the data that are col-
lected by these devices and what specific concerns they have in relation to their privacy. The
main finding of this study is that users who generally feel insecure about their data privacy
online are also more likely to be worried and concerned about the protection of the privacy
of their data collected from fitness trackers. User privacy concerns identified through the
survey include the likelihood that third parties could gain access to their personal data and
that their data could be used against them. In the work in [343]], the authors employ a survey
and semi-structured interviews with current users of fitness trackers in their effort to gain
an understanding on the advantages and disadvantages that users perceive from their inter-
action with these devices. In general, the participants indicate that they have low levels of
concerns regarding their privacy and that they consider that the benefits of using a fitness
tracker exceed any disadvantages. The outcome of this study according to the researchers is
that the users do not perceive data collected from fitness trackers as sensitive, they are not
aware of possible threats and they are inclined to share their personal data, like heart rate
or step count, as they feel that the privacy risks are low. A survey with the goal to investi-
gate the likeness and dissimilarities of fitness trackers users’ privacy attitudes from USA and
Germany showed that the weight of a number of user privacy concerns varied considerably
between the two groups [[138]]. The introduction of the GDPR in the EU was the driving
force for this study, and it has been shown that the European users are using their GDPR
rights and have become more responsible of their data. Examples of the identified user pri-
vacy concerns include among others the possibility that third parties could gain access to the
users’ personal data, or that their data could be used against them.

An analysis of how fitness tracker users understand the privacy inference risks affiliated
with the use of these devices is presented in [302]. Through the use of a longitudinal study, an
online survey and interviews with the participants, the authors come to the conclusion that the
participants are apprehensive of the types of information that might be inferred about them
from their fitness trackers data. The authors go one step further and suggest that one solution
to protect the user’s privacy is to offer better data minimization procedures by dropping
centralised data collection and by decreasing the granularity of the data collected and sent to

the data provider.
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2.6.3 Information inference threats in other domains

Information inference is possible in different domains and with different types of data. Re-
searchers have pointed out that it is possible to exploit someone’s personal information like
birth date and place of birth to infer their social security number [2]. In the gaming domain,
personal information such as age, gender, emotions, interests, habits and personality traits
can be inferred through the analysis of in-game behaviour and collected gaming data [167].
Voice recordings have been widely used in research for the extraction of information about
the user, such as geographical origin, gender, age, health status, mood, emotions, person-
ality traits, etc. [167]. Names and contact information have been successfully linked to
public profiles containing medical information such as procedures and diseases, as well as
information like gender, date of birth and postcode, making the identification of profiles pos-
sible [272]]. Personality characteristics and friendships networks can be reliably predicted
using call logs [[78]] and empirical data like Bluetooth proximity, app usage or phone sta-
tus [[88]], or location [85]]. Facebook behaviour records, such as “likes" have been used for
the prediction of a number of sensitive personal features, such as political and religious be-
liefs, sexual preferences, ethnicity, alcohol or drugs use, age, and more [156]. Research
shows that eye tracking data can provide rich and sensitive information about a person and
such data have been used to extract information with respect to that person’s biometric iden-
tity, gender, age, ethnic origin, personality characteristics, drug use, emotional state, skills,

interests, and sexual preferences [163]].

2.7 Privacy policy analysis as a tool for user privacy aware-

ness

Regulations, such as the GDPR, oblige service providers to inform the users about their
practices regarding data collection and processing [280]. The existing method used for the
portrayal of the rights and responsibilities of both the user and the service provider in terms
of data collection, processing and sharing, are the privacy policies, which are legal texts that
depict the practices that an organisation or company follows when handling the personal data
of its users [233]]. The introduction of the GDPR resulted in service providers having to adapt
their privacy policies content to the new requirements, providing all the required information
to the users.

The GDPR is a regulation which is aimed at data controllers, however the users are what
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Table 2.5: Summary of related work for privacy policy analysis as a tool for user privacy awareness

Area Cit. Method
Websites [[70] Information extraction techniques
Apps [13] Information extraction techniques
Websites [1318] Machine Learning
General [132] Semantic analysis techniques
General [1120] Machine Learning
Websites [280] Machine Learning and NLP techniques
General [45] NLP techniques
General [125] Deep learning
General [I51] Machine Learning
GDPR Related [181] Machine Learning
[202] Semantic analysis techniques
[123]] NLP
[[285] Machine Learning and NLP techniques
[1177] Machine Learning and NLP techniques
[300] Semantic analysis techniques

the content is really about. The aim of GDPR is to protect the users and their rights, which
are recorded as the Rights of the Data Subject in Chapter 3 of the GDPR [93]]. Furthermore,
GDPR Articles 12-14 designate that data controllers must communicate any mandatory in-
formation or information relating to data processing to the user in a concise, transparent,
intelligible and easily accessible form, using clear and plain language, as well as informa-
tion necessary to ensure a fair and transparent processing [93]].

In the last years, several studies have focused on the analysis of privacy policies in or-
der to assist users by making the content of the privacy policies easier to understand or by
automating their assessment [80,[280]. A solution that can be used to analyze the text of pri-
vacy policies of websites and display the personal information collected is presented in [70],
where information extraction techniques are exploited to extract data collection practices.
PolicyLint [13] is a tool that also uses information extraction methods in order to extract
information from the privacy policies of 11,430 apps and to detect any existing policy con-
tradictions in the policy content, but the dataset is not publicly available. While in [318]], the
privacy policies of websites are analyzed with the aim to assess what data practices are being

used and described in the text of the policies that the users are presented with. In [32], the
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authors propose a representation of data practice descriptions in privacy policies as semantic
frames in order to identify incompleteness and the different values attached to four categories
of data actions, i.e. collection, retention, use, and transfer.

The use of Machine Learning techniques has also been explored in the literature for the
analysis of privacy policies. In [[120], Machine Learning models are being used to classify
different segments of privacy policies with a view to examine the integrity of the content
based on the current data practices. The PrivacyGuide tool is proposed in [280], which uses
Machine Learning and Natural Language Processing techniques (NLP) for the analysis of
45 policies from the most accessed websites in Europe. Another tool is presented in [45],
namely the PIExtract dataset, which uses NLP techniques such as named entity recognition,
to automatically extract information from privacy policies and assist users to comprehend
what personal information is collected about them and shared with third parties. An auto-
mated framework for privacy policy analysis, Polisis, is presented in [[125], that uses a deep
learning system enabling scalable, dynamic, and multi-dimensional queries on natural lan-
guage privacy policies, displaying them to the users in a comprehensive manner. In [S1]], a
system is proposed for the automatic extraction of fine-grained data practices from privacy
policies and train models to predict the privacy policies of apps.

In relation to the GDPR, a number of works in the literature are engaged with the analysis
of privacy policies against the GDPR with the aim to provide insightful outcomes for data
subjects, i.e. the users. An approach for the automatic analysis of the content of privacy
policies aiming to discover any violations against the GDPR Article 13 is proposed in [181]],
i.e. checking the inconsistencies between GDPR and privacy policies. The work in [202]]
uses semantic text-matching techniques to find the consistencies between privacy policies
and the relevant GDPR articles. NLP techniques are used in [123] for the extraction of
the data practices existing in privacy policies, while they also investigate the existence of
mandatory information by encoding GDPR rules. In another work, [285], a tool is presented
for automatically checking if the content of a privacy policy is complete conforming to the
GDPR provisions. The authors use Machine Learning and NLP techniques for the automatic
classification of the content of a given privacy policy. In [177] the authors analyse the text
of privacy policies for the automated detection of GDPR violations in the tool they present
Claudette, while in [300], Complicy is proposed, a tool for the evaluation of the GDPR
alignment of privacy policies in the area of web platforms. Table [2.5|summarises the related

work for privacy policy analysis as a tool for user privacy awareness presented in this section.
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2.8 Machine Learning Techniques

The development and use of Machine Learning techniques have been associated with the ad-
vancements in Big Data technologies. Machine learning techniques aim to to solve problems
based on historical examples. According to Arthur Samuel, a pioneer of artificial intelligence
research, Machine Learning is a “Field of study that gives computers the ability to learn with-
out being explicitly programmed [193]]. Machine Learning can be used for data analytics, for
extracting information from previous knowledge, for predictive modeling and applying the
knowledge to predict new instances, and for decision-making.

Machine Learning algorithms are categorised into supervised and unsupervised algo-
rithms. The difference between these categories is the presence of labels in the training
dataset. Supervised machine learning engages the use of input attributes as well as the use
of fixed target attributes. These algorithms pursue to predict and classify the target attribute,
while their performance measures depend on the total number of the correctly predicted or
classified target attribute [|11]]. The supervised learning algorithms are further classified into
classification and regression algorithms. Unsupervised machine learning is concerned with
pattern recognition without the engagement of a target attribute. In essence, this means that

all the variables are used as inputs.

2.8.1 Supervised Machine Learning Algorithms

Supervised learning aims is to create a model of the distribution of class labels based on pre-
dictor features [[157]. Supervised machine learning algorithms generate a function that maps
inputs to required outputs. A set of training data containing labels is fed to the algorithm,
which, based on the data provided, will learn a rule and uses it to predict the labels for new
observations. Supervised machine learning algorithms are categorised into regression and
classification algorithms, where regression-based methods aim to predict outputs based on
input variables, while classification-based methods intend to identify the category that a set
of data items belongs to.

A classification algorithm is an algorithm that uses a training dataset in order to learn
and then assigns new data points to a specific class [253]. A classification task can be a
binary or a multi-label classification task. In binary classification there are two possible
outcomes, while multi-label classification tasks can have more than two possible outcomes.

In the following paragraphs, we describe different supervised machine learning algorithms
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that are used in classification.

K Nearest Neighbour:. This algorithm, also known as kNN, is a classification algorithm.
It assigns the class of the nearest of a set of previously labelled points to an unlabelled sample
point. kNN is not based on any underlying data distribution and is called non-parametric. For
a given dataset, the algorithm predicts the relation between the unseen data and the existing
data, and based on the prediction, it attributes the the new data to the predominant class that
has the best match with it. The algorithm performance is based on the proper selection of
the value of a variable parameter, known as k, which is the count of the nearest neighbours
of the new data point. After that, the Euclidean distances of the predominant points in the
data set from the new data point are calculated., which are used to find the category to which
the majority of the nearest neighbours belong and perform the classification. The formula
to calculate the Euclidean distance is shown in Equation [2.1] [169]. The Euclidean distance
represents the shortest distance between two points and is calculated using the well-known

Pythagorean theorem.

Euclidean = 2.1

Support Vector Machine:. The Support Vector Machine algorithm, or SVM, is an ad-
vanced supervised algorithm that can be used both for regression and classification problems,
and it can deal with continuous and categorical instances. The SVM algorithm’s goal is to
create a best decision boundary that can separate n-dimensional space into classes by a clear
margin widest possible, known as hyperplane, in order to put new data points in the correct
category. Two types of SVM exist, Linear SVM, for linearly separable data, and Non-linear
SVM, for non-linearly separated data. SVM shows a distinct increase in performance , when
the “ n of the n-dimensional space is greater than the total size of the sample set, therefore it
is a good choice when dealing with high-dimensional data [253]]. The SVM algorithm makes
predictions based on Equation [284]], where K(x, x;) is a kernel function that defines one
basis function for each example in the training set. The target function of SVM pursues to
minimise the error in the training dataset, while maximising the margin between the two

classes, a mechanism that prevents overfitting.
N
YOG w) = Y wiK (%) + wp (2.2)
i=1
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Naive Bayes:. The Naive Bayes classifier is a supervised machine learning algorithm,
which is used for classification tasks, like text classification, based on applying the Bayes
theorem from Bayesian statistics, with a strong assumption about the independence of the
attributes given the class. One advantage of the algorithm is that it takes a small amount
of training data for the estimation of the necessary parameters for classification, delivering
great classification accuracy. There exist three models of the Naive Bayes classifiers, the
Multivariate Bernoulli model, the Multinomial model and the Probabilistic Model [149].
The Naive Bayes classifier classifies a new instance by assigning the most probable target

value vp4p, given the attribute values a1, as,..., a, that describe the instance (Equation [2.3)).

Upmap = arg maxP(C]- | ai,a;-- -an) (2.3)

Based on the Bayes theorem this equation can be written as can be seen in Equation [2.4]

P(m,ﬂz"'ﬂn | CJ)P<Cf)
P (al,az te an) (24)
= argmaxp(m,ﬂz ctly | C]')P(Cj)

The Naive Bayes classifier is based on the assumption that the attribute values are condi-

Omap = argmax

tionally independent given the target value, i.e. the assumption is that given the target value
of the instance, the probability of observing the conjunction a1, ay, ..., 4, is the product of the

probabilities for the individual attributes (Equation [2.5)).

P(a,a--ap | Cj) = [ P(ar1 C)) 2.5)
i
Substituting this into Equation[2.4] we have the formula for the Naive Bayes classification

algorithm( [136].

UNB = ar%irerclaxP (Cj) H p (Ai | Cj) (2.6)
Multi-label KNN:. Multi-label KNN or MLKNN is a multi-label lazy learning algorithm,
adapted from the traditional KNN algorithm for multi-label data. For each unseen instance,
its K nearest neighbours in the training set are identified and based on statistical information
gained from the label sets of these neighbouring instances, the Maximum a Posteriori (MAP)
principle is utilised to determine the label set for the unseen instance [338]]. Given an instance
x and its associated label set Y C %/, it is assumed that KNNs are considered in the MLKNN

method. Let i/, be the category vector for x, where its Ith component ¥/,(I)(I € %) takes
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the value of 1 if [ € Y and O otherwise. In addition, let N(x) denote the set of KNNs of x
identified in the training set. Thus, based on the label sets of these neighbours, a membership

counting vector can be defined as [339]:

C= ), l), le? @7)

aeN(x)

where éx(l) counts the number of neighbours of x belonging to the Ith class. For each
test instance £, MLKNN firstly identifies its KNNs N(t) in the training set. Let Hi be the
event that ¢ has label I, while Hé be the event that t has not label [. Furthermore, let E;( j€
{0,1,...,K}) denote the event that, among the KNNs of £, there are exactly j instances which
have label [. Therefore, based on the membership counting vector (i, the category vector ¥/;

is determined using the following MAP principle [339]:

,(I) = arg maxP (Hg | EL ) le (2.8)
bef0,1} G0

Using the Bayesian rule, Equation [2.8|can be rewritten as

P(Hé)P(E%lt(l) | Hlb)

7:(l) = arg max = argmaxP (H. P(EC |H’), (2.9)
t bge{oll} p(El ) bgG{(),” ( b) () b

()
As shown in Equation in order to determine the category vector i;, all the informa-
tion needed is the prior probabilities P (Hé) (l € %,b € {0, 1}) and the posterior probabilities
P (E; | Hlb) (j € {0,1,...,K}). Actually, these prior and posterior probabilities can all be

directly estimated from the training set based on frequency counting [339].

Binary Relevance:. The Binary Relevance (BR) algorithm is a typical and efficient prob-
lem transformation approach used in multi-label classification. The BR algorithm trans-
forms a multi-label problem by breaking it down into q independent binary classification
problems in order to perform single-label learning. Each binary classification problem then
relates to one class label in the label space V) [337]. Each binary classifier is trained sep-
arately for each label and the final classification result is the combination of the results of
all the binary classifiers. For each class label A; determines a binary training set of 9; from
the initial training set as shown in Equation [2.10] while the pseudo-code for the algorithm
can be found at Algorithm |1|[337]. Let X = IR? denote the d-dimensional instance space

and let VY = {/\1, Ar,ene, Aq} denote the label space, consisting of g class labels. The goal

43



of multi-label learning is to induce a multi-label predictor f : X + 2 from the multi-
label training set D = {(xi, yi) |1<i< m} Here, for each multilabel training example
(xi, yi),xi € X is a d-dimensional feature vector [xi,x;,...,x;]T and y' € {-1,+1}7 is a
g-bit binary vector [yg, yé, eel, yg]T, with yé. = +1(-1) indicating that y; is a relevant (or
irrelevant) label for x'.2 Equivalently, the set of relevant labels Y' C y for x' corresponds to

Y = {)\ il y; =+1,1<j< q}. Given an unseen instance x* € X, its relevant label set Y is

predicted as Y* = f (x*) C 1.

D ={(*v))11<i<m| (2.10)

Algorithm 1 Pseudo-code of BinaryRelevance Algorithm
Data: D, B, x*

D: the multi-label training set {(x’, yi) |1 <i<mj}
(W eX, ¥ e (-1, +1), X =R, Y = (A1, Az,idg D)
B: the binary learning algorithm
x*: the unseen instance (x* € X)

Result: Y*: the predicted label set for x* ( Y* C Y)

Process:

forj=1tqdo
Derive the binary training set 9 according to Eq.

Induce the binary classifier g;: < B(D))

end

return Y* = {A; | g;j(x) > 0,1 <j<q}

BRKNN:. The BRKNN classifier is an adaptation of the kNN algorithm for multi-label clas-
sification. Theoretically, the algorithm is equivalent to using the single-label kNN method
combined with a Binary Relevance setup, but runs much faster [269]. BRKNN extends the
kNN algorithm by making independent predictions for each label through a single search
of the k nearest neighbours. This assists in the algorithm being faster than a combination
of BR with kNN, and can be particularly useful for problems with large sets of labels and
requirements for low response times. There are two extensions to the BRKNN algorithm,
BRkNN-a and BRKNN-b, both of which are based on the calculation of confidence scores
for each label from BRKNN. The BRkNN-a classifier returns the labels that give the highest

score even if these labels are lower than the threshold, as in most multi-label datasets it is
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not common to have an empty set of labels. The BRKNN-b classifier reduces the cardinality

of the labels between the predicted and the actual label sets.

ClassifierChains:. The Classifier Chains model (CC) is based on the BR method as it
engages with the construction of L binary classifiers, where every classifier’s task is the
prediction of the relevance of one label. The attribute space for each binary classifier is
extended with the 0/1 relevance of all previous classifiers, forming a classifier chain [334].
The training procedure of the CC algorithm is laid out in Algorithm |2} [238,239]. Sup-
pose the training example (x,S), where S C L is represented by the binary feature vector
(I, I, -+, L) € {0,1}", and x is an instance feature vector.Therefore, a chain Cy,---,Cyy
of binary classifiers is formed. Each classifier C; in the chain has the task to learn and
predict the binary association of label /; given the feature space, expanded by all previous bi-
nary relevance predictions in the chain - - -,/ j-1. Classification starts at C; and reproduces
along the chain: C; determines Pr (/; | x) and every subsequent classifier C; - - - Cyp; predicts
Pr (l]- | xi, 14, .. .,lj_l) [238]]. This classification process is portrayed in Algorithm [238|
239].

Algorithm 2 Pseudo-code of CC training procedure for training set 9 and label set L of L
labels
TRAINING (D = {(x1, S1),-.., (XN, SN)})

forjel..|L|do
>single-label transformation and training

D« {}
for (x,S)e D do
| D'e«D U, h,..1j1).1)
end
> train C; to predict binary relevance of /;

Cj:D —1je{0,1}

end

2.8.2 Unsupervised Machine Learning Algorithms

Unsupervised machine learning is also known as clustering analysis. The major difference
between unsupervised and supervised machine learning machine learning is that in unsu-

pervised machine learning there is no training data set, and as such no cross-validation is
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Algorithm 3 Pseudo-code of CC prediction phase for a test instance x
CLASSIFY(x) y « {}

for j < 11to0|L|do
‘ Y «Y U(Z]- «C;: (x,l1,--- /l]’—l))

end

(x, Y)> the classified example

required. As no human interference is required, unsupervised machine learning is a data-
driven process, mainly used for the identification of trends, exploratory purposes, etc. The
most prevalent unsupervised learning tasks are clustering, feature learning, dimensionality
reduction, anomaly detection, etc. [246]]. In the paragraphs that follow, we present different

unsupervised machine learning algorithms.

K-Means:. The K-means algorithms is one of the simplest unsupervised learning algo-
rithms, that is also fast and powerful, providing reliable results. The algorithm assigns the
data points to a cluster in a manner that the amount of the squared distance between the data
points and the centroid is the smallest possible [246]. The pseudo-code for the K-means al-
gorithm is depicted in Algorithm [ [333]]. The algorithm creates k points as initial centroids
on the spot, where k is a paremeter specified by the user. Then each point is assigned to the
cluster with the closest centroid, and the centroid of each cluster is updated using the mean
of the data points of each cluster. As some data points may move from one cluster to another,
new centroids are calculated and the data points are assigned to the suitable clusters. This
process is repeated, until no points move to other clusters and the centroids remain the same.
The Euclidean distance is used in this algorithm to find the distance between data points and

centroids [333]].

DBSCAN:. Density-based spatial clustering of applications with noise (DBSCAN) is an
algorithm for density-based clustering, a technique used to separate high-density clusters
from low-density clusters that are used in model building. In DBSCAN, given a set of points
in some space, the algorithm groups together points that are closely packed together, while
it can find clusters of multiple shapes and sizes in a big amount of data that is both noisy
and that contains outliers [246]]. The pseudo-code for the steps of the DBSCAN can be seen
in Algorithm [5][147]. The DBSCAN algorithm is a density based algorithm that determines

clusters with random shape, using two parameters: the radius of the cluster (Eps) and the
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Algorithm 4 Pseudo-code of the K-means algorithm

Require: D = {dq, d», d3, ..., d;, ..., d, } set of n data points
Require: k: Number of clusters
Ensure: A set of k clusters

Steps: Arbitrarily choose k data points from D as initial centroids

repeat
Assign each point d; to the cluster which has the closest centroid

Calculate the new mean for each cluster
until >;

Convergence criteria is met.

minimum required points inside the cluster (MinPts).

Algorithm 5 Pseudo-code of the DBSCAN algorithm
Function DBSCAN (Dataset D, Eps, MNinPts)

1: Select an arbitrary object P in D;

2: Retrieve all objects density-reachable from P by arbitrary/random Eps and MinPts values;

3:if P is a core object then a cluster is formed;

4: if P is a border object then no objects are density reachable from P and DBSCAN visits the next
object of the dataset;

5: else assign P to noise object;

6: Continue the process (from Step 1) until all of the objects have been processed.

end

Agglomerative Hierarchical Clustering:. Agglomerative Hierarchical Clustering is a type
of hierarchical clustering used to group objects in clusters according to their similarity. A
bottom-up approach is being used in this algorithm, where each object is first treated as an
individual cluster (leaf). At each step of the algorithm, two clusters that are considered to
be the most similar are merged into a single large cluster, called node. The procedure is
repeated until all points belong to one single cluster, the root [148]]. The result is a dendro-

gram, which is a tree-based depiction of the elements [246]. This procedure is depicted in

Figure 2.1] [148].

Mean-shift clustering:. Mean-shift clustering is a clustering algorithm that does not re-

quire prior knowledge of the number of clusters or constraints on cluster shape. The aim of
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Figure 2.1: Agglomerative Hierarchical Clustering procedure [|148|]

the algorithm is to find “blobs" in a smooth distribution or density of samples. The algo-
rithm works by updating centroid candidates to be the mean of the points in a given region,
by filtering the candidates to remove duplicates. It is a computationally expensive method
that does not work well in cases of high dimension [246]]. The flowchart of the Mean-shift

clustering algorithm is depicted in Figure 2.2][[182].
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Figure 2.2: The flowchart of the Mean-shift clustering algorithm [182|]

2.9 Discussion and Conclusion

The literature review and background work suggest that smart home devices and fitness
trackers have the potential to greatly benefit users in terms of convenience, energy efficiency,
and health and wellness. However, user awareness about data collection and sharing prac-
tices of the service providers, as well as the possibility of inference risks, are areas that
require further research especially after the introduction of the GDPR. User awareness of
the risks associated with the use of smart home technology and fitness trackers is crucial in
ensuring that their personal information is protected.

The systematic quantitative literature review (SLR) we conducted in order to explore the
state-of-the-art in the field of user privacy protection in IoT showed that research in this area
is at early stages [276]. As the GDPR handles personal data in every sector that it applies
and is involved with the rights of the users whose personal data are being processed through

the introduction of the eight user rights that all EU citizens are entitled to regarding their
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data, the aim of the GDPR is to give control of personal data to users. In order to address the
privacy challenges that have been identified through the review in this Chapter, user-centric
solutions are essential, such as a GDPR-compliant privacy framework that can protect per-
sonal data in the IoT and empower users with greater control over their personal data, which
we discuss in Chapter [3] What makes this work different from prior research in the area is
that the proposed framework is based on a number of steps and processes that provide users
with practical functionalities and tools to manage their personal data generated by IoT de-
vices. This approach goes beyond theoretical concepts by offering tangible mechanisms for
users to exercise their rights, make informed decisions, and protect their privacy effectively.
Furthermore, our research recognises the unique challenges and requirements posed by the
GDPR in the context of IoT. The proposed framework aligns with the GDPR principles and
provisions, addressing the complexities of data collection, sharing, and privacy risks asso-
ciated with IoT devices. By tailoring the framework to this specific legal framework and
technological landscape, a targeted and practical solution for GDPR-compliant privacy pro-
tection in IoT is provided.

In relation to privacy inference risks in 10T, most of the approaches found in the literature
utilise the data collected from smart devices in order to provide better services, such as
elderly monitoring, improvement of smart home applications, health-care or security [39,
310]], without taking into consideration the protection of the user privacy when handling the
users data. The diversity of the work presented in this thesis is that smart home devices and
fitness trackers data are utilised in order to explore how the user privacy can be compromised
and inform the users about any inferences that can be drawn from their data. Furthermore,

the limitations of some of the approaches discussed in Sections[2.5.3|and [2.5.4] are that even

though they show that a number of inferences are possible from fitness trackers and smart
home devices data that pose a threat to the users’ privacy, none of these works aims to notify
the users about them and raise user awareness, and this is what makes the work presented in
this thesis different from them, as in this thesis the aim is to inform the users about any data
privacy vulnerabilities that are identified through a dedicated web application, increasing
their awareness. While Psychoula et al. [230] were occupied with user privacy awareness
in the area of wearables and IoT services by presenting a framework that could be used as
guidance to developers and service providers in order to integrate privacy risk user awareness
in their products, no other work to the best of our knowledge has been involved with raising
user awareness in relation to the inferences that can be extracted about the users from their

smart home devices and fitness trackers data.
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Furthermore, this doctoral thesis aims to further increase the awareness of users by ex-
amining the privacy policies of smart devices introducing the SpotAware approach. To the
best of our knowledge, no existing work focuses on the automatic classification of privacy
policy text extracting information regarding the eight GDPR user rights present and the data
inferences that can be made about the users based on the collected data as described in the
policy text.

In Section the concept of Machine Learning was introduced. In the PrivacyEnhAc-
tion web application for the inference detection from smart home devices, we have adopted
and implemented the K-Means algorithm, in order to analyse motion sensor and smart water
meter data and identify patterns or clusters based on motion, water usage, or combined data
patterns. The use of this particular algorithm assisted in grouping similar sensor readings
together and understanding different usage or motion profiles. The choice of this algorithm
was made after experimenting with different algorithms and considering the nature of the
available data, as it was found to be the best fit for the research objectives and data character-
istics. Furthermore, the SpotAware approach was implemented in the PrivacyEnhAction web
application by adopting the BinaryRelevance multi-label classifier. The choice for this algo-
rithm was made after conducting experiments with a number of multi-label classifiers and
evaluating the results, and also due to the fact that it does not assume any label dependencies,

making it suitable for our research objectives where the labels were independent.
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A user-centric privacy framework for personal data

protection in IoT

As the Internet of Things continues to expand, the collection and use of personal data have
become increasingly ubiquitous. From smart homes to wearable fitness trackers, [oT devices
have the ability to collect and transmit vast amounts of personal data in real-time. While
these technologies offer many benefits to users, such as convenience and improved health
outcomes, they also raise concerns about user data and privacy protection. To address these
concerns, a user-centric privacy framework is essential for protecting personal data in the
IoT. Such a framework should take into account the privacy preferences of the users, as well
as the various types of IoT devices and services they use. The framework should provide
users with greater control over their personal data, while also ensuring that companies and
organisations are accountable for protecting these data.

This chapter introduces the concept of a user-centric privacy framework for personal
data protection in IoT. By reviewing the state-of-the-art literature we first define a number of
characteristics that such a framework should possess in order to empower the users to be in
control of their data collected by their IoT devices. Then the architecture of the framework
is presented, along with a description of the proposed steps that constitute the processes of
the framework demonstrating how the users can be provided with the functionalities and the
tools needed in order to be in control of their personal data created by IoT devices. We
also discuss the findings that were observed through this work regarding the most commonly
used techniques in the literature for addressing the proposed characteristics, and we define
the context on which the rest of this doctoral thesis is based. The work presented in this
chapter is based on our research published in the Elsevier Internet of Things; Engineering

Cyber Physical Human Systems journal [160]].
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3.1 Background

The enormous amount of data collected and shared among IoT resources has raised an im-
portant issue regarding the privacy and the awareness of the users about how their data are
collected and shared. For the typical user, it is very difficult to control the data shared by the
devices she owns. Furthermore, a privacy risk occurs when data collection and processing
leads to the leaking of personal information [286], known as an inference attack, where per-
sonal information of a user can be assumed by exploiting the data that the user has shared,
making the identification of a user possible.

The IoT industry is now facing the GDPR [92], which was put in place in 2018. The
regulation provides fundamental directions in order to accomplish an equitable treatment of
the third parties and the users. Additionally, it radically changes how data is handled in
every area applied and creates standards for the protection of user data in IoT. The GDPR
addresses issues, such as the kind of data that can be treated and under which circumstances,
the purpose for collecting this data, the amount of data that can be collected, the retention
period of the data, and the information that the users should know about their collected data.
Therefore, it is involved more with the rights of the users whose data are being processed,
which are: the right to be informed, the right of access, the right to rectification, the right
to erasure, the right to restrict processing, the right to data portability, the right to object
and the right to avoid automated decision-making [65]. In simple words, the GDPR aims to
give control of personal data back to the user. Since the IoT depends upon effusive user data
collection and sharing, the probability of risks for the user privacy increases. The GDPR
calls for “increased user involvement in protecting their data by enabling them to control
what is collected about them, when, by whom and for what purposes" [26]. In this respect,
traditional privacy approaches must advance from focusing on the service providers to the
users. In order to address these issues, a user-centric privacy framework is essential for
protecting personal data in the IoT, which should provide users with greater control over
their personal data. This is why we define the first Research Question that this thesis aims to
answer: RQ1:“What are the characteristics that a user-centric GDPR-compliant privacy
Jramework in IoT should possess?''. The term “Privacy Framework" refers to any model or
solution with the aim to provide a structure for the management of personal data that can be
used by developers, organisations, services, etc., in order to comply with the GDPR.

Reviewing the recent literature regarding the protection of the user privacy in IoT has

shown that research in this area is at early stages [276]. A study was carried out by Wachter [308]],
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where the author investigates the tension between data privacy and identifiability in the do-
main of IoT, by looking into earlier academic and policy discussions, in order to understand
how the GDPR principles can safeguard the user privacy in IoT. Her work focuses on four
user privacy challenges in GDPR, which were identified through her review: (1) profiling,
inference, and discrimination; (2) control and context-sensitive sharing of identity; (3) con-
sent and uncertainty; and (4) honesty, trust, and transparency. The motivation for this work
originates from Wachter’s analysis. Using the identified challenges, we devised a number of
characteristics that a GDPR compliant privacy framework in IoT should possess, providing
an answer to RQ1.

With a view to understand how Wachter’s challenges can be addressed in the scope of the
GDPR, it is important to designate the techniques and methods that can be used to protect
the users’ personal data and privacy in the IoT domain. Wachter performed an analysis of the
state-of-the-art literature in the scope of the GDPR in order to assess how the directions of
the GDPR can assist in addressing the user privacy issues in [oT. Based on this analysis and
by thoroughly examining the requirements and risks of each challenge, we have identified
a list of characteristics that an IoT GDPR-compliant privacy framework should possess in
order to empower the users to be in control of their personal data and privacy.

We have also performed a mapping of user-centric privacy preserving approaches from
the state-of-the-art literature to these characteristics, which are classified under each chal-
lenge, in order to analyse how each characteristic is addressed for user privacy protection
and to get an insight regarding the methods and techniques used for the protection of user
personal data and privacy in various domains of 10T, such as smart homes, smart buildings,
smart grids, etc. This allows us to contribute to the research by providing a basis for the
design and development of effective user privacy frameworks in IoT, that can be used by re-
searchers for carrying out further research in the area, or by practitioners who can incorporate

the characteristics to their platforms or systems for better protection of their users.

3.2 The GDPR Challenges

Wachter’s work was based on major areas of concern in regulating the 10T, as identified by
Peppet in [224], namely “discrimination, privacy, security, and consent”. Even though Pep-
pet’s work considers IoT challenges under the existing American policies context, Wachter’s
thematic review was inspired by his analysis and the author adopted and applied it to the Eu-

ropean policy context. Wachter has proposed four challenges related to user privacy follow-
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ing the taxonomy of Peppet, which describe the outcomes emerging from issues of privacy
in IoT environments under GDPR. The author examines how these challenges can be ad-
dressed, considering “the relevant GDPR standards for transparency, data storage, access,
rectification, and deletion, informed consent, notification duties, automated decision-making
and profiling, and privacy by design and by default” [308]].

The first challenge, “Profiling, inference and discrimination” (CH1), rises from the po-
tentiality that user data, such as user identity, can be connected with other data created by
IoT devices. Such a scenario can result to user profiling, data inferences and discrimination
against the user. Many methods exist that can be used for profiling, for example when col-
lecting data that can be used to draw conclusions about a user, or when using and combining
data sets generated by IoT devices with other third parties. An pertinent scenario can be
observed with fitness trackers, where privacy vulnerabilities form a major privacy issue, as
the users wear these devices almost steadily [258]], making the leakage of data a significant
threat. Additionally, the combination of data regarding the user’s physical state, such as the
heart rate, with the user’s movements, make it possible for inferences to occur. Profiling can
be used to obtain a user’s political or religion beliefs, sexual preferences or health status,
leading to privacy breaches [252]. Inference techniques are used in order to acquire addi-
tional personal information from the available data collected from [oT devices. For example,
step-based data collected from a wearable device may enable the determination of the user’s
location [323]] from attackers, or the monitoring of the exercising routines of a user [§8]]. Fur-
thermore, discrimination may be possible from the exploitation of medical user data, such as
psychiatric behaviour or HIV suffering, from employers or health insurance companies [91]].

The second challenge, “Control and context-sensitive sharing of identity” (CH2), has
been identified by the possibility that the users’ sensitive information may be revealed to
others, as the users are not always able to define constraints for their personal data and they
lack control over it. 10T services for data sharing are available to users by subscribing to
those services, who are usually untrusted entities aiming to get access to user data in or-
der to gain financial benefits or having other motives. In this sense, data privacy must be
addressed by providing control to the users for the sharing of their data [321]]. For exam-
ple, the health-related Internet of Things (H-IoT) provides real-time monitoring of patients;
however, the patients have no real control of their personal data generated and analysed by
the H-IoT other than accessing it, putting them in a vulnerable position against undesirable
exploitation [[198]]. For the purposes of this work, we do not address only the issue of identity

sharing but the sharing of any personal information.
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Wachter has identified the third challenge, “Consent and uncertainty” (CH3), by the
uncertainty of data generated by IoT devices. Users are surrounded by many such devices
that collect and process their data and send them to third parties. The users do not always
have the means to define their privacy preferences for the sharing and processing of their
personal data, in order to provide their informed consent. When the users are uncertain
of whether their choice of privacy settings will enable data inferences to be made about
them, the need for informed consent is not satisfied [306]]. One common example of the
lack of the provision of user informed consent is the tracking of visitors in a shopping mall,
where a monitoring system collects the MAC addresses of WiFi or Bluetooth connected
devices, while the visitors are not aware that their data are being collected [201]. In another
case, when the first IoT botnet was discovered in 2013, it became evident that the botnet
- which consisted of IoT devices, such as smart TVs, baby monitors, etc. - was collecting
user personal information, like user names and telephone numbers, while at the same time
monitoring user activities without their consent [327]]. In both examples, the importance of
informed consent is emphasised calling for the need to make the users understand how their
data can be exploited. In another recent example, Vizio, an electronic product development
company, was fined 2.2 million dollars for selling 11 million Smart TVs with a specific
software installed to track the viewing habits of unaware users [254].

The fourth challenge, “Honesty, trust, and transparency” (CH4) has been identified by
the user limitation in the supervision and transparency in the management of collected data
in the IoT domain. This makes privacy breaches easy to occur, weakening the trust between
users and third parties. For this reason, trust relationships must be established between de-
vices, users and third parties for data sharing, where appropriate permissions can be set. User
trust and confidentiality can be enhanced by the provision of authentication and access con-
trol mechanisms [306]. Additionally, the user must be empowered to know who has access
to her data, what data has been shared and how it will be used [|104], as this information is
crucial for user trust and acceptance. The Internet of Toys (IoToys), which is part of the [oT
domain, is a very good example for the importance of transparency and trust in IoT. Con-
nected toys manufacturers store data such as children’s conversations with a smart doll or
robot in the cloud. while their privacy policies briefly mention that the data will be used for
purposes such as those surrounding “Services provided by our Trusted Partners" and “Adver-
tising" [111]. These methods may violate users’ privacy and without transparency, parents

have no control over their children’s data.

55



3.3 Characteristics and mapping to challenges

In Wachter’s work, each challenge is analysed in relevance to how the GDPR addresses the
issue, taking into consideration existing problems in the protection of user and data privacy.
Wachter has benchmarked state-of-the-art literature against the GDPR in order to assess how
the directions of GDPR can assist in resolving the user privacy issues in the [oT. This assess-
ment has been proved to be helpful for the identification of the characteristics in this work.
While the challenges identified by Wachter highlight the existing problems and issues that
need to be addressed in IoT in the context of GDPR, the characteristics define the specific at-
tributes that a user privacy-preserving framework in IoT should possess to effectively tackle
those challenges. In simple words, the challenges represent the problems or areas of con-
cern, while the characteristics represent the desired features or capabilities of a framework
to mitigate those challenges. By thoroughly reviewing Wachter’s analysis and using them
as a reference point in relation to the GDPR, we were able to extract a comprehensive list
of GDPR characteristics that are essential for an effective user-centric privacy framework
in the IoT. These characteristics can serve as a guideline for designing and evaluating such
frameworks.

Inference risks originating from data collection and sharing with third parties, where data
can be combined with other data sets to obtain further information, are possible. This has led
to the definition of the first characteristic, CR1, Prevent inference, which has been mapped
to CH1. Itis concerned with actively minimising or mitigating the potential for drawing sen-
sitive conclusions or insights from user data. The goal is to prevent unintended disclosures
or privacy breaches by implementing measures and techniques that limit the possibilities of
inferring sensitive information from the collected data.

The second characteristic, CR2, Provide data transformation, has been identified from
the possibility of failure in data protection using anonymization techniques leading to user
tracking or enabling the linking to other data sets. This issue is recognised in GDPR, where
data transformation techniques are required to protect user privacy. CR2 is also relevant to
CH3, where issues, such as user consent and notice, need to be addressed using transforma-
tion techniques.

In order for transparency to be applicable in 10T, users need to be aware that their data are
being collected and how they are processed. This has led to the definition of the third char-
acteristic, CR3, Provide user awareness on data collection, which is mapped to CH4. This

characteristic focuses specifically on ensuring that users are fully aware of the data that are
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being collected from them, emphasising the need to inform and educate users about the types
of data being collected, the purpose of the data collection, and the potential implications or
risks associated with it. This characteristic aims to empower users by providing them with
a clear understanding of what data are being collected about them, which enables them to
make informed decisions regarding their privacy.

One of the main goals of GDPR is to provide users with control over the disclosure
of their personal data. This has been identified as the fourth characteristic, CR4, Provide
control of personal data to users, mapped to CH2 and CH3. Under CH2, it is important
that users have full control of the sharing of their data, while under CH3, CR4 is viewed
under the informed consent requirement. This characteristic emphasises the importance of
empowering individuals with the ability to manage their personal data, recognising that users
should have control over how their data are collected, used, and shared in IoT environments.
It involves providing users with clear and understandable options to make informed choices
about data collection and processing, including mechanisms for obtaining user consent and
allowing them to specify their privacy preferences. Furthermore, providing control to users
involves giving them the ability to modify or revoke their consent and preferences over time.
Users should have the flexibility to change their privacy settings, limit data sharing, or even
delete their data if desired. In the same manner, we have identified the fifth characteristic,
CRS, Provide monitoring and control of devices that collect data, which maps to CH3, as it
concerns user consent. This characteristic focuses on enabling users to have oversight and
control over the behaviour and actions of 10T devices that collect their data, recognising the
need for users to be aware of and have the ability to monitor the activities of the devices they
interact with and emphasising the importance of transparency and accountability in the data
collection process.

The sixth characteristic, CR6, Provide tools for data management to users, is extracted
from the common need of CH2 to CH4 to provide users with appropriate tools that allow
them to control the usage of their data (CH2), oversee and control how they generate and
share data (CH3), and provide transparency (CH4). GDPR has rendered the need for data
erasure under Article 17 (Right to erasure), leading to the seventh characteristic, CR7: Pro-
vide ability for data erasure. This complements CR6 and its mapping to CH2 to provide
users with the means to erase or rectify their data. Transparency is also one of the key re-
quirements of GDPR (Article 12). Following Wachter’s analysis, this has been defined as
the eighth characteristic, CRS8, Provide transparency, mapped to CH2, where users should

be given control and be aware of how their data are processed, and to CH4, where trans-
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parency is vital for increasing user’s trust in an IoT system. This characteristic encompasses
a broader concept related to the overall transparency of the privacy framework, extending to
transparency in terms of the framework’s policies, practices, and procedures. It involves pro-
viding users with detailed information about the privacy practices, including data retention
policies, security measures, third-party sharing, and any relevant privacy settings or controls.
While there is a similarity between this characteristic and CR3, Provide user awareness on
data collection, in that both characteristics aim to promote transparency and user empow-
erment, they differ in their specific focus. CR3 places emphasis on the user awareness and
understanding of the specific data being collected, its purpose, and associated risks, ensur-
ing that users have a clear picture of what information are being collected from them, while
CR8 takes a broader view, encompassing all aspects of the privacy framework and ensuring
openness and clarity in how data are managed and processed.

In Wachter’s analysis it becomes clear that there is a mismatch on how the interests of
the user are balanced against those of the third party, leading to the definition of the ninth
characteristic, CR9, Provide balance between users and third parties, which maps to CH2.

The need for the enforcement of user privacy preferences in order to protect privacy has
led to the definition of the tenth characteristic, CR10, Provide enforcement of user privacy
preferences, mapped to CH3. This characteristic focuses on implementing mechanisms to
ensure that user privacy preferences are effectively enforced. It involves developing technical
and organisational measures to enforce the specified privacy preferences, such as access
controls, data anonymization, or secure data storage. This characteristic aims to provide
users with reassurance that their privacy choices are respected and implemented throughout
the data life-cycle.

Under the same challenge, the general requirement for implementing privacy by design
and by default for privacy protection is analysed by Wachter, leading to the eleventh char-
acteristic, CR11, Provide privacy by design or privacy by default. Furthermore, the GDPR
requirement for informed consent (Article 7) has assisted in the definition of the twelfth char-
acteristic, CR12, Provide ability to users to make informed consent decisions. In order for
the users to be able to provide their informed consent, they must be informed of the possible
risks. This has led to the definition of the thirteenth and fourteenth characteristics, CR13 and
CR14, Estimate privacy risks of data collection/inference to users and Communicate risks
of data collection/inference to users, respectively, which have not been combined because
they address different aspects of managing privacy risks in data collection and inference.

CR13 focuses on the analysis and evaluation of potential privacy risks that can arise from
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the collection of user data. It involves conducting assessments and evaluations to identify
and quantify the risks associated with data collection and the potential inferences that can
be drawn from that data. This characteristic aims to provide an understanding of the risks
involved, allowing for informed decision-making and the implementation of appropriate mit-
igation strategies. CR14 emphasises the importance of effectively delivering these identified
risks to the users. It involves developing clear and understandable communication channels
and methods to inform users about the potential privacy risks associated with data collection
and inference. This characteristic aims to enhance user awareness and understanding, en-
abling individuals to make informed choices and take necessary precautions to protect their
privacy. The first characteristic, Prevent inference is distinct from characteristics CR13 and
CR14, as they serve different purposes within the privacy framework. By having CR1 as a
separate characteristic we recognises the importance of proactive privacy protection. Risk
estimation and communication alone may not be sufficient to ensure user privacy, therefore
we emphasise the need for organisations and service providers to take proactive steps to
minimise the potential for drawing sensitive inferences from user data.

Additionally, in order to enhance user privacy in 10T systems, the users must be able
to express their preferences regarding privacy, specifying the fifteenth characteristic, CR15,
Provide ability to users to specify their privacy preferences. This characteristic focuses on
empowering users by allowing them to actively participate in the decision-making process
regarding their privacy. It involves providing mechanisms and tools through which users can
define their privacy preferences, such as specifying the types of data they are willing to share
or the purposes for which their data can be used. This characteristic aims to give users a
sense of autonomy and control over their personal information.

The need for the prevention of excessive data collection according to GDPR’s Article
7 is very important, since data minimization (Articles 5, 7) requires that data processing
should only use as much data as needed to successfully accomplish a given task, leading
to the last characteristic, CR16, Prevent excessive data collection, mapped to CH3. This
characteristic is about limiting the amount of data collected to only what is necessary for
the intended purposes. It involves implementing measures and mechanisms to ensure that
data collection practices adhere to the principle of data minimization. By minimising data
collection, unnecessary or excessive gathering of personal information is avoided, reducing
the potential risks associated with data breaches or unauthorised use.

Even though the proposed characteristics have been defined for 10T, they are applicable

in other areas as well, as similar issues have been identified and addressed in areas such as
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Table 3.1: Mapping of GDPR characteristics to challenges

No CHARACTERISTIC CH1| CH2 | CH3 | CH4
CR1 | Prevent inference v

CR2 | Provide data transformation v v

CR3 | Provide user awareness on data collection v
CR4 | Provide control of personal data to users v v

CR5 | Provide monitoring and control of devices that collect data v

CR6 | Provide tools for data management to users v v v
CR7 | Provide ability for data erasure 4

CR8 | Provide transparency v v
CR9 | Provide balance of privacy between users and third parties v

CR10 | Provide enforcement of user privacy preferences v

CR11 | Provide privacy by design or privacy by default v

CR12 | Provide ability to users to make informed consent choices v

CR13 | Estimate privacy risks of data collection/inference to users v

CR14 | Communicate risks of data collection/inference to users v

CR15 | Provide ability to users to specify their privacy preferences v

CR16 | Prevent excessive data collection v

v'= subject addressed; (blank) = not addressed

social networks and geo-social networks, location based services, database systems or cloud
computing. The characteristics and their mapping to challenges can be seen in Table [3.1]
In the following sections we provide an analysis of how the existing literature addresses
each characteristic, whereas summaries of the approaches found under each challenge are

provided per characteristic in Tables[3.2]to[3.5]

3.4 Challenge 1: Profiling, inference and discrimination

3.4.1 CRI1 - Prevent inference

The processing of personal data that can reveal more information about a person, such as
ethnic origin, political opinions, or even the possibility to uniquely identify a person, is pro-
hibited in GDPR (Article 9). A framework for IoT personal devices uses inference prevention
techniques for the protection of user privacy and data, through an Adaptive Inference Discov-

ery Service (AID-S) which provides dedicated functionalities for data control in [286}288]].
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These approaches make use of a more general framework which can manage data collected
from different devices and whose capabilities can be extended, referred to as a Personal
Data Manager (PDM). Further work from the same authors provides a case study on fitness
trackers, examining how a third party can obtain and exchange Fitbit data when the user has
granted access to that third party [289]. A privacy framework in the domain of fitness, where
users can define which of their fitness data cannot be inferred is introduced in [46[]. An exten-
sion of this model is using a decentralised architecture, where more restrictions and control
on possible data combinations can be applied [244]. A quantified self application in [oT is
used as a case study in [77], since such systems impose many privacy risks, where privacy
risk analysis is performed as the user creates or updates her privacy settings, and inferences
are prevented by informing the user about possible risks. IoT privacy assistants that are used
in privacy-aware smart buildings systems acquire and enforce user’s privacy preferences re-
garding sensor data, such as occupancy status, location or thermostat readings, and employ
privacy specific policy elements to model the user privacy settings in [218]. Another ap-
proach is a negotiation mechanism that takes a holistic approach satisfying the requirements
both of the user and the third party [8]. The privacy concerns over the potential disclosure
of users’ identity are addressed in [5] with an interactive tool which models the informa-
tion shared by users and calculates possible inference risks of data combined by wearables
owned by the users and their online social networks accounts. Inferences are prevented by
displaying the relevant inferences and risks to the users in the available interface where the
user can browse through the various risks in order to get a better understanding. Another ap-
proach aiming to allow the users to protect their own privacy in IoT-based systems, follows
a number of steps for the protection of privacy in [27]]. One of these steps is the assessment
of the privacy risks associated with the release of personal data using the Privacy Oracle
component, assisting in the prevention of inferences. In the Privacy-EnhAction framework
we propose and discuss later in Section 3.8 the prevention of inferences is accomplished by
a dedicated privacy risk analysis that takes place when a third party makes a data request,
and the policy statement of the third party is compared against the users privacy preferences

in relation to the data requested.

3.4.2 CR2 - Provide data transformation

Data transformation is a topic that has been discussed a lot since the introduction of GDPR

(Recital 26). In the reviewed literature for this characteristic under the first challenge, the
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authors focus on approaches that are using data transformation techniques to protect users’
data privacy against profiling and data inferences risks.

Anonymization techniques are applied to sensitive information before the data are shared
in a smart home scenario, where a framework for privacy modelling is proposed for any
personal data collected by sensors in [231]]. The Inference Discovery component mentioned
earlier recommends data transformation when inference probabilities are present in [288]].
In the Fitbit case study, the same architecture for data transformation is being used in [289].
Any data protection scheme for data transformation can be used in a smart environment
for monitoring patients at home in [26], while appropriate data masking for e-health data
satisfying both the user and the third party is achieved in [294]. In [328], the authors address
the privacy issue of patients by introducing a storage system for privacy preservation with
access control for medical records produced in smart loT-based healthcare networks. Data
transformation techniques are used to encrypt medical files which are then stored in a secure
storage system.

A powerful and versatile encryption scheme for the IoT based on attributes is presented
in [321]], which gives the capability to data owners to manage the credentials of data users in
a comprehensive way, addressing data privacy and access control for the protection of data
owners. A lightweight secure health storage system for IoT is proposed in [82], which uses
data transformation techniques, such as public-key cryptography over symmetrical cryptog-
raphy, in order to preserve both the privacy and the availability of patient data. A protocol
providing full privacy for Location-Based services uses obfuscation techniques for the pro-
tection of users identity, location and usage profile in smartphones in [255]. In another ap-
proach for location privacy in IoT, an Enhanced Semantic Obfuscation Technique (ESOT) is
used for the preservation of user location privacy [296]]. The results of the performance eval-
uation of the technique show that it accomplishes an improved location privacy protection.
The privacy in the context of IoT is analysed in [31]], where data anonymization is proposed
as a mechanism to preserve privacy. While in the PrivacyOracle approach discussed earlier,
data release is controlled through the application of data transformation techniques, such as
anonymization or data perturbation, before sharing the data in [27]. In [237], the blockchain
based solution that assists users by giving them with control over access to their personal data
in [oT, the Intelligent Policies Analysis Mechanism provided implements pseudonymisation
techniques for the protection of user data. ADvoCATE is presented in [237], a user-centric
blockchain based solution that assists users by providing them with control over access to

their personal data in IoT. In particular, by the provision of an Intelligent Policies Analysis
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Table 3.2: Approaches for Profiling, Inference and Discrimination - CHI

Char. Means Methods used Appr.
CR1 PDM Use of inference probabilities [286.7288.7289]7
PF Specification of data categories and purposes for data collection [46/244]
PF Privacy Risk Analysis, harm trees [77]
PF 10T Privacy Assistants [1218]
PF Privacy negotiation mechanism [8]
Tool Visualisation of risks and possible inference available to user [5]
PrivacyOracle  Assessment of privacy risks associated with data release. [27]
CR2 PF Anonymization techniques [231]
PDM Any data transformation technique [1288!289]
PF Differential privacy, anonymization [26]
PF Perturbation, randomisation, quantization [294]
SS Encryption [1328]
ACS Encryption [1321]
SS Cryptography [82]
LBS Obfuscation [255]
ESOT Obfuscation [1296]
General Data anonymization [131]
PrivacyOracle = Anonymization, perturbation [27]
ADvoCATE Pseudoanonymisation [237]

Abbrev: PDM = Personal Data Manager; PF = Privacy Framework; SS = Storage System; ACS = Access Control System; LBS =

Location-Based Services

Mechanism the users can notify third parties for their requests over the deletion of their data.
In the Privacy-EnhAction framework we propose, any data transformation technique can be

applied before data are released.

3.5 Challenge 2: Control and context-sensitive sharing

3.5.1 CR4 - Provide control of personal data to users

The primary aim of GDPR is to give control to users over their personal data and the ap-
proaches presented under this characteristic serve this purpose. There are similarities be-
tween this characteristic and the “Prevent Inference" characteristic analysed under the first
challenge, but the approaches presented here focus on individuals remaining in control of
their data.

The risks of the user’s privacy settings regarding fitness and location data are commu-
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nicated to the user, along with how these risks are influenced by these settings through the
available interface in [77]. The Privacy Coach is a mobile phone application that provides
users with control on how their RFID smart card data are shared, by comparing the user
privacy settings and the third party privacy policies in [42]]. Personal Privacy Assistants as-
sisting users to find adjacent IoT systems that may collect any personal data from their [oT
devices, are presented in [74,218]. The user can configure her privacy preferences according
to the privacy practices of those devices and have control on her data. The Privacy-EnhAction
framework that we discuss later provides control of personal data to the users by enabling
them to specify their privacy preferences for their devices, by comparing the user privacy
settings and the third party privacy policies and informing the users about possible privacy
risks, providing recommendations that assist the users in making informed consent decisions

regarding their personal data.

3.5.2 CRG6 - Provide tools for data management to users

The PIM platform in [274]] provides users with an interface, where they can perform actions
relevant to data deletion or rectification. The architecture described earlier in [26] provides
a user interface that notifies the user about possible privacy risks when a new data request is
received and suggests suitable actions to reduce them. An interface which includes a privacy
preference and a privacy risk pane is provided in [77], also described earlier, aiming to find
any possible system privacy risks in the underlying context and informs the user using a
simple language, avoiding technical terms. An interface that enables the users to understand
and manage the privacy risks in their smart home is proposed in [210]. Through the proposed
Privacy-EnhAction framework, the users can be notified about potential privacy risks and

will be provided with recommendations to reduce them.

3.5.3 CRS - Provide monitoring and control of devices that collect data

Providing users with control and monitoring of devices that collect data is an important
aspect in [oT. The Personal Information Management (PIM) platform gives the users the
possibility to take informed decisions regarding their data from their IoT devices in [274].
The users regulate how their data can be used through an interface, by specifying who can
access them and why, or by carrying out specific actions on the data. Third parties that
collect data can be controlled and monitored using a Personal Data Manager (PDM) in [288]],

which enables the user to define her privacy preferences to designate how the third party can
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exploit her data. The IoT Privacy Assistants exploit machine learning methods to create
models and specify the privacy settings of the users based on context in [74]. In [218],
IoT Resource Registries (IRRs) publish the privacy practices of the devices stored in their
database, while the 10T assistants inform users about them, enabling the users to define their
privacy preferences accordingly, having control and monitoring of the surrounding devices.
In the Privacy-EnhAction framework that we discuss later, the users can regulate access
to their data by being able to specify their privacy preferences which are enforced by the

framework.

3.5.4 CR?7 - Provide ability for data erasure

Provision for data erasure is a requirement in GDPR (Article 17), known as “The right to
erasure”. In the PIM platform in [274], the users can perform selective actions, such as
deletion, on the data they produce based on the underlying context. In [[74], the Personalised
Privacy Assistants inform the users if the surrounding IoT resources provide user config-
urable settings, such as the ability for data erasure. In [[187], PrivySharing, a framework
that is based on the blockchain technology for privacy preservation in the smart city is pre-
sented which integrates a number of the GDPR requirements, one of which is the deletion of
user data after an explicit time. ADvoCATE is presented in [237]], a user-centric blockchain
based solution that assists users by providing them with control over access to their personal
data in IoT. In particular, by the provision of an Intelligent Policies Analysis Mechanism the
users can notify third parties for their requests over the deletion of their data. While in [20],
the blockchain based privacy preserving framework for healthcare that is presented allows
the users to delete their own data at any time. The framework uses an Inter-Planetary File
System (IPFS), where the user personal data including health data are separated from public

data, and are kept offline.

3.5.5 CRS - Provide transparency

Transparency is required in order for the users to be presented with easy to use systems
that make them aware of the privacy implications in a comprehensive way. In [77], the
proposed user interface enables the users to inform the third party about their privacy pref-
erences, while being able to visualise the possible privacy risks and the associated impact
on their personal data, thus going one step further than CR6. In [315]], the authors use six

User-Centric-Control-Points (UCCPs) as requirements for the design of privacy-preserving
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Table 3.3: Approaches for Control and Context-sensitive sharing - CH2

Char. Means Methods used Appr.
CR4 PF Risks displayed as the user sets her preferences [77]
PC Comparison between user and third party privacy policies [42]
PA User is informed about each resource’s data practices [74]
PA User has full control of personal data 1218]
CR5 PIM User can visualise and perform selective actions on data 1274]
PDM User controls and monitors devices by defining privacy settings [288]
PA User can discover IoT devices and configure her privacy preferences [741218]
CR6 PIM UI allows users to perform various tasks 1274]
PF UI provides privacy risks and recommendations to users [26]
PF UI with privacy preferences pane and privacy risks pane [77]
PF UI enables user to manage privacy risks in smart homes [210]
CR7 PIM User can delete her data 1274]
PA User can define when data should be erased [74]
PrivyShar- User data can be deleted [187]
ing
ADvoCATE  Users can request deletion of data 1237]
PF User can delete her data [20]
CR8 PF User can communicate her privacy settings and visualise risks and impact [77]
PF Balances any potential risks with the possible advantages [315]
CR9 PDM Provides optimal privacy settings for balancing user and third party privacy [288.7289|
PF User assesses privacy risks and balances them against possible benefits [26]
PF Negotiation process between user and third party [294]
PF Automatic negotiation process between user and third party [8]
ESOT Distance between user actual location and obfuscated location provides a bal-  [296]

ance between user privacy and utility service
Location- User has the final say over the release of her location data and the trade-off  [|142]

Safe between privacy and utility

Abbrev: PF = Privacy Framework; PC = Privacy Coach; PA = IoT Privacy Assistant; PIM = Personal Information Management;

PDM = Personal Data Manager;

solution in the smart home, that provide transparency by allowing the user to have control
over the data collected about them by smart home devices. The six UCCPs also assist users

to balance any potential risks with the possible advantages from sharing the data collected.

3.5.6 CRSY - Provide balance of privacy between user and third parties

A requirement in successfully involving the users in the protection of their data is to make
them understand the possible risks of data sharing in order to decide whether to take these
risks in exchange of potential benefits. The Inference Discovery component proposed in

previous works has the capability to recommend optimal settings, which represent how to
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decrease the inference risk while increasing the amount of shared data [288,289]. The pri-
vacy architecture in [26]], described earlier, allows the user to negotiate with the third party,
based on the potential benefits she may enjoy, before taking any actual sharing decisions.
A negotiation process for providing balance between the privacy of the user and the third
party, before reaching an agreement between them, is enforced in [294]. No user interaction
is needed in a similar privacy negotiation mechanism in [8]. The ESOT technique, presented
earlier [296]], provides a balance between user privacy protection and service of utility. The
experimental tests showed that the technique provides an acceptable distance between the
original location and the obfuscated location, providing a balance between user location pri-
vacy and location service utility. The design and implementation of a privacy module for
GPS, LocationSafe, is presented in [142], which runs on GPS enabled devices aiming to
provide users with granular control over the release of their location. Here, the user is em-
powered to decide about able to start a negotiation with the third party, where both the user
and the third party are provided with a number of recommendations, aiming to provide a

balance between their privacy.

3.6 Challenge 3: Consent and uncertainty

3.6.1 CR2 - Provide data transformation

The approaches reviewed in this section aim to realise issues such as user consent and notice,
using data transformation techniques. UPESCI is an approach for enforcing privacy in cloud-
based services, enabling user consent by using basic data protection functionalities, such as
encryption for e-health data [129,|130]. The UPESCI functionality is extended in [214],
by specifying the necessary mechanisms for an even communication between the parties
involved. The Privacy Manager (PM) used in a smart grid context adopts randomisation
based methods and homomorphic encryption schemes for the protection of personal data
related to consumers’ usage habits [99], while in PASiC, the users can define their consent
through the Consent Manager Unit in a cloud-based services scenario, using obfuscation and
encryption for data protection [16]. A solution for addressing user privacy concerns is using
a “Data Access Manager" (DAM) for controlling access to the data in IoT systems and for the
enforcement of the user consent preferences, which are captured by the “Consent Manager"
component in [[115].

The DAM component controls the actual release of data by performing filtering or mask-
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ing on the data. Another solution for addressing the problem of user privacy protection in
smartphones is the implementation of ProtectMyPrivacy (PmP) for Android, which provides
privacy control to the user by distinguishing between data access made by the application de-
velopers in their code, and access done by a third party in [[61]]. The users can allow or deny
access to their data based on this information that is presented to them. Private data such
as location or contacts are anonymized by the PmP’s anonymization module. A European
effort, where user privacy in IoT is considered a major quality perspective, empowers the
users to be in control of their IoT devices and privacy, through the proposed IoT architecture
reference model in [30]. In order to ensure user privacy, sensitive information is encrypted
based on dynamic attribute-based policies. Sec4loT, presented in [[69], is a framework for
the secure storage of data, aiming to provide enhanced privacy and security to the traditional
IoT architecture, which allows the users to get back their privacy rights by specifying their
own privacy rules. In the proposed architecture, the data is encrypted with a secret key before

being being uploaded to the servers.

3.6.2 CR4 - Provide control of personal data to users

The approaches presented in this section aim to address user consent and notice by enabling
the user to be in charge of her personal data. The Personal Data Custodian (PDC) allows the
user to specify her privacy preferences and decide whether to accept or reject data requests,
while disseminating personal data according to the user preferences in [201]. The Privacy
Enforcement Points (PEPs) [[129,|130]] assist users in protecting their data from unautho-
rised access, where users can annotate the data making it available only to services that they
have authorised. The Privacy Manager [99] covers user consent by allowing users to specify
their privacy conditions, making them involved in the personal data privacy management.
A privacy framework built on policies for implementing informed consent in a Cooperative
Intelligent Transport Systems (C-ITS) scenario and a smart city scenario allows the user to
define her privacy settings and preferences, using specific rules, which control how data can
be accessed, collected and used [206L[207]. Such data can be vehicle data, like speed or loca-
tion, or smart space data, like sleep patterns or activity. The ProtectMyPrivacy app presented
in [61] provides to the user information regarding who wants to access their personal data
through a user interface. The users are then able to decide whether to allow or deny access

to their data, keeping control of their personal data.
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3.6.3 CRG6 - Provide tools for data management to users

In this section, the reviewed approaches equip the user with tools enabling informed consent
and notice. The Personal Data Custodian [201] gives users the possibility to manage their
data through a user interface. The users can employ the provided dashboard for reviewing
the declarations of the third parties and give their consent by using the available menus,
while they also have the choice to use a simplified adaptation of the privacy language, which
has been implemented in a version that uses natural language. The provided user interface
enables users to make better informed choices on their privacy settings by specifying their
privacy preferences and then the system informs them about the privacy risks of their choices.
In the scenarios of C-ITS and smart cities in [206,[207]], the authors address the informed
consent requirement using an approach based on policies. In [208], the authors propose
SecKit, an open source model-based security toolkit that can be used for specifying and
enforcing privacy rules. Based on these approaches, the use of tools enable the users to

manage properly their data and express their consent.

3.6.4 CRI10 - Provide enforcement of user privacy preferences

For a system to be considered as privacy enhancing, it must enable the users to determine
how their 10T devices can take actions on their behalf. Enforcing the user privacy prefer-
ences before the interaction with IoT services can help enhance the protection of user pri-
vacy [130]. The third party sends the request in a policy statement, which is then evaluated
against the user’s privacy preferences in order to check if it respects them in [288]]. In this
scenario, the user privacy preferences are enforced by the system. The specification of user
privacy preferences and related enforcement mechanisms are supported to allow the execu-
tion of a request only if the privacy policy of the third party complies with the user privacy
settings in [46]. Smart objects assist in the enforcement of privacy, by determining the pri-
vacy metadata for any new data and by checking if third party privacy policies satisfy the
users preferences in [244]. [oT assistants capture user privacy preferences, which are then
enforced by smart buildings in [218]. UPESCI, which was described earlier, enables the
enforcement of user privacy preferences through Privacy Enforcement Points (PEPs) by the
user herself in [129,/130]. The “Data Access Manager" (DAM) is used for the enforcement
of the user consent preferences, which are captured by the “Consent Manager" component
in [115]. In the IoT Reference Architecture discussed previously, the system enforces the

users’ privacy settings using authorization rules [30]. In the LocationSafe privacy module
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in [[142], the user privacy preferences are enforced by the system regarding access to location

data from third parties.

Table 3.4: Approaches for Consent and Uncertainty - CH3

Char. Means Methods Used Appr.
CR2 UPESCI Encryption [129,130,214]
PRM Randomisation, homomorphic encryption [99]
PASiC Obfuscation, encryption [16]
CMS Data masking [115]
PmP Data anonymisation [[e1]
RA Data encryption [30]
Sec4loT Data encryption [69]
CR4 PDC User can accept or deny data sharing [201]
PF User takes informed decisions 1771
PF User can annotate data [1129,130]
PRM User specifies data conditions and obligations [99]
PF User specifies access and usage of data rules [206]
PF Usage control policy tailored to context [207]
PmP User can decide whether to allow or deny access to her  [61]]
personal data
CR6 PDC UI with drop-down menus for user consent [201]
PF Ul informing user of privacy risks [77]
PF Model-based security toolkit for privacy rules specifi-  [206}207]]
cation and enforcement
CR10 PDM System enforces privacy preferences [288]]
PF System enforces privacy preferences (46|
PF Smart objects perform compliance check and enforce  [244]

user privacy preferences

Continued on next page
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Table 3.4: Approaches for Consent and Uncertainty - CH3 (Continued)

Char. Means Methods Used Appr.
PA Smart buildings capture and enforce user privacy pref-  [218]
erences
UPESCI Privacy Enforcement Points enforce user privacy pref-  [129}/130]
erences
CMS The Data Access Manager enforces user consent pref-  [115]]
erences
RA Users’ privacy settings are enforced through authorisa-  [30]
tion rules
Location- Users’ privacy preferences are enforced by the system [[142]
Safe
CR11 PF Privacy by design, highest level of privacy [77]
UPESCI Privacy by default, default privacy configuration [[129,/130]
PF Privacy by default, default privacy profiles [207]]
PrivyShar- Access control rules [1187]
ing
PF Privacy by design, blockchain [20]
CR12 PC System reports policy mismatches to the user [42]
PDC Dashboard enables users to take informed decisions [201]
PRM User can take informed decisions [99]
PF User specifies obligations for data usage [206,207]
CMS User specifies the consent parameters for data usage [115]
PrivacyGate  System asks for user consent prior to each transaction [192]
CR13 PF Calculation of data sensitivity [231]
PDM Prediction of inference risks [288,289]]
PML Calculation of privacy score for data based on privacy [116]]

preferences and estimated risks

PF Calculation of privacy risks [26]

Continued on next page
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Table 3.4: Approaches for Consent and Uncertainty - CH3 (Continued)

Char. Means Methods Used Appr.
PF Privacy risk analysis, identification of privacy harms in  [[77]
a given context
Tool Uses information shared by users to determine how they  [5]]
can be exposed to unwanted leakage of further personal
data
PrivacyOra-  Semantic Web technologies are used to determine pos-  [27]]
cle sible data inferences along with their associated privacy
risks
PF A Privacy Quantification Framework estimates the pri-  [281]]
vacy risks of sensitive personal data
CR14 PDM Dialog based recommendations to users [288.1289]]
PIM User is informed for risky data-sharing [274]
PC User is informed about policy comparison result [42]
PML Risks and recommendations presented to user [116]
PPRP Privacy risks presented through the Ul [77]
Tool Privacy risks and mitigation techniques are presented to  [15]]
the user
PrivacyOra-  Privacy risks presented to the user [27]
cle
PF user-friendly privacy risk indicators are delivered to the — [281]]
user
CR15 PDM Creation of user profile by PDM [288L1289]
PIM User sets privacy preferences through the UI [274]
PML Hierarchical questionnaire, privacy classifier [116]
PF User defines the intentions for allowing or denying data  [46]]
sharing
PF User defines the intentions for allowing or denying data  [244]

sharing

Continued on next page
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Table 3.4: Approaches for Consent and Uncertainty - CH3 (Continued)

Char. Means Methods Used Appr.

PPRP User sets preferences through a series of questions and  [77]

alternatives on Ul
PC Question and answer wizard on Ul [42]

PA User sets privacy preferences through the Ul using the  [218]]
developed policy language

UPESCI User sets privacy preferences through default configu-  [[129,/130]
ration
PF User labels selected data, machine learning algorithms  [[151]]

classify data

RPM User sets privacy preferences through Ul [99]
CMU User sets privacy preferences through Ul [16]
CMS User sets consent preferences through the Consent [115]]

Manager Component

RA User controls and sets privacy settings [30]
Sec4loT User sets his own rules for data sharing [69]
ESOT User sets his privacy preferences according to her cur-  [296]

rent position and location

Location- User sets his privacy preferences regarding accuracy  [|142]]
Safe and frequency of location data disclosure
CR16 PF Policies are captured and sent using a policy language [218]

Abbrev: PRM = Privacy Manager; PmP = ProtectMyPrivacy; CMS = Consent Management Solution; RA = Reference Architecture;
PDC = Pers. Data Custodian; PF = Privacy Framework; PDM = Pers. Data Manager; PA = [oT Privacy Assistant; PC = Privacy
Coach; PML = User-centered privacy model; PIM = Personal Information Management; PPRP = Privacy Preferences-Risks Pane;

CMU = Consent Man. Unit;

3.6.5 CRI11 - Provide privacy by design or privacy by default

One of the main requirements of GDPR is to provide “data privacy by design and by default"
(Article 25). Ann Cavoukian has designed the original privacy-by-design framework, on
which many studies have been based [47]]. An example of such a study proposes a framework

which can be used for the evaluation of the effectiveness of privacy in current [oT systems
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in [225]]. The user interface provided for the specification of the privacy preferences in [77]
is using the privacy by design principle, where the users can skip the selection step when
they are setting up their 10T device, giving them the benefit of using the highest level of
privacy. The PISCES framework separates the user and the third party needs, where the user
becomes accountable for protecting the privacy of her data and the third party turns liable for
protecting the data it provides to others [104]. The UPESCI framework provides privacy by
default by recommending a default privacy configuration, which can be optionally changed
in [129/130]. In another case presented in [207], the users can select one from the available
profiles, which are made up from a number of policy rules. The PrivySharing framework
introduced in [[187] provides privacy by design through the use of access control rules, that
the data owner can use to allow or deny access to their assets. The privacy framework
presented in [20], provides privacy by design by storing user data in an encrypted form. and
by storing public information on blockchain and private user personal data including health
data off-chain. In the Privacy-EnhAction framework, the system provides default privacy
settings to the users, which the users can keep or change, satisfying the privacy by design

GDPR requirement.

3.6.6 CRI12 - Provide ability to users to make informed consent choices

The Privacy Coach, discussed previously, allows users to take decisions regarding using
a particular RFID tag or not, by comparing their privacy preferences to the RFID privacy
policy as described in [42]. The Personal Data Custodian (PDC) meets the requirement
for informed consent, which is given by the user through her choices in the PDC in [201].
The Privacy Manager agent, also discussed previously, provides privacy feedback to the
users, empowering them to provide their informed consent for data sharing [99]. In the
implementation of informed consent, the users can define constraints and authorisation rules
expressing their decisions for granting or forbidding access to their personal data in [206,
207]]. The Consent Manager component which was introduced earlier in [115]] is responsible
for the collection, storage, and maintenance of user consent. The users are able to define
the relevant consent parameters for the applications they wish to use, through a consent
template including information such as the purpose of data use. The PrivacyGate proposed
in [192] is an extension to the Android operating system which enables the users to control
their privacy in a more reserved approach than the existing mobile operating systems. For

example, Android requests the user consent before giving access to applications on personal
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data, but applies the user’s decision to later requests. In PrivacyGate, the system prompts the

user to give her informed consent before each transaction.

3.6.7 CR13 - Estimate privacy risks of data collection/inference to users

A risk estimation process should consider the user profile, the context and the user’s trust in
the third party, since privacy risks are closely related to inferences on collected data. The
Privacy Risk Detection component described in [231] uses specific functionality to estimate
how sensitive data are and the Privacy Management component decides whether the request
is allowed or denied. The Adaptive Inference Discovery Service [288,,289] can predict and
inform users about the inference risks of a request based on the user privacy preferences.
The privacy risks of using a service in a generic IoT environment are estimated in [116]],
where the risk is considered to be the probability of some actions that can be performed by
the service on the user personal data. The Privacy Risk Inference component, that is pro-
posed in [26], assesses the risks of releasing data using factors such as the user profile or the
context. A privacy risk analysis methodology described in [77] is taking into consideration
privacy parameters aiming to identify and evaluate any possible privacy risks. A tool for
gathering the possible inference risks from wearable devices usage was discussed earlier [J5],
where the information shared by users is used to depict the privacy risks that are present.
In Privacy Oracle [27], which was presented earlier, Semantic Web technologies are used
in order to determine information about possible data inferences along with the associated
privacy risks, such as discrimination or surveillance. An architecture for user-centered pri-
vacy risk detection empowers the users to take actions for the protection of their privacy
in [281] using advanced machine leaning classifiers and mathematical models. A privacy
detection component is used to detect sensitive personal data, while the Privacy Quantifica-
tion Framework component estimates the privacy risks utilising the sensitive personal data.
In Privacy-EnhAction, the framework we suggest and discuss later, the system performs a
calculation of the privacy inference risks of the requested data in conjunction with the users

privacy settings.

3.6.8 CR14 - Communicate risks of data collection/inference to users

Privacy risks of data collection have a potential impact of a privacy breach incident, so it is
very important to notify the users about them. The Adaptive Inference Discovery Service

can make recommendations to the user about which personal data should not be shared after
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estimating the risks of data collection [[288},289]]. In the PIM platform proposed in [274], the
algorithms used include methods for anomaly detection, which are then employed to notify
the user in the case of any risky data-sharing with a service. In the Privacy Coach applica-
tion [42], if the result of the comparison between the user preferences and the RFID policy is
a non-match, the user can decide whether to use the tag or not, whereas in [[116], the system
notifies the users about the estimated risks and their implications, along with the provision
of advice regarding the management of these risks. The Privacy Risk Pane in [[77]] shows the
privacy risks of data collection to the user through the available interface for every selection
made in the Privacy Preference Pane. The interactive tool developed in [5]] presents to the
user all the identified risks for the personal data in a list, from which the user can choose
a particular risk and the tool will provide further information about that risk and alleviation
techniques. In PrivacyOracle [27], the estimated privacy risks are communicated to the users
through the user interface, where they are able to take a pragmatic decision about data shar-
ing. Whereas in the architecture for user-centered privacy risk detection presented in [281],
the Privacy Risk Communication Manager module is used for the communication of user-
friendly privacy risk indicators to the users in order to assist them in the process of decision
making. In Privacy-EnhAction, the calculated privacy inference risks are communicated to

the userd.

3.6.9 CRI1S - Provide ability to users to specify their privacy prefer-

ences

The specification of the user privacy preferences is essential in order to provide informed
consent to 10T devices or services and is addressed through the introduction of user inter-
faces. To avoid repetitions, the approaches reviewed under this characteristic are summarised
in Table 3.4 under CR15. The methods used for the specification of user privacy preferences
are either through a user profile, through the provided user interfaces, by question and an-
swer wizards, or through the provision of a default configuration which the users can keep

or change.

3.6.10 CRI16 - Prevent excessive data collection

An important principle in GDPR is data minimization (Articles 5, 7), which requires that data
processing should only use as much data as needed to successfully accomplish a given task.

Only one such approach was encountered, although any system that collects and processes
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Table 3.5: Approaches for Honesty, Trust and Transparency - CH4

Char. Means Methods used Approach
CR3 PF System informs users about privacy risks, privacy settings recom-  [231]
mendations
PA Privacy assistants notify users about surrounding resources poli-  [74/75/218]
cies
PDC User interacts with the software tool for data collection awareness  [201]

PrivacyGate Users can see which data is transmitted through each transaction  [[192]

with an application

CR8 PRM Privacy feedback, monitoring of the usage of personal informa-  [99]
tion
PDC Natural language version of the privacy policy language [201]
PIM Provides transparency for the sharing and usage of personal data  [274]
UPESCI User communicates with the system in a human-readable form [1129//130]
PmP Enhanced system transparency for the sharing of personal data [61]

Abbrev: PF = Privacy Framework; PA = IoT Privacy Assistant; PDC = Personal Data Custodian; PRM = Privacy Manager; PIM =

Personal. Information Management;

the minimum required data without indicating it explicitly also satisfies this characteristic.
In this approach, excessive data collection is avoided by enforcing the user preferences when

collecting data, as seen in [218]].

3.7 Challenge 4: Honesty, trust, and transparency

3.7.1 CR3 - Provide user awareness on data collection

The users are informed about privacy risks and are assisted by the recommendation of ap-
propriate privacy settings in the privacy framework presented in [231]]. In the smart building
scenario in [218]], the users are informed by privacy assistants about possible privacy impli-
cations in the interaction with the smart building. In the privacy infrastructure in [74,75],
privacy assistants can discover the privacy practices of adjacent devices and make the users
aware about their data collection routines for personal data, such as video data. The Personal
Data Custodian in [201]] interacts with the users making them aware of data collection by
third parties. The PrivacyGate system in [[192] allows the users to have a clear view of which

data is transmitted to a third party through each transaction.
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3.7.2 CRS - Provide transparency

Under this characteristic we have reviewed approaches that address transparency by provid-
ing user-friendly systems that make the user aware of data collection in a comprehensive
form according to the GDPR Article 12(7) [93]. Privacy feedback is also another method
that is used to enhance transparency for the user. The Privacy Manager Agent, presented
in [99]], monitors the usage of personal information and provides privacy feedback to the user
about the handling of her personal information ensuring transparency. In the Data Custodian
in [201], the user can either consult the declarations of third parties and give her authori-
sation through the available menus, or use an adaptation of the policy language developed.
The approach described in [274]] addresses the issue of user trust by providing a transparent
communication regarding personal data between the user and the system. In [[129, 130], the
system provides the user with an interface for data management in the cloud, where she can
transparently communicate with the service and modify the service capabilities according to
her privacy preferences. Whereas the ProtectMyPrivacy app presented in [61] provides en-
hanced transparency to the users in order to decide whether to allow or deny access to their

personal data to third parties.

3.8 The proposed user-centric privacy protection frame-
work for IoT

An important contribution of this doctoral thesis is the suggestion of a generic user-centric
IoT privacy protection framework, guided by the user needs for privacy according to the
GDPR requirements. The proposed framework, which we call Privacy-EnhAction, can be
seen in Figure [3.1] and it was created based on the sixteen characteristics extracted from
the existing literature and the specific needs for user privacy protection that GDPR calls
upon IoT. Privacy-EnhAction is built on a number of steps, that are shown in Figure 3.2
and described in more detail in Table 3.6l A more generic approach suggesting a number of
points for privacy protection and preservation, as well as conformity to law, was presented
in [301] targeting how data should be processed under the GDPR.

Since transparency is a key requirement in GDPR, it must be easy for the users to com-
prehend how, when and why their data is collected, so that they can provide their informed
consent. The provision of a well-designed user interface is considered necessary, in order

for the users to manage their personal data. It is suggested that a layered settings interface
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Figure 3.1: Proposed architecture of the proposed user-centric privacy framework, Privacy-

EnhAction

should be developed as in [19], where the users can take decisions on a less granulated level

and have the ability to apply more granular settings when they need more detailed control.

3.8.1 Description of Privacy-EnhAction steps

The steps that constitute the processes of the framework demonstrate how the user can be
provided with the functionalities and the tools needed in order to be in control of her personal
data created by IoT devices, while they are general enough to be used in any IoT domain.
The proposed steps match the elements of the Privacy-EnhAction framework.

The first step involves the user who can set the privacy preferences for her IoT devices,
which are used to regulate access and processing of the data produced. Depending on the
setup of the system, default privacy settings could be available which the user could keep
or alter - satisfying the privacy by design GDPR requirement - or the user could specify
new preferences according to her needs [129,274]. This step is connected with the fifteenth
characteristic, “Provide ability to users to specify their privacy preferences", the eleventh
characteristic, “Provide privacy by design or privacy by default", and the tenth characteristic,

“Provide enforcement of user privacy preferences".
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Figure 3.2: Proposed steps for the development of a user-centric privacy framework for loT

Ideally, the user should specify her privacy preferences for all the devices she owns,
and if she desires different settings for a specific device, she should be able to specify them
independently. When a third party or service makes a data request, it is important to verify
that the third party’s privacy policies and data practices satisfy the privacy preferences of the
user. In the scope of the Privacy-EnhAction framework, it is assumed that the data practices
are encoded in the privacy policies of the third party. The privacy policies represent a set of
statements that define how the requested data is intended to be used, including information
such as the third party id, what data attributes the third party plans to use, the aim of the data
collection, the amount of time the data will be held for, or whether the third party will make
the user’s data available to other services or parties.

To this extent, at the second step, assuming that the third party sends the request along
with the policy statement, a privacy risk analysis takes place where the policy statement is

compared against the user’s privacy preferences in relation to the data requested [42], [171].
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This step is connected with the thirteenth characteristic, “Estimate privacy risks of data col-
lection/inference to users" and the first characteristic, “Prevent inference". If there is an
agreement between the two, then the procedure continues with the next step. Otherwise, a
dedicated negotiation procedure between the two parties assumes the process [8] (Step 5).

During the third step, the calculation of the privacy inference risks of the requested data
in conjunction with the user’s privacy settings is performed. This step is also connected with
the thirteenth characteristic, “Estimate privacy risks of data collection/inference to users".
Many different techniques can be used for the calculation of the inference risks or the prob-
ability of them occurring. Several factors must be taken into account for the estimation of
risks, such as the user profile, the context, etc. One suggested method is the use of Ma-
chine Learning techniques for the prediction of the privacy risks present on the requested
data based on historical user data, which are analysed to identify possible inferences about
the user, or to use a knowledge base including the requested data, context, risks and policies.
Another method is the use of Natural Language Processing techniques in combination with
Machine Learning algorithms to process and analyse textual data, such as privacy policies
which are provided by IoT manufacturers, in order to extract meaningful insights about the
content of those policies regarding data collection processing and sharing practices. If no
risks are present, then the data can be released after being transformed to the appropriate
format (Step 7). However, if risks are detected then the process continues with Step 4.

In the fourth step, it is suggested that recommendations are made to the user through the
user interface, based on the data requested and the computed risks. This step is connected
with the fourteenth characteristic, “Communicate privacy risks of data collection/inference
to users" and the third characteristic, “Provide user awareness on data collection". The user
will be presented with recommendations for optimal privacy settings aiming to reduce any
risks while increasing the amount of data that can be shared, or to proceed with direct ne-
gotiations with the third party. The connection with the sixteenth characteristic, ‘“Prevent
excessive data collection" is obvious here, as through the optimal privacy settings, minimum
data sharing can be achieved. Furthermore, this step is also connected with the eighth charac-
teristic, “Provide transparency", since the proposed framework will enable the users to notify
the third parties about their privacy preferences, while being able to be informed about the
possible privacy risks. If the user selects to use the optimal privacy settings, she could either
go back to Step 3 to analyse the risks again for those, or continue to the fifth step for the
negotiation with the third party, where both the user and the third party are presented with

further recommendations, aiming to provide a balance between their privacy. If one of the
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Table 3.6: Proposed steps in the Privacy-EnhAction framework

STEP

Prerequisites

Procedure

Possibilities

1: Privacy pref-
erences specifica-

tion

User interface avail-
able. User has logged
in the system for the
first time, or logs again

to alter her settings.

User sets preferences for her devices.

1. User keeps default privacy settings.
2. User alters default settings.

3. User defines privacy preferences from

beginning.

2: Privacy Risks
Analysis (PRA)

Third party has made a

data request.

1. If this is the first time the request is made, the third
party has to send its policy statement. Otherwise, it is
already available.

2. Requested data goes through the PRA.

3. Third party policy statement is compared with user

preferences.

1. If policies match and are accepted, pro-

ceed to STEP 3.

2. If policies do not match, proceed to

STEP 5.

3: Privacy Infer-
ence Risks Calcu-

lation

User profile with the
privacy preference set-

tings is available.

Calculation of privacy inference risks through various
methods (probabilistic model or learning algorithms

can be used).

1. If no risks present, go to STEP 6.
1. If risks present, proceed to STEP 4.

4: Provision of

recommendations

Inference risks have
been detected for the

requested data.

One of the presented options or both:
Option 1: Recommend optimal settings to user.

Option 2: Negotiate with third party.

Option 1

1.1 Provide optimal privacy settings to

user via feedback.
1.2 Go back to STEP 3.
Option 2

2.1 Negotiate with third party.

2.2 Go to STEP 5.

5:  Negotiation

mechanism

Recommendations pre-

sented to both entities.

Negotiation with the third party directly with the user,
or negotiation with the third party with no user inter-

action.

Proceed to STEP 6.

6: Decision
point-Consent

Manager

User can review the applications requesting data and
the purpose of the request, and may give or deny

consent. User may also withdraw consent to an al-

Option 1: Accept. Proceed to STEP 7.

Option 2: Deny. Data is not released.

ready granted third party request. User will only have
to give her explicit consent once for a specific third

party, until she manually denies this permission.

7: Perform data User has accepted to al- Data is transformed before released. Data is released.

transformation low data release.

parties is not content with the recommendation, the negotiation process continues until both
parties come to an agreement. This step is connected with the ninth characteristic, “Provide
balance of privacy between users and third parties".

The decision point comes in the sixth step, where the decision is taken whether to release
the data or not. If the data is authorised for release, then the data is transformed and released
(Step 7), otherwise no data is released. This step is connected with the second characteristic,
“Provide data transformation", as well as the twelfth characteristic, “Provide ability to users
to make informed consent choices". Various techniques are suggested in different studies,
such as generalisation, perturbation, obfuscation, k-anonymity, etc. [16,287,288,294,295|
297]. In all steps, the procedure is as seamless for the user as possible, so that the user
interferes only when it is necessary.

Regarding the functionality and features of the Privacy-EnhAction framework, the lit-
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erature review performed provided insights about the relevant existing tools’ and technolo-
gies’ range of capabilities related to data privacy and compliance. However, the proposed
framework goes beyond these capabilities by providing a comprehensive set of characteris-
tics specifically tailored to address the challenges of GDPR compliance in the IoT domain.
These characteristics encompass user control over personal data, transparency in data col-
lection and processing, purpose limitation, data minimization, security measures, consent
management, accountability, and mechanisms for user rights enforcement. The framework
integrates these essential components into a cohesive structure that promotes user empower-
ment and privacy protection. Furthermore, while the reviewed tools offer analysis features
to assess privacy risks, the proposed conceptual framework incorporates advanced analysis
techniques that focus specifically on GDPR compliance in the context of IoT that is user-
centric. It contains methods for assessing data collection practices, identifying privacy risks
and vulnerabilities and evaluating the effectiveness of consent mechanisms. Using as a basis
state-of-the-art approaches, the framework enables a comprehensive evaluation of privacy
practices within IoT systems, providing valuable insights for policymakers, organisations,
and individuals.

The proposed conceptual framework builds upon efficiency, scalability, and adaptability
in handling IoT data. It addresses the challenges presented by extensive data collection
and processing in 10T environments, ensuring that privacy evaluation can be performed in
a timely manner. Moreover, even though existing tools provide user-friendly interfaces, the
proposed framework aims to ensure a seamless and intuitive user experience, by prioritising
simplicity and accessibility in the presentation of privacy-related information to the users.
The Privacy-EnhAction framework is also designed to integrate smoothly with various IoT

platforms and devices.

3.9 Discussion

The characteristics presented in Sections [3.4]to [3.7]aim to serve as guidelines that could act
for the benefit of the end users by ensuring that they remain in control of their personal data.
They could also assist to thoroughly address principles, such as transparency, for example
by providing a user interface through which the user can transparently communicate with
the service and modify the service capabilities according to her privacy preferences [[129], or
data minimization, for example by enforcing the user preferences when collecting data [218]],

which are considered critical under the directions of the GDPR.
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Table 3.7: Challenges and techniques used in literature related to the characteristics

Challenges Techniques Used

Char. CH1 CH2 CH3 CH4 Total | PL ML RM DA NP BC Other Total

CR1 8 8

CR2 6 5 P
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Total 14 24 61 8 106 | 31 35 3 3 5 8 20 103

PL = Policy Language, ML = Machine Learning, RM = Risk Modelling, DA = Data Analytics,

NP = Negotiation Protocol

Through the characteristics, the provision of dedicated functionalities, such as for the
specification of user privacy preferences or the restriction on which portions of personal data
cannot be inferred, become possible for the protection against data inferences. Additionally,
the primary aim of GDPR to give control to the user over her data and privacy is taken care
of through the estimation and communication of the privacy risks to the user, allowing her to
decide whether to allow or deny access to her data, achieving the requirement for informed
consent, or by the recommendation for providing tools, such as user interfaces to the users.
The GDPR requirement for the provision of data Privacy by Design or by Default is also
met through the characteristics, where it is suggested that through available user interfaces,
default privacy settings become accessible to the user, that can be changed according to the

needs.
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Practitioners or developers can embody some or all of the characteristics in the design of
privacy frameworks to contemplate user privacy for IoT applications avoiding the exposure
of personal data without clear and explicit permissions, whilst the users will be empowered
with control over their data and privacy using the information provided by the framework,
such as data sharing inference risks [288]], to their benefit.

All the approaches reviewed in this chapter are summarised in Table In this table, we
can see the number of times each characteristic has been addressed in the existing literature
under each challenge.

For example, CR1 has been addressed in 8 of the reviewed approaches under Challenge
1, while CR2 has been addressed in 6 of the reviewed approaches under Challenge 1 and in
5 approaches under Challenge 3. The techniques employed to satisfy each characteristic can
also be found, along with the number of times each technique is encountered. For example,
Policy Languages have been encountered in 2 approaches that address CR1 and Machine
Learning techniques have been used in 7 approaches that address CR1. The total numbers
displayed do not match the number of reviewed papers (45), since each paper may address
more than one characteristic or challenge. From this summary, the following important
findings can be extracted:

1. From the comparison of the total number of approaches tackling each challenge and
characteristic, we observe that the third challenge, “Consent and Uncertainty", outper-
forms the others in terms of received research interest in the area of user privacy in [oT.
This is encouraging, as informed consent is key in enabling users to disclose their data
without compromising their privacy, while it shows that the need for more advanced
models of informed consent has been recognised by researchers, addressing the dis-
tinct characteristics of the IoT. The solutions proposed throughout the literature aim to
make user consent more efficient without the use of extra needless constrains. Under
the GDPR, informed consent calls for the awareness and perception of the user of how
her data are collected and exploited, along with the need for the user understanding
the pros and cons related with the use of her data. Due to the pervasive features of [0T,
this is becoming the greatest challenge, since data may be collected without the user
awareness.

2. The second challenge, “Control and context-sensitive sharing of identity", has also
received the researchers’ interest in the reviewed literature, echoing the GDPR re-
quirement for handing control to the users over their personal data and privacy. The

presented solutions aim to empower the users with the provision of the necessary tools
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to control and manage their data, such as the definition of constraints and policies.

3. The fourth challenge, “Honesty, trust, and transparency", has received the least re-
search interest compared to the others. This is quite expected, since GDPR has been
recently introduced and such notions were not primarily considered in privacy preserv-
ing approaches so far. Transparency aspects have been addressed in other areas, such
as recommender systems [22], however, even though interdisciplinary analysis can
draw a picture on many transparency aspects to empower users with more control over
their personal data in the IoT domain, such studies constitute only a minority [243].

4. The most addressed characteristic is CR15, “Provide ability to users to specify their
privacy preferences", proving that the reflection of the users’ preferences in a sys-
tem enhances privacy. As people often do not know their privacy preferences in a
given context, specific privacy harms may occur that are not always clear to the typical
user [1]]. For this reason, researchers have put a lot of effort in designing solutions
which enable the users to understand the context in which their data are collected and
are able to specify the suitable privacy preferences. In the reviewed literature it is ev-
ident that the availability of the specification of privacy settings to the user becomes
more common mainly due to the requirements of regulations, such as the GDPR [[75].

5. The second most addressed characteristics are CR2, “Provide data transformation"
and CR4, “Provide control of personal data to users". For CR2, this finding shows
that the GDPR recommendations for such data security measures have been taken seri-
ously by the research community. Furthermore, it is obvious from the techniques used
for data transformation in the reviewed literature, that data anonymisation has been
preferred, as the results of this process are permanent and cannot be reversed, address-
ing the concern that if data are not anonymised then it is likely that user tracking, data
linking or prediction of user future actions can occur [[118]. Regarding characteristic
CR4, users are empowered with control of their personal data by being able to set their
privacy preferences, by providing them with information about who wants to access
their personal data, and by enabling them to decide whether to allow or deny access to
their data, keeping control of their personal data. This way the users can exercise their
privacy rights, while service providers will be able to handle users’ personal data in an
efficient and trustworthy way.

In relation to the techniques being used in the reviewed literature, the following observa-

tions can be made:

1. Machine Learning techniques have been mostly used in the approaches for the com-
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putation of risks probabilities, the determination of the purpose and the granularity of
data sharing, or for the prediction of user privacy preferences and the automatic config-
uration of settings. Seven privacy preserving approaches that use Machine Learning
techniques have been reviewed. Solutions that are based on Machine Learning can
enhance user privacy without revealing personally identifiable information that may
lead to inferences, while being able to perform analysis on enormous data sets with-
out the need to examine the data portion of each packet, where sensitive personal data
are stored. Therefore, Machine Learning techniques can be considered as a feasible
approach to the problem of user privacy and data protection in [oT.

. The use of policy languages for the specification of user preferences and for express-
ing complicated policies and rules has also played an important role in the reviewed
approaches. These languages aim to model GDPR-compliant privacy policies in order
to enable processing of data in such a way that these privacy policies are enforced for
the preservation of user and data privacy. Furthermore, a best practice shown in some
of the reviewed approaches is that such policy languages are enriched with formal se-
mantics facilitating the creation of better user interfaces for the interaction with the
user.

. Blockchain techniques also appear in the list of the techniques used for privacy protec-
tion in the literature reviewed. Blockchain brings many advantages when it comes to
security, such as data encryption, decentralisation, or authentication, which can assist
in the ongoing efforts for solving the privacy issues of IoT. The distributed structure
of IoT makes possible the use of blockchain technology for creating decentralised
applications with privacy-preserving transactions across the involved parties. For ex-
ample, the challenge of sharing data across heterogeneous IoT devices in a secure way
can be addressed by the blockchain-provided data immutability feature, bringing high
data integrity. The transparency of transactions related to user data improves the user
trust in the system, while anonymity enables the user to hide her identity and personal
data [94]. Additionally, the use of smart contracts can enhance privacy as these are
designed to execute encoded rules echoing the user privacy preferences or privacy-
preserving policies, specifying the conditions that have to be met by the third party for
the handling of user personal data.

. Techniques, such as Risk Modelling and Negotiation Protocols, are exploited in a
smaller number of approaches to evaluate the privacy risks of data sharing in the IoT

context, to give more control to the user and to provide solutions acceptable and advan-
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tageous to both the user and the service. The assessment of privacy risks and possible
implications is used to inform the users about the present risks in their interaction with
IoT devices and assist in the specification of user privacy preferences. Due to the di-
verse areas of applications in IoT and the heterogeneity of devices and produced data,
negotiation mechanisms are proposed as the solution for providing a utility-privacy
trade-off in IoT data management.

5. Other techniques used in the reviewed literature employ specific data infrastructures
for networking monitoring or for securing the communications between the entities
involved. Privacy Enhancing Technologies (PETs) are also adopted using tools and
mechanisms for providing data anonymization, limitation in the collection of personal
data and providing more control to the user.

In the rest of this thesis, our research focuses on two of the characteristics we defined in
Section [3.3] namely Characteristic 13, “Estimate privacy risks of data collection/inference
to users"”, and Characteristic 14, “Communicate risks of data collection/inference to users".
The decision to focus specifically on characteristics 13 and 14 was driven by the identifica-
tion of a research gap in the existing literature and the significance of these characteristics in
addressing the privacy challenges in 10T, particularly in relation to user awareness.

While in the literature researchers have been actively involved with providing privacy-
preserving solutions to address the privacy challenges of [oT, limited attention has been given
to the development of user awareness mechanisms that can assist the users in understanding
how the data created by their smart devices can be exploited for the extraction of infer-
ences regarding their daily activities and lifestyle in general. This research gap presented
an opportunity to explore deeper into these two specific characteristics and contribute to the
understanding and development of effective strategies and mechanisms for promoting user
awareness of privacy risks.

As the primary aim of GDPR is to give control to the users over their data and privacy,
the objective of the work presented in the next chapters is to address this requirement, by
empowering the users with control over their data, making them aware of the possible infer-
ence risks from data collection and sharing by their smart home devices and fitness trackers
and therefore providing them the chance to decide whether to allow or deny access to their
data. Therefore, we define the second Research Question that this thesis aims to answer
as follows: RQ2: “What inferences can be made from data collected from smart home

devices and fitness trackers?''. Chapters 4] and [5|are dedicated towards this aim.
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Inference detection in a smart home scenario

In the smart home, vast amounts of data are being collected via various interconnected de-
vices. Although this assists in improving the quality of life at home, often the users are not
aware of the details concerning data collection apart from the information available on the
provider privacy policy. Inference detection is an important area of research in the field of
smart home technology. With the increasing use of Internet of Things devices in the home,
it has become possible for these devices to collect and analyse large amounts of data about
users’ behaviour and habits, and as such it is important to put the users inside this loop of
information, so that they are well informed on possible uses of the data and the potential
risks that this may entail. This Chapter explores the concept of inference detection in a
smart home scenario, in our effort to investigate whether the exploitation of data generated
by smart home devices can lead to inferences about the occupants routines or other sensitive
information. Using machine learning techniques, we aim to draw conclusions about the user
routines or activities, providing an answer to Research Question RQ2: “What inferences
can be made from data collected from smart home devices and fitness trackers?'’, in order
to inform the users about the findings concerning data inferences through a dedicated web
application.

In this Chapter we introduce a data inference framework using the data generated by a
smart water meter and motion sensors deployed in a house, and by employing a number
of machine learning techniques we aim to test whether such inferences are indeed possible.
The results of the process are utilised in the PrivacyEnhAction privacy tool that we briefly
present, which aims to inform the user about possible privacy vulnerabilities stemming from
her smart home devices and fitness trackers data. The main contributions of this Chapter
are: (i) A data inference testing framework tailored to the smart home, an approach which

is able to inform the users about potential unwanted inferences, allowing them to perform
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appropriate adjustments in order to prevent them, (ii) a proof of concept web application that
implements the presented approach, along with a preliminary user evaluation, and (iii) the
data created and used in the experiments, that are publicly available in the Zenodo portaﬂ for
replication purposes. The work presented in this chapter is based on our research published

in the Proceedings of the 2021 IEEE SmartWorld Congress [161]].

4.1 The Smart Home scenario

In this section we describe our experimental setup for the smart home scenario. We have
deployed a series of smart devices in a two-floor house where a family of four lives. We
installed three multi-sensor Arduino-based nodes that collect information about temperature,
humidity, light intensity, sound level and motion at 10 second intervals, and a single smart
water meter device that collects real time water flow and consumption information at 30
minutes intervals. Two Arduino-based nodes were installed on the ground floor capturing the
two house entrances as well as the kitchen and living room areas, while the third node was
placed on the upper floor master bedroom, capturing also the bathroom entrance. Hereafter
we will refer to these nodes as “motion sensors". The data collected by the smart water meter
consists of intelligently pre-processed low-resolution images to enable digit recognition of
the water meter reading, utilizing sophisticated low-level feature extraction algorithms. A

3D image of the smart water meter used in the experiment can be seen in Figure {.1]

Figure 4.1: A 3-D image of the smart water meter

ttp://doi.org/10.5281/zenodo.4718373
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In order to assist the inference detection process, we have reviewed the state-of the-art
literature in order to derive a list of possible inferences that form a threat to user privacy
in our smart home scenario, which can be seen in Figure The highlighted parts in the
figure designate the inferences we focus on in this part of the thesis. We have left out the
most obvious privacy threat, i.e. occupancy detection, as this is an area that has received a
lot of research interest [[54],153](154]].

Under this scenario, we aim to answer the following questions: (i) Can we infer the time
the residents wake up? (ii) Can we infer the usual time they go to sleep at night? (iii) Can we
get insights as to whether they wake-up during the night? (iv) Can we tell which time they

leave for work in the morning? (v) Or the time they return?

4.2 Methodology

In this section we describe the methodology we used in order to examine and analyse the data
in the smart home scenario, using data from the smart water meter and the three Arduino-
based motion sensors. Even though we apply this methodology on a specific setting, the
described approach can be replicated in other scenarios with similar sensor availability, for

example fitness trackers that collect personal user data.

4.2.1 Overview

The methodology consists of four steps. In the first step, we examined and cleaned the sensor
data for analysis. We have identified two approaches for organising and analysing the data,
which are described in Section[4.2.2] In the second step, clustering analysis was performed
on the data, while in the third step the clustering results were exploited focusing on their
interpretation, in order to give a meaning to the clustered data and identify what inferences
can be drawn. For this reason, a decision tree model was trained to generate a set of rules,
which can be used in combination with the insights obtained from visual observations of the
data. In the last step, the clusters defined in Step 2 were used as new features in the training
data in order to predict to which cluster new data points are assigned to. Based on this,
new data was processed aiming to detect if a number of inferences can be drawn from them.
Then the users can be informed about the identified inferences, in order to take action, as for
example by changing their privacy preferences or settings on their device, as these affect the

data collection [[84]]. The methodology was applied in the following cases/experiments: (1)
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Figure 4.2: Possible inferences from smart water meter and motion sensor data




Experiment 1: Detect inferences using information from motion sensors; (2) Experiment 2:
Detect inferences using information from smart water sensors; and (3) Experiment 3: Detect

inferences by combining information from motion and smart water sensors.

4.2.2 Data processing and cleaning

The data collected from the Arduino-based sensors were exploited using the PIR (Passive
Infrared Sensor) or motion value created at 10-second intervals, which is 1 when motion
is detected and O otherwise. It was assumed that motion is detected when we have two
consecutive positive PIR values. This means that since data are collected every 10 seconds,
motion is indicated when we have two consecutive values of 1, i.e. a period of 20 seconds.

At the beginning of the data collection period and for the duration of two weeks, we asked
the household residents to manually record motion data when passing by the nodes (whose
detection area falls inside a 110-degree cone with a range of 3 to 7 meters). By examining
the sensor data combined with the ground truth values for the same time periods, we came to
the conclusion that any single positive PIR value recorded within the period of two minutes
is considered as noise and has to be cleaned. In our smart home scenario, the placement of
the three motion sensors was strategically chosen to ensure extensive coverage of key areas
within the house, including the entrances, kitchen, living room, and upper floor master bed-
room. These areas are typically high-traffic zones where human activity is frequent. Given
the strategic placement and the sensitivity of the motion sensors, it is expected that motion
events will be detected multiple times within a short duration, such as within a two-minute
timeframe. This is due to the nature of human movement, where individuals may pass by the
sensors multiple times or engage in activities that trigger motion detection. Considering the
practicality and real-life usage of the smart home environment, it is important to account for
such scenarios and avoid false positives. Therefore, in our data collection process, we set a
threshold to filter out and remove any single positive motion detection value recorded within
a two-minute period. By doing so, we ensured that only meaningful and significant mo-
tion events were captured and considered in our analysis, eliminating noise or insignificant
motion detection that may occur.

The datasets from the three Arduino sensors for the same period of time had to be merged,
and the PIR values of the three datasets had to be incorporated into a single PIR value (if
at least one positive PIR value is present, then the value is positive), in order to identify

if motion takes place at the monitored areas during that period. An example taken from
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the motion sensors dataset can be seen in Figure 4.3] For the smart water meter dataset
the processing required was to delete any records containing missing or null values, and to

remove any outliers that were identified.

result_time pir_ground1 |pir_ground2 |pir_upper result_time pir
20/09/2020 00:28:44 0] 1 0 20/09/2020 00:28:44 1
20/09/2020 00:28:54 OI 1 0 20/09/2020 00:28:54 1
20/09/2020 00:29:04 DI 0 0 20/09/2020 00:29:04 0
20/09/2020 00:29:14 of 1 1 20/08/2020 00:29:14 1
20/09/2020 00:29:24 OI 1 0 20/09/2020 00:29:24 1
20/09/2020 00:29:34 OI 0 0 20/09/2020 00:29:34 0
20/09/2020 00:29:44 UI 1 0 20/09/2020 00:29:44 1
20/09/2020 00:29:54 OI 1 0 20/09/2020 00:29:54| 1
20/09/2020 00:30:04 OI 0 0 20/09/2020 00:30:04 0
20/09/2020 00:30:14 UI 0| 0 20/09/2020 00:30:14 0
Dataset example after merge Dataset example after merge and pir calculation

Figure 4.3: Example from the motion sensors dataset

As mentioned earlier, two approaches have been identified for analysing our data. The
first is the NAZ approach, which identifies the periods when no activity or water consump-
tion takes place, depending on which experiment is being run. The second approach takes
advantage of the PIR or motion values from the motion sensor datasets or the consumption
values from the smart water datasets, in order to identify the duration that an event (motion,

water consumption) lasted for. In the next paragraphs the two approaches are described.

NAZ approach:. In this approach we aim to identify the periods when there is potentially
no activity in the house (i.e. the residents are away or sleeping), which we call "No Activity
Zones" (NAZ). Based on the data observations and the ground truth data, it is assumed that,
for the first experiment using the Arduino nodes, a NAZ exists when no motion is detected
for more than 30 minutes (or 180 continuous PIR zero values), i.e. any activity lasting less
than 30 minutes is ignored. This is valid when the condition is satisfied for the same time
period for the three Arduino-based nodes installed in the house. A number of calculations is
performed for summing up continuous values of zero, used to identify the time periods where
the sum of continuous zero values is bigger than or equal to 180, indicating a NAZ. Based
on this, the start and end time of each NAZ can be computed. In the second experiment with
the smart water meter data, it is assumed that when no water consumption is read in the last
two readings, i.e. a period of one hour, then in this condition a NAZ is detected. Afterwards,

a number of calculations is performed in order to find the start and end time of each water
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meter data NAZ. In the third experiment where we combine the datasets from the Arduino
nodes and the smart water meter, first the NAZ for the Arduino nodes data is calculated,
and then a procedure is run to find the corresponding time periods for the smart water meter
data against the calculated NAZ periods. As the smart water meter collects data every 30
minutes, the start and end time periods in the water dataset are computed that coincide with
the NAZ periods identified earlier by carrying out numerous calculations. The total water
consumption that is accounted for during that time is also calculated. The pseudo-code for

this process can be seen at Algorithm [6]

Activity-based or consumption-based approach:. In the second approach the values of
the motion sensor embedded in the Arduino nodes are used for the first experiment. For the
second experiment, the consumption values of the smart water meter are employed, while in
the third experiment we perform our analysis using a combination of both datasets. In all
cases, hourly resampling on the data is performed in order to combine the different sampling
rates of the datasets into one hour intervals. Afterwards, the sum of values for each hour is

calculated assembling a daily profile of activity, water consumption, or both.

4.2.3 Cluster analysis

In this step, cluster analysis was performed on the three datasets: motion sensor data, smart
water meter data, and the combined dataset of motion sensor data and smart water meter data.
The objective was to group the data points in a meaningful way based on their similarities
and extract valuable knowledge about the family living in the specific household. Since the
datasets used in this analysis were not labelled, unsupervised machine learning methods have
been adopted, which constitute a prevalent approach for extracting valuable information from
unlabelled raw data [101]. By applying clustering algorithms, we aimed to identify patterns
and relationships within the data without the need for predefined labels or target variables.

First, the cluster analysis was conducted on the motion sensor data. Various features such
as time of activity, duration, intensity, or frequency of motion were taken into account during
the clustering process. By grouping similar motion data points together, we aimed to identify
distinct behavioural patterns or activity profiles within the household. This analysis provided
insights into the family’s daily routines, occupancy patterns, and lifestyle preferences.

Next, the smart water meter data underwent cluster analysis. Features such as water con-

sumption patterns, usage frequency, and volume of water consumed were considered during
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Algorithm 6 NAZ Algorithm for combined dataset

Data: Motion sensor data, smart water meter data Data: m, w

Result: Data containing NAZ periods and total water consumption for each period
Me—mWew

Read motion sensor data M

while M # empty do
for each M[i] Check pir value at M[i + 6] and M[i — 6]

if pir at M[i + 6] = 1 OR pir at M[i — 6] = I then
| set pir value at M[i] =0

else
|  keep pir value

end
Group data with cumulative unique count ¢ on zero pir values
Flag M[i] where ¢ >180
Find NAZ start time M[i].nst and end time M[i].net for flagged data

Read smart water data W
while W # empty do

for row in M[i] do
Get computed M[i].nst and M[i].net, startNAZ = M[i].nst

endNAZ = M[i].net

set counter =0

for row in W[i] do

if index of W[i] != (length(W)-1) then
a =reading time of current record W[i].readingTime

b = reading time of next record W[i + 1].readingTime

else
a = W[il.readingTime

b = W[i].readingTime

end

if (startNAZ > a and startNAZ < b) then
water start NAZ = b

StartNAZConsumption = W[i + 1].consumption

Ise if startNAZ < a and row index=0 then
water start NAZ = a

o

StartNAZConsumption = W[i].consumption

(endNAZ > a and endNAZ < b) then
water end NAZ = a

-
=

EndNAZConsumption = W{i].consumption

Ise if endNAZ < a and row index=0 then
water end NAZ = a

(o

EndNAZConsumption = W{i].consumption
counter = counter + 1

end

end

TotalConsumption for period = EndNAZConsumption - StartNAZConsumption

end

end
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the clustering process. By grouping similar water usage data points together, we aimed to
identify distinct patterns of water consumption within the household. This analysis provided
insights into the family’s water usage habits or any anomalies in water consumption.

Finally, the cluster analysis was performed on the combined dataset, which incorporated
both motion sensor data and smart water meter data. By considering the features from both
datasets, we aimed to uncover any interdependent insights or correlations between the fam-
ily’s activities and their water consumption patterns. This analysis enabled a comprehensive
understanding of the relationship between motion patterns and water usage within the house-
hold, offering valuable knowledge about the family’s behaviours, routines, and resource con-
sumption patterns. By analysing the resulting clusters from each dataset individually, as well
as from the combined dataset, we obtained a comprehensive view of the family’s activities,
water usage patterns, and their relationships.

Three unsupervised algorithms were used and their results compared to decide which one
fits better in the smart home scenario. First, the K-Means algorithm was applied, one of the
most popular unsupervised algorithms [[122], in order to find daily patterns based on motion
count, consumption count, or both, for the specific household. The second algorithm evalu-
ated was the DBSCAN algorithm, which is a frequently used clustering algorithm [251]], that
works based on the density of the data points. The third algorithm examined was the Ag-
glomerative Hierarchical Clustering algorithm, which uses a bottom-up approach in grouping
the data points, based on similarity metrics. The results of the three algorithms were then
compared in order to determine which one is more suitable for the extraction of inferences

from the data that could pose a potential threat to users privacy.

4.2.4 Interpretation of Clusters

After our data were clustered, the next step was to interpret the clusters, by analysing and
figuring out the data patterns. Visualisations assisted in getting an understanding of the
clusters’ distribution, by plotting the data using colour. We reinforced our effort by creating
and training a decision tree model that uses the dataset features and the clustering result
as the label, and produces leaves that provide information about the cluster data. Then the
results of the decision tree were combined with visual observations of the data clusters to

generate a list of rules for all the scenarios.
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4.2.5 Inferences detection

The clusters derived in the second step of the methodology were used in combination with
the rules generated in the third step for the identification of possible inferences that can be

obtained from the data.

4.3 The Smart Home Experiments

4.3.1 Data set description

The Arduino-based nodes collect data every 10 seconds and the smart water meter every 30
minutes. The time-stamped data contains the readings of the sensors embedded in each node,
i.e. time or reading, temperature, humidity, brightness, distance from sensor, sound level and
passive infrared sensor value, while each record of the smart water meter data contains the

cumulative value of water consumption, and the time of reading.

4.3.2 Exploratory analysis

In order to have a more precise model, we ran three cycles of data collection during a period
of 6 months, from October 2020 to March 2021. Through this process we have collected ap-
proximately 606,000 smart home motion sensor records and 3,100 smart water meter records.
The datasets gathered unconstrained real-life context echoing the challenges involved in such
an environment, and they were measured with the users operating without any instructions
from the research team, as they would perform their daily activities normally.

The first cycle of data collection was the first two months, where data was collected 24
hours a day. The analysis of these results helped us to understand the data. We observed that
the data collected was sufficient for the determination of possible privacy inference risks,
however we acknowledged the actuality that the results would be based on and limited to
the routines of the specific household. Thus, for more comprehensive results in a real world
setting, the users would have to be further involved in the process by providing feedback to
the system regarding their daily routines. Furthermore, in order to get meaningful results
from the data, we had to study the available data so as to get a deeper understanding of how
the sampling rate of the data may affect the extraction of inferences and figure out which
data points had to be removed, as explained in Section [4.2.2]

The second data collection cycle was between months 3 and 4 and we used the data
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collected for training and testing purposes. We carried out comparative experiments using the
three clustering machine learning algorithms mentioned earlier, namely K-Means, DBSCAN
and Hierarchical Agglomerative Clustering. The K-Means algorithm requires in advance the
value of K, i.e. the number of clusters. In our case, we utilised K-Means++ that provides
better initial seeding for finding the best clusters. DBSCAN does not require the number
of clusters beforehand, but uses two other parameters that have to be tuned (epsilon value
and minimum number of samples). Agglomerative Hierarchical clustering differs from the
other two algorithms in that it begins with each data point being an individual cluster and
ultimately creates larger and larger clusters until only one cluster is attained.

Finally, in the third and last cycle, we used the data collected during months 5 and 6 for
the validation of our models and the extraction of inferences based on the clusters created and
data processing. Following this procedure, all data points were assigned to the the cluster it
has been predicted to belong to. As each cluster represents a set of rules that the underlying
data conform to and has been defined for each scenario, we proceeded with the processing

of the data in order to provide answers to the questions we set earlier.

4.4 Experimental results

All the algorithms were implemented using the Scikit-learn library in Python 3.9.0, while

the experiments were carried out on an i5 2.5 GHz machine with 4GB RAM.

4.4.1 Comparison of clustering algorithms

The data collected during the second phase of the experiment were examined and used to
create machine learning models that can identify patterns in smart water meter and motion
sensor time series data and assist in the extraction of inferences. The models were created
and tested utilising the K-Means, DBSCAN and Hierarchical Agglomerative Clustering al-
gorithms. In order to evaluate which algorithm works best for our data, we used the three
algorithms to find patterns in the daily profiles of the specific household for each scenario,
approach and dataset combination. Our intention was to verify if and which of the identified
inferences (Figure {.2) can be determined through the sensors’ data. Since people usually
have different schedules between the weekdays and the weekend, we have scrutinised week-
day household routines and weekend household routines separately.

The K-Means algorithm was applied to the motion sensor data and smart water meter
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data to perform cluster analysis. The objective was to group the data points in a meaningful
way based on their similarities and extract valuable knowledge about the household routines
and behaviours. We experimented with various values of K (number of clusters) ranging
from 3 to 9 using the Elbow and Silhouette metrics and also our visual observations of the
data towards acquiring the indispensable insights from the data. Based on this experimen-
tation, we arrived to the conclusion that five clusters are appropriate for all the cases, since
we observed that suchlike clustering can uncover useful and meaningful information regard-
ing the routines of the household occupants, as for example the time they wake up in the
morning, if they wake up during the night in order to use the toilet a lot of times indicat-
ing a possible health issue, if they wake up during the night and wander around the house
possibly indicating sleep problems, stress, or mental health conditions, the times when they
are away from the house (occupancy detection), etc. In this context, K-Means demonstrated
its effectiveness in terms of both similarity within clusters and distance between points of
different clusters. By minimising the within-cluster sum of squares, K-Means successfully
grouped similar data points together, ensuring that the data points within each cluster share
common characteristics or patterns. This supported the identification of meaningful clusters
that captured specific behaviours, such as wake-up times, nighttime activities, wandering
behaviours, and occupancy patterns. Furthermore, K-Means achieved separation between
points of different clusters by considering the distance between data points. It assigned each
data point to the cluster with the closest mean value based on the squared Euclidean distance.
As a result, data points that were closer to each other in terms of their feature values were
more likely to be assigned to the same cluster, while points that were farther apart were more
likely to belong to different clusters. This ensured that points in different clusters were dis-
similar to each other, enhancing the distinctiveness among the identified groups. Therefore,
based on the experiments, it can be concluded that K-Means is effective in promoting simi-
larity within clusters and achieving separation between points of different clusters, while it
successfully picked up meaningful patterns within the data, allowing for valuable insights to
be extracted about the household routines.

In the implementation of the DBSCAN models, the algorithm’s parameters, epsilon and
minimum samples, were tuned to find the optimal combination. However, due to the pres-
ence of variable density clusters in the data, the DBSCAN algorithm did not yield satisfactory
results. Despite trying various combinations of epsilon and minimum samples values, it was
challenging to find a configuration that could effectively capture all the clusters in a meaning-

ful way. The DBSCAN algorithm relies on the density of clusters to identify and group data
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points. However, in datasets with variable densities, such as the ones used in this study, the
algorithm struggles to accurately detect all the clusters. Consequently, some clusters were
missed or fragmented, making it difficult to obtain a comprehensive and meaningful clus-
tering solution. The limitation of DBSCAN in handling datasets with variable densities is
well-documented [79]. The algorithm’s performance tends to degrade when faced with such
data distributions. In this case, the dataset’s density fluctuations posed a significant challenge
in finding an appropriate set of epsilon and minimum samples values that could effectively
capture all the clusters in a satisfactory manner. Therefore, despite the attempts to fine-tune
the parameters and explore different combinations, the DBSCAN algorithm was not able
to produce desirable results for the given datasets. Its reliance on density-based clustering
hindered its ability to accurately identify and group the data points into meaningful clusters.

Finally, in the Agglomerative clustering algorithm, dendrograms were used to split clus-
ters into numerous clusters of related data points. Different threshold values were used
defining the minimum distance required to separate a cluster for splitting up the dendro-
grams. Nevertheless, the results produced by this model were not very effective in all the
experiments in determining the correct number of clusters by the dendrogram and did not
scale good enough according to the number of the data points. This can be attributed to
the characteristics of the datasets used in the experiments. The smart water meter dataset
might contain irregular patterns and fluctuations in water consumption, leading to diverse
and non-uniform clusters. As Agglomerative clustering relies on proximity-based merging
and splitting, it may struggle to identify the appropriate number of clusters based on the den-
drogram. The irregularities and variations in the smart water meter dataset can hinder the
algorithm’s ability to accurately capture the underlying structure and determine the optimal
number of clusters. Furthermore, the motion sensor dataset includes time-series data, col-
lected at 10-second intervals. However, the Agglomerative clustering algorithm may have
difficulties in handling time-series data and its scalability with increasing data points. As
the number of data points in the motion sensor dataset grows, the computational complexity
of the Agglomerative clustering increases, potentially leading to performance degradation.
The algorithm’s hierarchical merging and splitting process may become computationally ex-
pensive and less efficient for larger datasets. Consequently, this can impact its ability to
determine the correct number of clusters and affect its overall scalability.

As an indication of the experimentation, the results of the three algorithms for the Smart
Water Meter data using the NAZ approach can be seen in Figure #.4] Figure {.5] and

Figure 4.6] Based on the comparison of the results from the three algorithms implemented,
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we selected the K-Means algorithm as the best candidate for our study, as it produced good
interpretable clusters that can enable the creation of rules for the data and the extraction
of inferences. Moreover, K-Means is stable for time-series data and is suitable for huge

datasets [174].
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Figure 4.4: Results of the K-means Algorithm for the Smart Water Meter data using the NAZ approach

4.4.2 Rules definition and cluster interpretation

The next step was to train the K-Means model with the available dataset for each experi-
ment. Then we created a Decision Tree model, which was trained using the original data
features and the K-Means model clustering result as the label for each experiment in order to
get an initial interpretation of what each cluster represents in the three experiments. Using
two adjustable parameters, the min_samples_leaf, which is the minimum number of samples
required to be at a leaf node, and the pruning_level, a technique that removes parts of the
Decision Tree which prevent it from growing to its full depth, avoiding overfitting of the
training data, we controlled the complexity of the Decision Tree. For the creation of more
detailed rules we decreased one of those values accordingly. The decision tree leaves pro-
vided useful information that assisted in the specification of a number of conditions that the
data tested satisfies. In each experiment, the relevant dataset was fitted to the decision tree
and the results from the decision tree were compared with the data in the clusters in order to

identify which conditions are satisfied by the data in each cluster. This served as a guidance
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Figure 4.5: Results of the DBSCAN Algorithm for the Smart Water Meter data using the NAZ ap-

proach
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Meter data using the NAZ approach
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for the generation of a list of rules for each possible approach/dataset combination. The list

of rules derived in the smart home scenario experiments can be seen in Figure 4.7

Smart water meter data

Cluster NAZ approach-WD NAY approach-WE Consumption-hased approach-¥Wi Consumption-based approach-WE
1 NAZ=135h NAZ < 1.25hr cons = 25 It cons = 25 I
2 Jhrs = NAZ =15 hr 3 hrs = NAZ = 1.25 hr T5ht=cons =25 1t T3l =cons >25 0t
3 5 hrs = NAZ =3 hrs A5 hrs = NAZ =3 hrs 1501t = cons. 275 It 1400t = cons =75 It
4 9 hrs = MAZ =5 hrs 7 hrs = NAZ >4.5 hrs A50 It = cons 21501t 3501 = cons =140 1t
5 MNAY =% hrs NAY =7 hrs cons =450 1t cons =350 0
Muotion sensors data
Cluster NAZ approach-WID NAYL approach-WE Activity-based approach-WID Activity-based approach-WE
1 NAY = 1hr MAZ = 1 hr Time = 12 pm & mot. < 2.5 mins Time < % am & moi. = 3.5 mins
2 2hrs = NAY =1 hr 2hrs = NAZ =1 hr Time =12 pm & maot. < 2.5 mins Time =% am & mot. < 3.5 mins
3 35 hrs = NAZ =2 hrs 3.5 hrs=> NAZ >2 hrs 11 mins = mot. 2.5 mins 12 mins > mot. == 3.3 mins
4 G hrs = NAZ =35 hrs 4.5 hrs = NAZ =35 hrs 25 mins = mot =11 mins 30 mins = mot. =12 mins
5 NAZ =6 hrs MNAY =45 hrs miodion =25 mins mist.n =30 mins
Fusion data
Cluster NAZ approach-WD NAY approach-WE ActSCons. hased approach-WID ActSCons. based approach-WE
1 cons< 170010 & NAZ = 3H cons< 1200t & NAZ < ZH cons< 55 It & mot. < 12 ming cons< 45 It & mot. < 5 ming
2 cons = 170 It & 8H= NAX =3H cons< 120 It & 6H = NAY =2H cons= 55 It & 0 mins = mot = 12 mins cons= A5 It and 20 mins = motion =5 mins
3 cons 2= 17000t & 8H= NAY =3H cons == 1200 It & 6H= NAZ =-2H 1500 It 2cons == 55 It & mot. = 20 mins 140 It =cons =45 It & mot. =< 5 mins
4 cons= 1701t & 12H= NAY =8H cons= 1200 1t & YH= NAY ==6H 430 1t Zoons = 150 1t & mot. < 20 mins J00 1t =cons > 140 It & mot. =< 5 mins
5 NAY =12H NAY =9H

cons =430 It & mot. 7> 20 mins cons =300 [t & mot. =5 mins

Figure 4.7: List of rules derived in the smart home scenario experiments

4.4.3 Extracting Inferences

The next step in the experiments was the inference detection process. In each experiment,
the clustering results of the two approaches were analyzed in order to determine what kind
of information can be acquired that can provide answers to the questions set earlier. Conse-
quently, the cluster that contained information relevant to what was required was located and
in combination with the list of rules, a number of functions was applied that identified that
information. The intention was to verify if and which of the identified inferences (Figured.2))
can be determined through the sensors’ data. Since people usually have different schedules
between the weekdays and the weekend, weekday household routines and weekend house-
hold routines were scrutinised separately.

In the first experiment using the motion sensor dataset, the process disclosed information
about the usual wake up time of the residents, the time of sleep, the time the residents leave
for work or school in the morning, the time they return and how many times they get out of
bed and wander in the house during the night. This was achieved by exploiting the recorded

motion data during the day. Similar results were produced in the second experiment, where
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the smart water meter data was utilised for this purpose. In this case, sudden intensive
water use in the morning indicated that the residents have woken up, scarce adequate water
consumption during the night designated probable toilet use, while heavy water consumption
during the day marked occupancy. For the identification of the water consumption levels for
various household activities we used the information provided in [35]. An example of the
results from smart water meter data experiment using the consumption-based approach can
be seen in table

In the third experiment we combined the data from both the sensors. The additional
information derived from the linkage of motion and water consumption data was the iden-
tification of the times when motion and water consumption was concurrent or non-existent,
which can be used for further inferences. For example, we were able to identify if the user
wakes up during the night to use the toilet. If this is something that happens a lot during the

night, then this could probably imply health problems.

Table 4.1: Results for Smart Water Meter data using the consumption-based approach

Inference Weekday | Weekend
Wake up time 06.30 a.m. | 08:00 a.m.
Sleep time 22:30 p.m. | 23:30 p.m.

No of times the users wake up at night | 4 times 4 times
Departure time in the morning 08:00 am. | 11:30 a.m.
Return time 14:00 p.m. | 17:00 p.m.

Both approaches used in the realisation of the experiments produced approximately the
same results. In the third experiment however, where we combine the data from the motion
sensor and the smart water meter, the NAZ approach proved to be a better fit as we were able
to deduct the exact start and end time of each NAZ, while when using the other approach we
missed out on the actual times since hourly resampling was performed. Therefore, the use of
the NAZ approach is recommended, as it can provide accurate start and end time of activities.
In the effort to extract possible inferences from the combination of the available datasets,
over and above the privacy inferences amassed, the experiments led to useful findings that
can enhance the safety of the residences, such as the identification of water leakages during

long-term absence from the house.
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Inference Detection Analysis

Using the options below you can see which specific inferences can be drawn from data collected from smart water meters, motion sensors, and Fitbit, Garmin and Xiaomi MiFit 4C fitness trackers.
Please select a device to perform inference detection analysis. Click the box on the left and then press the Process button.

Smart Water Meter @ | Choase file | No file chosen
Motion Sensor } 23| Choose file

FilgBit Fitness Tracker s Choose files | No fle chose VIEW INFERENCE RESULTS FROM FITBIT PRIVACY POLICY
Garmin Fitness Tracker & Choose fles | o fie chosen VIEW INFERENCE RESULTS FROM GARMIN PRIVACY POLICY
MiFit 4C Fitness Tracker @ | Chaose files | No file chosen VIEW INFERENCE RESULTS FROM MiFit 4C PRIVACY POLICY

Figure 4.8: Initial PrivacyEnhAction Inference Detection page

4.5 Proof of concept application

In order to evaluate our models, we used the web application that we have created for this
purpose, PrivacyEnhAction. This application is a privacy tool that can be used by the owners
of smart home devices and fitness trackers in order to analyse the data generated by their
devices and be informed about what possible inferences can be drawn from these data that
may violate their privacy. The tool was created using the Flask micro-framework and all the
code was written in Python.

Since the experiments were performed using the specific smart home scenario, the mod-
els were trained on the datasets generated by the specific household smart devices. In order
to get feedback from users, we performed a small scale user evaluation of the tool with 5
users. We provided a number of datasets originating from the smart home setting to a small
number of people that were willing to use and evaluate the platform in terms of usability and
feasibility. In Figure[d.8]the Inference Detection page of the tool is shown where the user has
chosen to check the Motion Sensor data for inferences, while Figure @ shows the detected
inferences for the supplied data.

Through our interaction with the users, we collected feedback about user experience and
user satisfaction. Overall, the users thought that the platform is easy to use. They were
satisfied with the results and found the information received very explanatory. What one of
the users commented as an additional useful feature is the possibility to see if data collection

can be modified, which is something we envision as part of future work.
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Inference Detection Process

The processing of your data may reveal the following information about your household:

IKNFERENCE NUMBER INFERENCE DETECTED
1 You usually wake up time around 6 a.m,
2 You usually go to sleep around 22 p.m.
3 You usually leave for work/school at 9 a.m.
B You usually return home at 15 p.m.

wun

You get out of bed around 6 times a night.

Figure 4.9: PrivacyEnhAction results for Smart Motion sensor data

4.6 Discussion

In this Chapter we investigated the possibility of extracting inferences about user routines
from smart home data, providing an answer to Research Question RQ2: “What inferences
can be made from data collected from smart home devices and fitness trackers?''. We
analysed smart water meter and motion sensors data in order to identify what these inferences
may be and notify the users about the privacy risks they face when using such devices. For
this purpose, we implemented a privacy tool, PrivacyEnhAction, a web application that can
be used by smart home devices and fitness trackers users in order to perform an analysis on
the data created by their devices and be informed about the kind of information that can be
obtained about them. This knowledge will empower the users to choose whether they wish
to continue using a particular device, or to make amendments in the privacy settings of the
device, if available, altering for example the frequency of data collection.

The models developed for the PrivacyEnhAction tool and presented in this Chapter have
been trained according to the specific household’s routines. Still, they can easily be adapted
for other users as well by getting their feedback regarding their own daily activities, and
retrain the models. The methodology used can be adapted in other scenarios as well as it
is not bound to smart home scenarios. Through our experiments we have showed that the
models are viable and can be used as a tool for enhancing the protection of the users’ privacy
in a smart home setting. Moreover, we trust that our approach would be beneficial to IoT
service providers or developers of smart devices serving as a guideline for the protection of

privacy and the provision of better services to the users.
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Inference detection in the fitness trackers domain

In this Chapter, we concentrate on fitness trackers from three brands, namely Fitbit, Garmin
and Xiaomi, in order to investigate if the analysis and exploitation of the data collected by
those trackers can lead to the extraction of inferences about the owners routines, health sta-
tus or other sensitive information, providing an answer to Research Question RQ2: “What
inferences can be made from data collected from smart home devices and fitness track-
ers?', in order to inform the users about the findings concerning data inferences through
the PrivacyEnhAction web application. We utilise the data inference framework introduced
in Chapter ] where by using a number of statistical analysis and modelling techniques we
aim to verify that such inferences are possible in order to raise user awareness about them.
These techniques are implemented in the PrivacyEnhAction privacy tool, through which the
users can analyse data collected from their smart home devices or fitness trackers with the
objective to be informed about potential privacy vulnerabilities and possible inferences that
emerge from the use of these devices, and thereupon to be able to change and set their user
privacy preferences on their devices appropriately, contributing in this way to the personali-
sation of the provided services, in connection with their personal data. To that end, our work
is user-oriented aiming to raise user awareness regarding privacy in the area of IoT. The work
presented in this chapter is based on our research published in the Springer User Modeling

and User-Adapted Interaction journal [83]].

5.1 Possible inferences from fitness trackers data

What we aim to address in this chapter is to provide awareness to the users about the possible
privacy risks and the inferences that can be extracted about them from their fitness trackers

data, so that they can set their user privacy preferences in such a way that their personal
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privacy can be protected. By accomplishing this task, we also aim to provide an answer to
Research Question RQ2: “What inferences can be made from data collected from smart
home devices and fitness trackers?''. In order to answer this question we use the results
from the literature review we performed for this work in combination with our previous
research in the thesis, and we produce a list of possible inferences that pose a threat to user
privacy when using fitness trackers. We also aim to find which inferences can be drawn
from the data collected from the specific fitness trackers in this study. The derived list of
possible inferences that form a threat to user privacy when using fitness trackers can be seen

in Table[5.11

5.2 Fitness trackers scenarios under study

A big number of commercial fitness tracker devices are available on the market from different
manufacturers, an indicative list of which can be seen in Table [5.2] For the purposes of
this work, we have chosen to employ Fitbit and Garmin fitness trackers after reviewing the
available literature, where Fitbit and Garmin devices were identified as the most popular
devices [279]. Moreover, Fitbit Surge and Garmin Forerunner appear to have embedded
the biggest number of sensors, i.e., PPG, GPS, gyroscope, magnetometer, and barometer or
altimeter [[128]], which means that these devices collect more user data. We have also chosen
to include Xiaomi fitness trackers in our study, as Xiaomi appeared in the top five vendors in
sales for two consecutive years (2015 and 2016) [128]] and also due to their low cost as our
budget was limited.

After the possible inferences that can be extracted from fitness trackers data have been
identified, the next step is to find which inferences can be drawn from the data collected
from the specific fitness trackers in this study. We also describe the methodology we used in
this study in order to collect, examine and analyse the data in the fitness trackers scenarios,
following the methodology we proposed in Chapter ] adjusted to suit the current study’s

needs, which can be applied in other [oT scenarios with minor modifications.

5.2.1 Data collection process

In this section, we provide details about the data collection process, in relevance to how we

gathered our participants and what mechanisms we used for the data collection.
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Table 5.1: Possible fitness trackers inferences

Data Type Inference Interested 3rd Party  Potential Use An/sis Sam.Size Study
Activity data
Phys. activity Health problems Ins. companies Increased rates T n/a [170]
Phys. activity Chronic diseases Ins. companies Increased rates T n/a [38]]
Phys. activity Mortality risk Ins. companies Increased rates T n/a [38]
Phys. activity Human emotions ~ Employer Discrimination T n/a [164]
Activity, location ~ Religion Employer Discrimination E 970 [143]
Activity, location ~ Religion Employer Discrimination E 227 [302]
VO2max Fitness level Ins. companies Increased rates E 10 [311])
Heart rate data o
Resting heart rate  Pregnancy likeli-  Employer Discrimination E 8 150
hood
Heart rate, respi-  Substance abuse Ins. companies, em-  Discr., incr. rates T n/a [224]
ration ployer
Heart rate, ac-  Sexual activity Marketing companies ~ Targeted advertising E 227 [302]
celerometer data
Highresting heart ~ Health problems, Ins. companies, em-  Discr., incr. rates E 21853 [68]
rate alcohol abuse ployer
Highresting heart ~ Health problems, Ins. companies, em-  Discr, incr. rates E 6743 [10]
rate alcohol abuse ployer
Low resting heart ~ Bradycardia, Ins. companies, em-  Discr., incr. rates T n/a [188]]
rate medication ployer
GPS data
GPS data Location tracking  Attackers Targeted home or T n/a 18]
personal attacks
GPS data Frequently vis-  Attackers Personal attacks E n/a [196]
ited places
GPS data Location Marketing companies ~ Targeted advertising n/a [105]
GPS data Health, habits,  Attackers User profiling T n/a [71]
prof. duties
GPS data Location Many Political, religious, T n/a [71]
sexual discrimina-
tion
Sleep data
Sleep data Sleep deprecation  Ins. companies, em-  Discr., incr. rates T n/a [131]7
ployer
Sleep data Sleep patterns Marketing companies ~ Targeted advertising n/a [299]
User Obesity Insurance companies Increased rates n/a [330]
weight, height

Abbr. for Analysis: T=Theoretical; E=Experimental Abbr. for Sample Study: n/a = Not Applicable
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Table 5.2: Indicative list of available commercial fitness trackers

Manufacturer FT Models

Fitbit Surge, Charge, Ace, Inspire, Luxe

Xiaomi Mi Smart Band 4C, 5, 6, 7,Redmi Watch 2, Redmi Smart Band Pro

Garmin Forerunner, Captain, Fenix, Epix, Venu, Vivosmart, Vivofit, Instict,
Quatix

Apple Apple Watch

Huawei Band 6, Band 4 Pro, Band 4, Band 4e

Amazifit Band 7, Band 5, Verge, Nexo, X

Samsung Galaxy Watch 4

Withings Scan Watch, Steel HR

Polar Grit X Pro

Suunto Peak, Baro

Participant recruitment

We recruited participants by sending email invitations to members of the SEIT LabE] of the
University of Cyprus. In total, 5 people responded who were fit to participate in the study,
meaning that they were over 18 years old and were not diagnosed with any chronic disease.
As more participants were required, family and friends of the authors were recruited that fit
the criteria. All participants provided their informed consent for submitting their personal
data. The details of the participants can be found in Table[5.3] Before the data collection pe-
riod started, a meeting was held with the participants in order to inform them about what was
required from them, to assist them with setting up the necessary environment by installing

the required apps on their mobile phones and to create personal accounts for the devices.

Data collection mechanisms

For the collection of data, we have acquired one FitBit Surge fitness tracker, five Xiaomi
Mi Smart Band 4C devices and two Garmin smart watches, that were assigned to eight
participants respectively, who were asked to wear them for 24 hours a day for a period of
two months. As more data were necessary for our experiments, we explored various online

repositories, such as Zenodo and Kaggle, in order to find additional fitness tracker datasets.

Thttps://www.cs.ucy.ac.cy/seit/
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Table 5.3: Participants demographics

User  Gender Age FT Model and Brand
1 Female 45 Fitbit Surge

2 Male 26 Mi Smart Band 4C

3 Female 28 Mi Smart Band 4C

4 Female 45 Mi Smart Band 4C

5 Female 38 Mi Smart Band 4C

6 Female 20 Mi Smart Band 4C

7 Female 38 Garmin Forerunner 630
8 Male 48 Garmin Captain

Table 5.4: Fitness tracker datasets downloaded from repositories

Brand Dataset Repository
Fitbit Crowd-sourced Fitbit datasets’] Zenodo
Garmin Run Activities] Kaggle

Mi Band 5 years of continuous steps and sleep data’l Kaggle
Mi Band Exported data from Mi Band fitness tracker?) Kaggle

Due to the sensitive nature of the data involved, finding suitable public datasets was not
an easy task. Still, we located a small number of fitness tracker datasets suitable for our

experiments, more details of which can be seen in Table[5.4]

5.2.2 Data processing and cleaning

In this section, we provide information about how the available datasets were processed and
cleaned in order to be ready for the next step of data analysis.

Fitbit datasets

For the first experiment we employed a Fitbit Surge device owned by one of the participants

and we also used the public dataset “Crowd-sourced Fitbit datasets" available at the Zenodo

Zhttps://doi.org/10.5281/zenodo.53894

3https://www.kaggle.com/mmaelicke/run-activites
“https://www.kaggle.com/damirgadylyaev/more-than-4-years-of-steps-and-sleep-data-mi-band
Shttps://www.kaggle.com/bekbolsky/exported-data-from-xiaomi-mi-band-fitness-tracker
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repository [107]. This dataset was collected by thirty eligible Fitbit users that participated
in an Amazon Mechanical Turk survey, submitting physical activity, heart rate, and sleep
monitoring data at minute level. In this dataset, different types of data are stored in 18 files
in total, where each file contains merged data from the different users. In order to derive
suitable data for our experiment in separate sets for each user, we manually processed the
dataset by parsing each file by export session ID that corresponds to a unique user. Following
this procedure we acquired a number of user datasets, containing daily physical activity data,
heart rate and sleep monitoring data. Each dataset represents a unique user and consists of
three files in .csv format. Data processing also required deleting any records containing

missing or null values and removing any outliers identified.

Garmin datasets

In this experiment, two volunteers were assigned to wear a Garmin smart watch for two
months. Then each volunteer’s data was exported through Garmin Connect using the Re-
quest Data Export option. The exported datasets consisted of a number of files in JavaScript
Object Notation format (JSON), which were then converted to a CSV format using a JSON to
CSV converter tool. Manual examination of the files’ content assisted in determining which
specific data would be useful for data analysis. This process resulted in the acquisition of two
files in each dataset at this stage, the first containing general activity data like activity name,
activity type, timestamp, duration, distance, calories, startLongitude, startLatitude, avgHr,
maxHr, vO2MaxValue, etc. and the second containing sleep data. Again, data processing
required deleting any records containing missing or null values and removing any outlier

values identified.

Xiaomi datasets

For this experiment we acquired five Mi Smart Band 4C devices, that were allocated to
five participants who wore them for 24 hours for a period of two months. When the data
collection cycle ended, each participant’s data was exported using the Mi Fit account ‘Export
Data’ option. The datasets received consisted of a number of folders with data in CSV
format, whose content was manually examined in order to evaluate which data would be
suitable for analysis. This method led to the inclusion of four files in each dataset, containing
activity data, heart rate data, sleep data and user information. Any records with null values

or missing data were removed from the files.
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5.2.3 Data analysis techniques

In order to analyse the data, we used statistical analysis and descriptive analytics techniques
in our effort to assess and understand the available data. Using the fitness trackers datasets
we had at our disposal, we performed Exploratory Data Analysis (EDA), aiming to identify
patterns or anomalies on the data using summary statistics and graphical representations,
with the intention to identify if any particular data points or the combination of them will
facilitate the elicitation of one or more of the designated inferences. EDA is a method that
uses data visualisation on datasets in order to determine the relationships of data aiming to
find patterns that can reveal hidden information in the data [235]]. Correlation analysis, an
EDA technique used to measure the strength of the linear relationship between two vari-
ables [247], was applied in order to evaluate the relationships between variables, as any
potential connection between variables can enable the extraction of useful information from

the data.

5.3 Inference identification in fitness trackers under study

Based on the available data and in line with the analysis performed in the previous section,
we undertook the task to identify which inferences can be extracted in accordance to the
inferences list defined in Table It must be noted that the inferences identified in this
chapter are only indications and cannot be used as a verification or evidence. For example, if
the available user resting heart rate data can lead to the conclusion that the female user may
be pregnant, this inference is not a proof that the particular user is indeed pregnant, but it is

only an indication that the user may be pregnant.

5.3.1 Fitbit inference detection analysis

Inferences from Fitbit heart rate data: Fitbit heart rate data contain heart rate measurements
at 5-seconds intervals. According to Table [5.1] using the heart rate measurements we can
try to infer: (a) pregnancy possibility, (b) whether the user suffers from health problems
in general, (c) alcohol abuse, or (d) whether the user is under medication. The procedure
described next was adopted for this purpose.

In order to infer pregnancy possibility, information about the user gender is necessary.
As this piece of information was not included in the available Fitbit datasets, we did not

attempt to extract this insight from the rest of the data, e.g. the resting heart rate.
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An elevated or low resting heart rate can assist in extracting inferences (b), (c) and (d).
From analysing the available datasets, no information about specific activity and activity
times was given, that could be excluded from further analysis. It was then decided to utilise
the available sleep data instead. To this extent, heart rate data was combined with sleep data
to match sleeping times with corresponding heart rate values and thus extract the resting
periods of the user. Using the new combined data, groups of heart rate measurements were
created in the cases when there were successive values of above 100 beats per minute and a
method was applied to the data to sum up the time between the minimum and the maximum
timestamp of each group in order to find the length of time that the elevated heart rate lasted
for. From this data it can be observed that when there are many long periods of time with
elevated heart rate, then the inference that can be made is that the user may be suffering from
health problems, since the heart rate is elevated during rest time (specifically sleep time).
The same procedure was employed for finding the periods of time that the user had a low
heart rate (below 60 beats per minute), and if there are many such periods, then it can be
inferred that the user may be suffering from bradycardia or may be under medication.

The likelihood of user alcohol abuse can be inferred by using a combination of the avail-
able heart rate data and the sleep data, excluding heart rate measurements that fall within
the sleeping range. The remaining heart rate data were utilised, creating groups of heart rate
measurements when there were successive values above 100 beats per minute and applying a
similar method as before for summing up the time between the minimum and the maximum
timestamp of each group to find the length of time that the elevated heart rate lasted for. In
particular, if the start and end times of these periods follow the same trend, for example at
midnight near the time when the bars close, this could be an indication that the user could be
an alcoholic.

Inferences from Fitbit activity data: From the Fitbit daily activity data, we can estimate
the activity level of the user. In order to match the activity level of the user to the indices in
Table[2.3] we proceeded by finding the value at which the variable for the Total Steps tended
to cluster. Based on this value, we could infer the activity level of the user, and as a result
whether the user leads a healthy lifestyle or not. Another inference we worked on using the
available total steps data was the religion. Based on this, we calculated the average daily
number of steps and we compared them against the average Saturday steps. If the difference
between the two values implies that the Saturday activity is unusually low, then we have an
indication (not a proof) that this person could be an observant Jew.

Inferences from Fitbit sleep data: Through an accelerometer and the LED located on the
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back of the watch or fitness device, the Fitbit fitness tracker can detect when a user is sleeping
and what stage of sleep he or she is in. In order to get insights from the available Fitbit
sleep data, we calculated the start and end time of sleep for each calendar day in the sleep
dataset. We also aggregated the total sleep time, as well as the total minutes in Light sleep,
Deep sleep and REM sleep stages for each day, followed by the estimation of the values
at which all these variables tend to cluster. We separated our calculations for weekday and
weekend observations, as typically users are likely to have different habits between them.
Following this process we could calculate approximately how many hours of sleep the user
gets during the week and the weekend, the time that the user wakes up and goes to sleep, and
the percentage of his sleep in light, deep and REM stages. Using this information, we can

get an insight on whether the user gets enough sleep and her sleep patterns.

5.3.2 Garmin inference detection analysis

Inferences from Garmin activity data: Garmin activity data contain detailed information
about user activities, such as running, cycling, etc. Using these data we were able to extract
insights regarding the user’s most frequent activities, and then exploiting the available infor-
mation about the geographic coordinates (latitude and longitude) of the activity, we applied a
reverse geo-coding process in order to find the places that the user’s most usual activities take
place. Garmin activity data also contain VO2max measurements, which we exploited over
time in order to determine if the specific user has increased or decreased her fitness level.
Based on these findings it can then be inferred whether the user is an athlete, and also her
overall health status, as the variations of the VO2max values are widely used as an indicator
of health.

Inferences from Garmin sleep data: Many Garmin devices have an optical heart rate
sensor that utilises an Advanced Sleep Monitoring (ASM) feature, with which users have
the ability to track their sleep statistics when wearing the watch while sleeping. Advanced
sleep tracking is cut out for recognizing when the user falls asleep, wakes up, as well as
acknowledging the sleep stages of the user throughout the night. Sleep stages include light,
deep and REM sleep, which are determined by merging the heart rate, heart rate variability,
respiration rate, body movement and other measurements. In our analysis of the available
Garmin sleep data, we proceeded by calculating first the total sleep time for each night in the
dataset and we determined the regularity of the weekly and weekend sleeping habits of the

user. We also aggregated the total minutes in Light sleep, Deep sleep, and REM sleep stages
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for each night, the total awake minutes of each night, followed by the estimation of the values
at which all these variables tend to cluster. We separated our calculations for weekday and
weekend observations, as typically users are likely to have different habits during the week
and the weekend. Following this process we could infer approximately how many hours of
sleep the user gets during the week and the weekend, together with the time the user goes
to sleep and the time she wakes up. Similar as before, this information can reveal if the
user experiences sleep issues like lack of sleep, and if such information is shared with third
parties, such as a current or potential employer, then the user may face unfair dismissal or
employment discrimination. Using the inferred data about the average percentage of light
sleep, deep sleep and REM sleep stages, one can draw conclusions regarding the user focus
ability, her mood or memory, that the user is possibly under medications like antidepressants,

that she may be suffering from anxiety or depression, among others.

5.3.3 Mi Fit inference detection analysis

Inferences from Mi Fit activity data: Mi Fit fitness trackers track activities like walking
or running, number of steps taken, etc. Using the available Mi Fit activity data, the daily
number of steps was exploited in order to estimate the activity level of the user. An analysis
on the data was performed and then the value at which the steps variable tends to cluster
was determined. Based on this value and the activity indices in Table the activity level
of the user could be determined and therefore whether the user leads a healthy lifestyle or
not. The number of daily total steps was exploited in this scenario for the religion inference
discussed in Section where we followed the same approach in order to calculate the
average daily number of steps and then compared this value against the average number of
steps taken on Saturdays. If the difference between the two values implies that the Saturday
activity is unusually low, then there is a likelihood that this person could be an observant
Jew.

Inferences from Mi Fit heart rate data: The Xiaomi Mi Band collects heart rate mea-
surements at regular intervals set by the user. We followed the same procedure as in the Fitbit
heart rate data analysis in Section and we managed to infer whether the user suffers
from health problems in general, alcohol abuse, and whether the user is under medication.
More user information was available in the Xiaomi datasets, including gender details, there-
fore we attempted to use these data to infer pregnancy likelihood. Resting heart rate measure-

ments can be used in combination with the gender to infer pregnancy possibility. Considering
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that the resting heart rate increases by 30-50% during pregnancy to match the needs of the
growing baby [186], [137], we exploited the available personal user information in the Mi
Band data that includes the user gender and date of birth, in order to infer the likelihood of
pregnancy. We proceeded by combining the available sleep, user and heart rate data, with a
view to isolate the data enclosing resting heart rate measurements and upon that we applied
a test in order to check if these values fall in the increased by 30-50% range suggesting a
possible pregnancy. Information about a person such as pregnancy could reveal information
about that persons health and is classified as special category data in GDPRﬂ To that end, if
this type of information is obtained by a third party, it can be used in a discriminatory way
against that person.

Inferences from Mi Fit sleep data: The Mi Fit Band uses embedded sensors like ac-
celerometer, gyroscope and PPG (heart rate monitor) to monitor user sleep by tracking body
movements and heart rate. The band can also determine whether the user is in light sleep
stage, deep sleep stage or REM sleep stage. We followed the same process we applied for
analysing the Garmin sleep data, and we manage to infer the hours of sleep the user gets dur-
ing the week and during the weekend, along with the time the user usually goes to sleep and
wake up during the week and the weekend. Likewise the Fitbit and the Garmin scenarios, the
information we extracted can disclose whether the user encounters any sleep problems like
lack of sleep or insomnia. If such knowledge is shared with third parties, such as the user’s
current employer or a potential employer, then the user may face unfair dismissal or employ-
ment discrimination. In our analysis we also calculated the percentage of the user’s sleep
in light sleep stage, deep sleep stage and REM sleep stage, information that can be used to
draw conclusions about the user’s ability to focus throughout the day, her memory or mood.
This information can also indicate that the user may take medications like antidepressants

and that she may be suffering from anxiety or depression.

5.4 Implementation

The need for tools that will make the users aware of the privacy risks and the possible infer-
ences that can be made about them from their fitness trackers data is now more important than
ever, especially under the GDPR requirements. In Chapter 4 we introduced PrivacyEnhAc-

tion, the web application that aims to inform the users about potential privacy vulnerabilities

®https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-

regulation-gdpr/special-category-data/what-is-special-category-data
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that emerge from the use of smart home devices and fitness trackers. In this section, we
describe how we extended this tool by adding the three fitness trackers to the list of smart

devices whose data can be analysed.

5.4.1 Extensions to the PrivacyEnhAction tool

PrivacyEnhAction has now been extended to include Fitbit, Garmin and MiFit 4C fitness
trackers in the list of the available devices. The additional implemented functionalities con-
sist of the following: (1) Inference detection analysis for Fitbit Surge; (2) Inference detection
analysis for Garmin Captain and Garmin Forerunner 630 models; and (3) Inference detection
analysis for Xiaomi Mi SmartBand 4C.

The code written in Python has been changed to include the new changes, where, de-
pending on the selected device, the corresponding modules are called to process the files that
are uploaded by the user. Using a number of statistical analysis methods, the application
displays to the user the data-driven conclusions and possible inferences that can be drawn
from her data. Then the user can select to view more information about each inference type,
along with the possible risks that exist in relation to their privacy. Dedicated templates have
been developed for each option that are rendered accordingly. The user interface has been
adapted to reflect the new additions to the system following Nielsen and Molich’s 10 user
interface design guidelines [200] retaining all graphic representations and text across every

system template.

Menu / Inference Detection

@ Menu Inference Detection Analysis

Inference Detection

Using the options below you can see which specific inferences can be drawn from data collected from smart water meters, motion sensors, and Fitbit, Garmin and
Xiaomi MiFit 4C fitness trackers.

Please select a device to perform inference detection analysis. Click the box on the left and then press the Process button.

Smart Water Meter Q‘ Choose File ‘\o file chosen

") Motion Sensor )»)))‘ Choose File ‘ No file chosen

[ FitBit Fitness Tracker -ii:-| Choose Files ‘ No file chosen VIEW INFERENCE RESULTS FROM FITBIT PRIVACY POLICY
(] Garmin Fitness Tracker @ | Choose Files |No file chosen VIEW INFERENCE RESULTS FROM GARMIN PRIVACY POLICY
[ miFit 4C Fitness Tracker @) | Choose Files |No file chosen VIEW INFERENCE RESULTS FROM MiFit 4C PRIVACY POLICY

Process

Figure 5.1: PrivacyEnhAction Inference Detection Analysis page

Users of these fitness trackers models can upload their data to the application through

the interface, after they have exported them from their corresponding account dashboard, in
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Fitbit Data Inferences

Heart rata

Daily activity Sleap

Inferences inferences

Inferences

Figure 5.2: Screenshot from PrivacyEnhAction Fitbit data inferences results page

order to analyse the data and view the possible inferences that could be extracted about them
and be informed about the potential privacy risks that these inferences entail. Figure [5.1]
illustrates in a screenshot the Inference Detection Analysis page of the application, where
the users can select the device they want to test for inferences.

When the data is processed, the application presents to the users the different types of
inferences that could be drawn from their data, as illustrated in Figure [5.2] in which case
the user has analysed Fitbit data. The privacy risks for each inference type are demonstrated
by clicking on the corresponding button through the use of textual information and graphs
related to the user’s data, as well as further educational information, messages and links, as
portrayed in Figure[5.3]

In the illustrated example regarding the inferences that can be extracted from the user’s
Fitbit heart rate data, the user is informed about what information can be revealed from the
heart rate in the first part of the interface. Further down, the number of days and records
in the processed dataset are displayed. In the next block, the user can view the number of
incidents where her heart rate was below 60 bpm or over 100 bpm (low and high heart rate
inferences respectively) during the days processed, as well as the total time that these events
lasted for. The graphs of low heart rate and high heart rate over time for this time period are
then presented. The user is then informed about the privacy risks and the insights that could
be drawn about them from their heart rate data and by clicking on the blue sign we aim to
increase the user’s awareness by letting the user know how this information could be used by
interested third parties. Inferences that could be obtained from Garmin and Mi Smart Band

4C fitness trackers are presented to the users in a similar manner.
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FitBit Inferences from Heart Rate Data
Data Information
Low heart rate inferences High heart rate inferences

Low heart rate over time graph High heart rate over time graph

"

Privacy risks Privacy risks

Figure 5.3: PrivacyEnhAction: Fitbit inferences from heart rate data

5.5 Discussion

In this Chapter, we have investigated the possibility of getting insights and extracting infer-
ences about the users from their data collected from fitness trackers, aiming to provide an an-
swer to Research Question RQ2: “What inferences can be made from data collected from
smart home devices and fitness trackers?''. In order to address this question, the literature
review we performed in the area assisted us in the formulation of a list of possible inferences
that pose a threat to user privacy when using fitness trackers. We limited the inference list to
those inferences that we could identify at the time that the research was performed based on
the available data available. Using the list, we implemented the new functionalities for the
PrivacyEnhAction application for the three fitness trackers we had at our disposal, and the
results showed that multiple data points can be used to infer and possibly predict health and
fitness status, pregnancy, religion, etc. Not surprisingly, Prince in her work [229]) explains
very effectively that a big amount of health information can be inferred from location data.
The methodology presented in this Chapter can be adapted in other scenarios as well as

it is not bound to smart home or fitness trackers scenarios. We believe that the results of our
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| Taxonomy of Inferences from Smart Home Devices and Fitness Trackers |

User routes

Pragnancy
Likelihood

| Location |
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Abuse

Frequently
visited places

'I Sexual Activity | —| Habits |
Heazlth Home or work
address
-I Medication | _| Behavioural
patterns

—| Fitness level |

—| Occupancy |

Inference Based on
| Motion Sensor Data ‘ | Smart Meter Data ‘ | Smart Speaker Data ‘ | Sleep Data ‘ | Activity Data ‘ | V02Max Data ‘ | Accelerometer Data ‘
—| Qccupancy | —| QOccupancy | —| Health | Sleep | Healih | Fitness level | —|&cti\.'ity trackingl
deprication -
—| Sleep patterns | —| Sleep patterns | —| Age, Gender | | Sleep patterns | Habits |
Daily routines Fraquency of —"ersonallt\t traltsl | Obesity | Religion |
2 holidays 9 Identification
Single or Multi- —| User activities | Socmeconomlcl | Health | Mortality risk | Hezlth
user presence status
Rooms being Rooms being Moods, Personality
used and when used and when emotions iraits
. Biometric
Daily routines | | Age, Gender
_| User Identity | _| y | Identi
emotions
| Pedometer Data ‘ | Heart Rate Data | | Location Data ‘

Figure 5.4: Taxonomy of Inferences from Smart Home Devices and Fitness Trackers

experimental research could can act as a stepping stone in a common effort to bring the smart

devices owners in the heart of the privacy risks awareness process with the aim to increase

their knowledge and guide their attention towards those actions that can protect them from

potential harm, and also for the provision of better services to the users.

Based on the results from the literature review carried out for Chapters ] and [5] and

the research we performed towards answering RQ2, we have created a taxonomy for the

inferences from smart home devices and fitness trackers, that can be seen in Figure [5.4]

which is one of the contributions of this doctoral thesis. The taxonomy assembles together a

summary of the information for the inferences gathered from the literature review and from

the research conducted in this thesis, for presentation purposes.
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Evaluating the impact of PrivacyEnhAction to users

awarcness

The purpose of this Chapter is to present the findings of a survey that was conducted to eval-
uate the impact of the PrivacyEnhAction web application on users’ awareness in relation to
the privacy risks and the inferences that could be drawn about them from their fitness track-
ers data, as through our research in this thesis we have identified that there is an imperative
need for the development of tools and user awareness mechanisms that can assist the users
in understanding how the data created by their smart devices can be exploited for the extrac-
tion of inferences regarding their daily activities and lifestyle in general. The Chapter begins
by introducing the research questions we aim to answer. It will then provide an overview
of the methodology used to design and administer the two questionnaires involved and the
approach used for performing the user evaluation. Next, the chapter will present and analyse
the results of the questionnaires that were collected from the same users before and after
interacting with the PrivacyEnhAction web application. Finally, the chapter will discuss the
findings in relation to the research questions that were defined in this Chapter. The work
presented in this chapter is based on our research published in the Springer User Modeling

and User-Adapted Interaction journal [83]].

6.1 Research Questions

One of the contributions of this thesis is PrivacyEnhAction, a web application that aims to
provide awareness to the users about the possible privacy risks and the inferences that can be
extracted about them from their fitness trackers and smart home devices data, so that they can
set their user privacy preferences in such a way that their personal privacy can be protected.

In our effort to address this goal, we define the following research questions.
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RQ3: “Are the users aware of the inferences that can be made about them from their
fitness trackers data?"’

For providing an answer to this research question, we conducted an online questionnaire
that targets fitness trackers users in order to gain an understanding of: (i) their concerns over
their privacy when using their devices, (ii) their awareness of what data are collected by their
fitness trackers and how these are being used and shared, (iii) their awareness on the privacy
risks from fitness trackers data.

RQ4: “Can we enhance the awareness of the users regarding the possible inferences
that can be obtained from their fitness tracker data?"

To answer this question we provided the same group of fitness trackers users with a
number of datasets from three fitness trackers brands (Fitbit, Garmin and Xiaomi). The
users were asked to use one dataset for each fitness tracker brand in order to interact with
the PrivacyEnhAction web application and review the analysis results. Following that, they
were required to complete an evaluation questionnaire about the app, where they were also
expected to answer similar questions to the questionnaire used in RQ3, in order to gain an

understanding of whether their awareness regarding inferences has been increased.

6.2 Material and methods: Empirical approach

In order to perform a user evaluation to assess the impact that the PrivacyEnhAction appli-
cation can have to the awareness of the users, we followed a three-step empirical approach,
that is described below.

1. Step 1: A first questionnaire whose aim is to collect information about the awareness
and the concerns of fitness trackers users regarding their privacy when using fitness
trackers was created and distributed (Questionnaire on fitness trackers user privacy
concerns [[159]).

2. Step 2: The participants were provided with the datasets collected during the data
collection process described in Chapter [3] after they were anonymised, and were re-
quested to use them in order to interact with the PrivacyEnhAction application. The
existing datasets were used for evaluation purposes and in order to let participants use
the application without providing their own personal data.

3. Step 3: A second questionnaire was created and distributed to the same group of users
as in Step 1 and Step 2. By using a number of questions similar to the ones in the

first questionnaire, the aim of this questionnaire was to assess if the users’ awareness
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and privacy related concerns have changed (i.e. improved) after interacting with the
application (PrivacyEnhAction Evaluation Questionnaire [[158)])).

It has to be noted that the participants had to complete all the steps in order for their re-

sponse to be considered as valid. For the analysis of the results we used IBM SPSS Statistics

for the generation of data descriptive statistics and item-level results of each question.

6.2.1 Research participants recruiting

The User Evaluation survey was distributed through email communication in order to recruit
participants. No monetary or other incentive was provided as a reward for answering the
survey. The email provided information about the research goals, stating the objectives of
the study and it also included the links to the survey questionnaires, the PrivacyEnhAction
application and the share link of the available datasets and the application user guide. No
screening criteria were applied, other than that the participants had to be owners of fitness
trackers or smart watches. A total of 47 responses were collected. Out of these responses, 17
participants did not complete the second questionnaire and as such these data were removed.

Finally, we ended up with a total of 30 valid responses which were used in the analysis.

6.3 Questionnaire on fitness trackers user privacy concerns

In the initial questionnaire, the first section consists of social and demographic questions,
like gender, age, education level and profession. We used the gender as a demographic vari-
able in order to determine if there exist any opposing views in the attitude and awareness of
the privacy risks of the use of fitness trackers between male and female users of the study. In
the literature, age is considered as a negative factor in the acceptance of technology [223],
and for that reason we also used this as a demographic variable in order to find out if it can
affect the results in relation to the awareness of the users of the privacy risks of the use of
fitness trackers. The second section includes questions regarding information about fitness
tracker ownership, such as frequency of using a fitness tracker, length of time of ownership
of a fitness tracker and the fitness tracker brand being used. The third part consists of ques-
tions related to the user’s attitudes towards reading the fitness tracker’s privacy policies and
changing the default privacy settings. The fourth section includes questions about the user
awareness on fitness tracker data collection and sharing, while the fifth section consists of

questions related to the user’s awareness on the privacy risks form fitness trackers data. The
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Table 6.1: Information about fitness tracker brands being used by the survey participants

Brand Frequency Percent

Apple 2 6.7
Fitbit 4 13.3
Garmin 6 20
Sam- 5 16.7
sung

Xiaomi 5 16.7
Other 8 26.7
Total 30 100%

sixth part of the survey includes questions about the user’s privacy concerns when using fit-
ness trackers. The next section contains questions regarding the users’ attitudes in relation
to good uses of data if shared, and the last section gathers the user opinions about the impor-
tance of the creation of tools that would make the users aware of how their data are collected

and shared by smart devices.

6.3.1 Demographics and other results

In the data analysis, the gender breakdown achieved was 66.7% male and 33.3% female.
The majority of the participants are employed at the engineering and manufacturing sector
(30%),the IT sector (26.7%), followed by the education (10%), accountancy, banking and
finance (6.7%), business, consulting and management (6.7%), environment and agriculture
(3.3%), healthcare (3.3%), and other sectors (13.6%). In relevance to the fitness tracker or
smart watch brand being used, Table [6.1| shows the frequency and percentage of participants
using each fitness tracker brand mentioned. The length of time that the participants have
been using their fitness trackers or smart watches is reported in Table

The analysis of the responses in the third section of the questionnaire that is related to the
users attitudes towards reading the fitness trackers privacy policies and changing the default
privacy settings, showed that 80% of the participants do not read the privacy policy of their
fitness tracker, 86.6% do not read the terms and conditions and 70% have never changed the
default privacy settings, as seen in Figure[6.1]

The aim of the next section of the questionnaire was to examine the participants’ per-
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Table 6.2: Information about length of time of owning a fitness tracker

Answer Frequency Percent
The past 3 months 6 20
The past 6 months 2 6.7
The past year 4 13.3
The last 2 years 4 13.3
More than 2 years 14 46.7
Total 30 100 %

ceived knowledge and awareness of the data collection process performed by fitness trackers
or smart watches, as well as to see if they acknowledge the types of data collected and also
what happens to that data afterwards, using a *Yes’, ’No’ and "Maybe/I don’t know’ type of
question. The results presented in Figure [6.2] show that a big percentage of the participants
(83.3%) is aware that personal data are collected by fitness trackers, but only a 3.3% under-
stands how these data are being used by the service provider and a 30% of the participants is

aware of the types of data that are being collected by fitness trackers.

6.3.2 User awareness on privacy risks

In this section, in order to understand the users’ awareness and perception of the possible
privacy risks emerging from the use of fitness trackers, the participants were presented with
a number of events and were asked to give their opinion regarding the possibility that they
could occur, using a 5-point Likert scale with values ranging from 1 = “Very unlikely to

happen" to 5 = “Very likely to happen".

Statistics

M No

M ves

M Mayben don't know

Have you ever changed the default privacy settings
for your fitness tracker account?

Do you read the terms and conditions of your fitness
tracker?

Do you read the privacy policy of your fitness tracker?

0 20 40 60 80

Percent

Figure 6.1: Users attitudes with regards to privacy policies
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Statistics
M nNo
Wyes
WMaybe

Are you aware of how your fitness tracker data are
being used by your service provider?

Do you know what types of data are being collected
by your fitness tracker?

Are you aware that your fitness trackers may collect
your personal data?

0 20 40 60 80

Percent

Figure 6.2: User awareness on fitness tracker data collection and sharing

The test of normality showed that the data is normally distributed with p=0.38. The
overall mean score of the Likert scale in the fifth section of the questionnaire consisting
of 16 items is 3.37. This score can be interpreted as the average response of the users in
relation to their awareness about the possible inferences (in relevance to the scenarios they
were presented with) to be “Undecided’”. The normality test results and descriptive statistics
of the data can be seen in Figure[6.3] while the actual events that were presented to the users,
along with the users’ responses can be found in Figure[6.4 From these results, it appears that
the participants are aware of a small number of inferences that can be drawn from their fitness
tracker data. For example, in regards to the scenario “Marketing companies can use fitness
tracker data in order to send you specific advertisements regarding running shoes”, 68.2%
of the users reported this as “Very likely to happen" and 18.2% as “Likely to happen", while
none of the respondents responded with “Very unlikely to happen" or “Unlikely to happen".
This is quite predicted as online targeted advertising has shown great market potential [322]]
and is widely used today. In another case, the scenario “A murder can be solved by using
the victims fitness tracker data, such as heart rate data” has been acknowledged as “Very
likely to happen" by 54.5% and as “Likely to Happen’ by 27.3% by the participants (none
of the participants responded with “Very unlikely to happen" or “Unlikely to happen"). This
is explainable as in the recent past there have been many murder cases reported in the news
where the data from the fitness tracker worn by the victim has assisted in the determination
of the exact time of death and led to the murder being solved [[124], [[183].

The participants opinions diverged regarding religion inferences, as 22.7% have responded

to this scenario as “Very unlikely to happen" and 13.6% as “Unlikely to happen", but a 40.9%
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Tests of Normality Descriptive Statistics - Q1

Kolmogorow-Smirnoy Shapiro-Wilk N Minirmum  Maximum Mean  Std. Deviation
Statistic df Sig. Statistic df Sig. S5 Over all Mean 30 1.81 4.88 33771 .7Ta9s
85 127 30 .200 964 30 380 Walid M (listwise) 30

Figure 6.3: Normality test and descriptive statistics on Questionnaire 1 Section 5 data

is undecided about this possibility. Similar levels of responses across all answers were ob-
served for the scenario “Your fitness tracker data can be used to make the assumption that
you are an alcoholic", where the answers were spread with 22.7% for “Very likely to happen"
and “Likely to Happen", 18.2% for “Undecided", 13.6% for “Unlikely to happen" and 18.2%
for “Very unlikely to happen".
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Very unlikely 1o happen

Unlikely to happen
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Your fitness tracker data can be used to make the assumption that you suffer from insomnia. "
Likely to happen
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sightedness.

Your fitness tracker data can be used to make the assumption that you suffer from heart problems
Your fitness tracker data can be used to make the assumption that you are a top athlete.

Your fitness tracker data can be used to make the assumption that you are an alcoholic.

A murder can be solved by using the victim's fitness tracker data, such as heart rate data.
Assumptions about your religion can be made from your fitness tracker data.

Assumptions about your sexual life can be made from your fitness tracker data.
Marketing companies can use fitness tracker data in order to send you specific advertisements
regarding coffee brands.

Marketing companies can use fitness tracker data in order to send you specific advertisements
regarding running shoes.

Activity and sleep data from fitness trackers can be used by burglars to determine when your house
is empty and when you are sleeping.

User typical routes, for example going to a coffee shop or a grocery shop, can be tracked from
fitness tracker data.

The exact fitness activity movements of a fitness tracker user can be tracked from fitness tndckt;r
ata.

Fitness tracker users can be identified by their walking patterns, even when their fitness tracker data
have been anonymized.

Insurance companies can increase the premium rates of clients based on their low activity levels
from their fitness tracker data.

Owners of fitness trackers can be discriminated against due to their religion or race rooted in
assumptions extracted from their fitness tracker data.
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Figure 6.4: Users responses on Questionnaire 1 Section 5

In relation to the effect that the participants’ gender has to answers, further analysis on
this section’s questions has shown that the gender is not correlated with the user awareness
about the possible inferences that can be extracted from fitness trackers data. Furthermore,
using the ANOVA test, we investigated the effect that age has on the responses, and we
deduced that age has a significant impact on the following statements:

1. Insurance companies can increase the premium rates of clients based on their low
activity levels from their fitness tracker data (F=3.335, p=0.026): For this scenario,
younger participants (aged 18-25) have responded with a mean score of 4.67, thus
showing that they believe that such a scenario is very likely to happen, while older
participants (aged 56-65) have responded to this question with a score of 1, i.e. as very
unlikely to happen and participants aged between 46-55 have responded with unlikely
to happen.

2. Marketing companies can use fitness tracker data in order to send you specific ad-
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vertisements regarding running shoes (F=5.477, p=0.003): In this scenario younger
participants believe that it is very likely to happen, while older participants are more
reluctant to accept it.

3. Marketing companies can use fitness tracker data in order to send you specific adver-
tisements regarding coffee brands (F=2.941, p=0.04): Older participants believe that

this scenario is likely to happen while younger participants are more sceptical.
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| worry that my fitness tracker collects too much
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| am worried that my location is being tracked

| worry about the disclosure of my medical
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Figure 6.5: Examples of user privacy concerns regarding the use of fitness trackers

6.3.3 User privacy concerns

In order to understand the privacy concerns of the participants, they were asked a number of
questions about specific concerns related to the use of fitness trackers, using a 5-point Likert
scale with values ranging from 1 = “Strongly disagree" to 5 = “Strongly agree". The concern
that worries the participants the most is the possibility that their personal information may
be used for targeted advertising, where 33.3% of the participants strongly agree and 23.3%
agree with the statement, followed by the fear that their location in being tracked, with 26.7%
of the participants responding with Strongly agree and 40% with Agree (Figure[6.5). Further
analysis on the questions in this section shows that gender does have an effect on the users’
privacy concern.

In relation to the participants’ awareness to the data collected by fitness trackers, location

is the most popular answer to this open question (60%), followed by heart rate (40%) activity
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What kind of information do you think is collected by your fitness tracker?

No answer/Don't Know [ NN 9%
Speed/Pace/Distance || INGTINGEG 13%
personal Data | NN 15%
Other NN 19%
Sleep Data NG 21%
steps/Calories [ 23
Health data [N 30%
Activity type IR 30
Heartrate | 40%
Location [N 0%
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Figure 6.6: User awareness regarding the data collected by fitness trackers

type (30%) and health data (30%) (Figure[6.6).

6.4 PrivacyEnhAction Evaluation Questionnaire

6.4.1 PrivacyEnhAction usability results

The first part of the second questionnaire aims to measure the usability of the PrivacyEn-
hAction application using the System Usability Scale, which is a stable, efficient and valid
way to calculate the usability of a system [43,293]]. The SUS score for PrivacyEnhAction
was calculated using the participants’ responses to be 83.75, which is considered to be an

excellent SUS score, as it is well above the average SUS score, which is 68.0 [43]].

6.4.2 User awareness on privacy risks

In the second questionnaire, the participants had to answer the same set of questions regard-
ing their awareness on the privacy risks and the possible inferences that could be extracted
from fitness trackers data, as in the first questionnaire, after their interaction with the Priva-
cyEnhAction application, in our effort to seek an answer to Research Question RQ4: “Can
we enhance the awareness of the users regarding the possible inferences that can be ob-

tained from their fitness tracker data?'’ In Section we showed that the overall mean
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Table 6.3: Overall mean scores on user awareness before and after interacting with the PrivacyEn-

hAction application

Min Max Mean SD

Before 1.81 4.88 3.33771 .77898
After 3.00 5.00 4.0417 50704

score of the same section in the first questionnaire regarding user awareness on privacy risks
was 3.38. The overall mean score of the same set of questions in the second questionnaire,
i.e. after the participants have interacted with the PrivacyEnhAction application, is 4.04, as
can be seen in Table
To verify our results, we conducted a paired sample t-test in order to compare the de-
gree of the users’ privacy awareness before and after interacting with the PrivacyEnhAction
application, using the same set of questions that exist in both questionnaires regarding user
awareness on privacy risks. Using Cronbach’s alpha indicator, we evaluated the reliability
of the two Likert scale sets of questions of the questionnaires. The results for the first ques-
tionnaire demonstrated good internal consistency with a score of 0.876, while the results for
the set of questions of the second questionnaire showed acceptable internal consistency with
a score of 0.768. The results of the paired sample t-test suggest that there is a statistically
significant difference between the level of the users’ awareness before and after their inter-
action with the PrivacyEnhAction application, as shown in Table A p value below 0.05
was considered statistically significant.
The pairs of questions that differ before and after the users’ interaction with the Priva-
cyEnhAction application are the following:
* Pair 1: Owners of fitness trackers can be discriminated against due to their religion
or race rooted in assumptions extracted from their fitness tracker data.
* Pair 2: Insurance companies can increase the premium rates of clients based on their
low activity levels from their fitness tracker data.
* Pair 4: The exact fitness activity movements of a fitness tracker user can be tracked
from fitness tracker data.
* Pair 6: Marketing companies can use fitness tracker data in order to send you specific
advertisements regarding running shoes.

* Pair 9: Assumptions about your religion can be made from your fitness tracker data.
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Table 6.4: Paired-samples t-test results

Question Pair Mean SEM t df Sig
Pair 1 -1.7 0.3 -5.667 29 0.001
Pair 2 -0.967 0.309 -3.13 29 0.002
Pair 3 -0.5 0.302 -1.654 29 0.054
Pair 4 -0.767 0.261 -2.935 29 0.003
Pair 5 -0.433 0.27 -1.606 29 0.06
Pair 6 -0.433 0.223 -1.941 29 0.031
Pair 7 -0.167 0.369 -0.452 29 0.327
Pair 8 -0.433 0.345 -1.257 29 0.109
Pair 9 -1.733 0.332 -5.222 29 0.001
Pair 10 0.133 0.243 0.548 29 0.294
Pair 11 -0.867 0.321 -2.703 29 0.006
Pair 12 0 0.275 0 29 0.5
Pair 13 2 0.303 -6.595 29 0.001
Pair 14 -0.633 0.305 -2.076 29 0.023
Pair 15 -2.267 0.325 -6.975 29 0.001

* Pair 11: Your fitness tracker data can be used to make the assumption that you are an

alcoholic.

» Pair 13: Your fitness tracker data can be used to make the assumption that you suffer

from short-sightedness.

* Pair 14: Your fitness tracker data can be used to make the assumption that you suffer

from heart problems.

» Pair 15: Your fitness tracker data can be used to make the assumption that you suffer

from insomnia.

We further analyse if the users will take specific actions after their interaction with the
application in relation with the use of their fitness trackers. In particular, 53.3% of the
participants said that it is very likely that they will change the default privacy settings of
their tracker, while 23.3% responded that this is likely. Regarding the statement “Allow the
tracker provider to use your data for specific purposes that you choose”, 56.7% and 23.3%
of the participants responded that this is very likely and likely to happen, respectively. If
we compare the participants answers in percentages in Figure with their responses in
Section[6.3.3]in relation to the participants’ attitudes against fitness trackers privacy policies,
terms and conditions, etc., we can see that PrivacyEnhAction has increased their awareness,
as 26.6% more of the participants will now read the privacy policy of the trackers, 36.7%
more will now read the terms and conditions and 46.6 % more will now change the default

privacy settings of their account.
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6.4.3 User opinions about PrivacyEnhAction

In the next section, the participants had to provide their feedback with regards to their in-
teraction with the PrivacyEnhAction application. According to the responses, 83.3% of the
participants think that their awareness regarding the use of their personal data from their
fitness trackers has increased after they have used the app. Furthermore, 56.7% of the re-
spondents find that their awareness about the possible inferences that can be made about
them and their habits from their fitness trackers data has increased to a high degree, while
30% think that it has increased very much.

Regarding the users’ privacy concerns, 86.6 % of the participants think that the use of
the PrivacyEnhAction application has increased their awareness about the use of their per-
sonal data ranging from very to a high degree, while 10% think that it has not increased
their awareness at all. It is however very important to mention that all the participants have
reported that they believe that PrivacyEnhAction is a useful tool for informing them about
the possible inferences that can be extracted about them from their data that may violate their

privacy and to provide user awareness.

| Statistics
i ! ! W ery unlikely
Allow the tracker provider to use your data only _ B Unikely
for specific purposes that you choose | M Undecided
M Likely

Stop using your fitness tracker

Stop wearing your tracker all day

Stop wearing your tracker during the night

Ask for your data to be deleted from your fithess
tracker provider cloud storage |

Read the privacy policy of your fitness tracker

o
(5]
=1
1
=]

60

1]
[=]
-
o
=]

Values

Figure 6.7: Examples of users possible actions after using PrivacyEnhAction
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6.5 Discussion

In Chapters[5]and[6] our research was guided by the ambition to create a tool that will increase
the users’ awareness in the area of fitness trackers with reference to what information can
be extracted about them from the data collected and shared by their fitness trackers. Our
intention was to educate the users about the possible risks and enable them to set their privacy
preferences on their fitness trackers accordingly.

The literature review and the research we performed at this stage assisted us in the for-
mulation of a list of possible inferences that pose a threat to user privacy when using fitness
trackers, which we used to implement new functionalities in the PrivacyEnhAction applica-
tion for the three fitness trackers under study. The findings of the study presented in this
Chapter demonstrate that the use of tools, like PrivacyEnhAction, can assist in the enhance-
ment of the users’ privacy awareness when using smart devices.

In our work, we aimed to gain an understanding of fitness trackers users’ awareness and
concerns regarding their privacy when using fitness trackers, through the first questionnaire.
The results have shown that even though a big percentage of the users are aware that their
trackers may collect their personal data, they are not aware of the inferences that can be
extracted about them from their fitness trackers data and as such, they do not take any ac-
tion to minimise any possible risks, as for example by altering their fitness trackers privacy
preferences or by reading the privacy policies of their trackers in order to get informed.
This finding agrees with prior research in the area, where results show that fitness tracker
users do not change the default settings of their devices and they do not read their privacy
policies [302]], [109]], even though the majority of the respondents agrees with the privacy
policies and terms of service, they continue to skip them due to information overload [260]],
and also because they consider them to be annoying and lengthy [211]. This observation
also indicates that personal data privacy awareness is not equivalent to the understanding of
personal data privacy protection [55]]. We also found that only a small portion of the sample
understands how the personal data collected by fitness trackers are being used by the service
providers. This is in line with the work of Vitak et al. [304], which showed similar results
from a survey of Fitbit and Jawbone users about the user privacy concerns in relation to
tracking and sharing.

Our participants responses in relation to their awareness about the inferences that could
be extracted from their data and how these could be used by third parties, showed that the

users are apprehensive only for a few of the scenarios that they were presented with, while
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overall they seem uncertain about the possibility of the extraction of the presented inferences.
A previous study in the area by Velykoivanenko et al. [302] has linked the participants beliefs
with their understanding of the embedded sensors in their device and the data collected by
those sensors. This could justify the participants responses in relation to the scenarios pre-
sented to them, and enable us to give an answer to Research Question RQ3: “Are the users
aware of the inferences that can be made about them from their fitness trackers data?"’,
where we can say that the user awareness depends on the scenario, but in general the users
are not aware of the possible inferences that could be extracted about them.

The results of the analysis of the second questionnaire have produced more comprehen-
sive conclusions as to whether the users’ interaction with the necessary tools can increase
their awareness regarding the possible inferences that can be obtained from their fitness
tracker data (RQ4). In regards to the inferences that could be extracted from the users’
data or how these data could be used by third parties, it has been observed that the par-
ticipants seem to be more educated and more aware about them after interacting with the
application, as the mean value of the responses in the relevant section of the questionnaire
is “Likely to happen”. Comparing this with the mean value “Undecided” in the same set of
questions from the first questionnaire, we can conclude that the users’ interaction with the
PrivacyEnhAction application has increased their awareness regarding the inferences that
could be extracted from their data and how these data could be used by third parties. This
demonstrates that the privacy education that PrivacyEnhAction intents to bring to the users
through its graphical interfaces, the pop up messages and the educational tips it provides,
seems to be working, and proves that embedding privacy education in an application with
simple and clear descriptions is a required feature for enhancing user privacy awareness and
education [302], [5]. As users appear to be ignorant of how their personal data could poten-
tially be used, it is important that education mechanisms take the context into consideration
when including the user in the process. For the fitness trackers examples under study, this is
essential due to the sensitive types of data collected.

Our results showed a positive relationship between the use of a privacy awareness mech-
anism and the increase of the awareness of the user about the possible privacy risks of using
a fitness tracker. Enhancing the users’ control over their privacy by assisting them to un-
derstand the data practices of the smart devices they own, adds to the strengthening of their
privacy awareness. These findings are aligned with earlier studies where it is reported that
privacy awareness mechanisms like data dashboards, similar to PrivacyEnhaction, are well

perceived by users in terms of effectiveness and easiness to use, and also due to the detailed
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information provided [282]. The communication of the potential privacy risks to the users
and its effect to the users’ awareness is also investigated in our study. The results showed
that the users’ privacy awareness had a positive relationship with informing the users about
any potential privacy risks, being in line with previous studies which give directions for the
creation of privacy awareness mechanisms [303].

The findings in this Chapter of the thesis provide valuable insights for the users of fitness
trackers in our effort to increase their awareness, however despite the possible privacy risks,
the inferences that can be extracted from fitness trackers data can also have a positive impact
to the users. Tracking the daily activities of a user can help to enhance the user’s health in
the long term as the user can be assisted to reach her fitness goals [320]]. The observation of
personal health data collected from fitness trackers can lead to the detection and prevention
of diseases, such as Covid-19 [117]], heart diseases [144], [[7], or diabetes [21]], and even
sleep problems [248]]. In all cases, it is important that the users understand the privacy
complications of using fitness trackers and the potential inferences from personal data, while
at the same time balancing the benefits of their functionalities.

Limitations. We acknowledge that the survey presented in this Chapter may have some
limitations, however it could provide the means for further research in the relevant area.
First, the size of the participants sample cannot represent the smart devices user population,
even though we tried to recruit a diverse sample of participants in terms of demographic
variables in order to increase the probability that the results we are aiming for have been
indicated by at least one of our participants. Hence, the statistical analysis performed on our
sample provides only indications; it is, however, useful in analysing our results. Even though
our participant recruitment methods were designed to minimise response bias, by electronic
mails to random and known addresses at public and private universities at Cyprus and abroad,
the sample is considerably more educated than the general population. This parameter may
bring bias to the results in terms of the knowledge and the awareness of the users regarding
the privacy risks.

Another limitation is the reluctance of a portion of users to be educated about the privacy
risks of using a fitness tracker, as they consider that the benefits of their devices are more
important than any possible risks, and are therefore uninterested in anything other than the
provided services. When starting our research, we acknowledged that these types of users
will probably not going to use the PrivacyEnhaction application. In order for the users to seek
technologies or applications that educate them about fitness trackers privacy risks, policy

makers and regulatory organisations should engage in actions aiming to increase the privacy
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awareness of users of smart devices in general. To that end, it is essential to provide tools

and methods that enable the increase of privacy awareness.
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Analysis of smart devices privacy policies

Regulations, such as the GDPR, oblige service providers to inform the users about their
practices regarding data collection and processing [280] and the existing method used for the
portrayal of the rights and responsibilities of both the user and the service provider in terms
of data collection, processing and sharing, are the privacy policies, which are legal texts that
depict the practices that an organization or company follows when handling the personal data
of its users [233]]. As transparency and user consent are essential factors in GDPR, Article 12
states that any communication relating to data processing must be provided to the user “in a
concise, transparent, intelligible and easily accessible form, using clear and plain language,
in particular for any information addressed specifically to a child".

In Chapter [6] the results of the survey conducted showed that 80% of the participants
does not read the privacy policy of their fitness tracker. Based on this, we decided to take
a step back in order to investigate what the privacy policies of smart home devices and
fitness trackers mention in their text regarding the data collection, processing and sharing
practices. In this Chapter, we aim to add to our effort to further increase the awareness of
fitness trackers users and particularly smart home devices users, something that has not been
examined in Chapter[6] by examining the privacy policies of the three fitness tracker brands
used in the study in Chapters[5|and [6] and those of a number of smart home devices. We will
look into what data these devices collect, how these data are used, and who can access them.
By understanding the privacy policies of these devices, users can make informed decisions
about which devices to use and what data to share. This analysis aims to provide clarity and
transparency about the privacy practices of these devices, ultimately empowering users to

make informed decisions about their data and privacy.
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7.1 Fitness trackers privacy policies

Fitness trackers assist the users in tracking their health, by enabling them to specify what they
want to record about themselves, such as their weight, the exercise they perform, the number
of steps they take during the day, the distance they walk, how much and when they sleep,
their heart rate, etc. This stored information is clear to the users, as these are the data they
can see through their profile dashboard. However, further user information is accumulated
from the trackers that the users may be unaware of, like their location, timezone, IP address,
etc. Even though fitness trackers privacy policies usually state that no data are shared with
third parties, this is not always the case as constant user tracking and data collection give
fitness tracker companies the opportunity to capitalise on user data with the help of third
party sales [49].

But what do the privacy policies of the fitness trackers used in this study state regarding
data sharing? In this section, we provide a review of how Fitbit, Garmin and Xiaomi fitness
trackers address data sharing in their privacy policy.

For the review, we have used as an example the work performed by Perez et al. [226])
where the authors have performed an analysis of the privacy practices that manufacturers
provide related to data collection, data ownership, data modification, data security, external
data sharing, policy change and policies for specific audiences for six IoT devices and sys-
tems, including Fitbit devices. Based on this analysis, we have followed a methodology for
gathering the required information about data collection, data sharing, data recipients, pri-
vacy policy changes and data handling in case of reorganisation/merge/resale, extending the
review to the areas of our research interest. A summary of the privacy policies review can be

seen in Table

7.1.1 FitBit privacy policy regarding data sharing

The Fitbit Privacy Policy states that: “We never sell the personal information of our users.
We do not share your personal information except in the limited circumstances described
below.’ﬂ The listed circumstances are: (i)when the user agrees to use FitBit community
features like forums, challenges, or social tools, or directs FitBit to share her data with third
parties, as for example when the user gives a third-party application access to her account,

or provides access to her employer when choosing to participate in an employee wellness

'https://www.fitbit.com/global/us/legal/privacy-policy
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program, (ii) for external processing, to their partners who process user data on FitBit’s
behalf in compliance with its policies, and (iii) for legal reasons or to prevent harm.

Even though Fitbit’s privacy policy states that “we never sell your personal data”, it
also states later that user data is used for marketing. What this means according to a Fitbit
spokesperson is that user data is used only for advertising their own products [195]. In the
case of a merger, acquisition, or sale of assets, the FitBit privacy policy informs the users
that adequate measures will be taken to protect the confidentiality of personal information
and give affected users notice before transferring any personal information to a new entity.

According to the Common Sense Privacy Progranﬂ a program that evaluates popular ap-
plications and services for children aiming to protect child and student privacy, Fitbit fitness
trackers do not meet the organisation’s recommendations for privacy and security practices.
Some of the arguments behind this are, among others, that the trackers collect personally
identifiable information (PII), that it is not clear if the data collection or use is bound to the
requirements of the device, that the trackers collect geolocation and biometric or health data,
and also that third parties collect user personal information.

The Garmin Privacy Policy includes in the list of possible recipients of the users’ personal
data various third party apps, platforms or service providers with whom the users ask Garmin
to share their data. In these cases, the third partys handling of the users’ personal data is the
responsibility of that third party and the users are warned that they should carefully review
the third partys privacy policy.

Additionally, Garmin’s privacy policy states that: “From time to time, we share or sell
activity data in a de-identified and aggregated manner with or to companies that provide
Garmin and our customers with content or features for the purpose of enhancing the quality
of the content or features they provide and with or to other third parties for research or other
purposes ﬂ Regarding the possibility of any reorganisation, merger, or sale, the Garmin
privacy policy clarifies that they may transfer users’ personal data to an affiliate, a subsidiary,
or a third party provided that any such entity will not be permitted to process personal data
other than as described in the Privacy Policy without providing first notice to the users and
obtaining their consent.

The Common Sense Privacy Program has only evaluated Garmin Vivofit Jr. and this
specific device does not meet the organisations recommendations for privacy and security

practices, for reasons such as the collection of PII, the possibility that user information can

Zhttps://privacy.commonsense.org/
3https://www.garmin.com/en-US/privacy/global/
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be transferred to a third party for advertising, marketing or other purposes, etc.

7.1.2 Xiaomi privacy policy regarding data sharing

The Mi Privacy Policy states that: “We do not sell any personal information to third parties.
We may sometimes share your personal information with third parties (as described below)
in order to provide or improve our services, including offering services based on your re-
quirements. If you no longer wish to allow us sharing this information, please contact us
at https://privacy.mi.com/support’ The list of third parties includes Xiaomi’s ecosystem
companies, which are independent entities, other third party service providers and business
partners who may have their own sub-processors, and other third parties with whom Xi-
aomi may share information in aggregated form. In particular: “7To help us provide you with
services described in this Privacy Policy, we may, where necessary, share your personal in-
formation with our third party service providers and business partners. This includes our
delivery service providers, data centres, data storage facilities, customer service providers
and marketing service providers and other business partners. These third parties may pro-
cess your personal information on Xiaomis behalf or for one or more of the purposes of this
Privacy Policy....There may be occasions that third-party service providers have their sub-
processors. To provide performance measurement, analysis, and other business services,
we may also share information (non-personal information) with third parties in aggregated
form”. A worrying aspect of the privacy policy is that Xiaomi does not explain what the
status of the users’ personal information will be in the case of a merger, acquisition, or sale,
as the only clarification given is that the users will be notified.

According to the Mozilla Foundatiorﬂ Xiaomi’s MiFit Smart Bands do not meet their
Minimum Security Standards as they have not responded to how they handle security vul-
nerabilities. On top of that, Xiaomi has come under fire as it has been secretly collecting
personal data from users of its products, and for these reasons the Mozilla Foundation warns

the users against wearing these fitness bandsﬂ

“https://www.mi.com/uk/about/privacy/
Shttps://foundation.mozilla.org/en/
®https://foundation.mozilla.org/es/privacynotincluded/mi-band-5/
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7.2 Smart home devices privacy policies

Smart home devices allow the users to control their environment, assisting in the enhance-
ment of home automation and security. These devices continuously collect data such as loca-
tion, videos, voice recordings, house maps and temperatures, movement patterns, electricity
and water consumption, among others, while these data are analysed for the provision of
services, with the aim to make the users lives easier. However, this analysis allows sensitive
information to be inferred about the users, raising additional privacy concerns. Furthermore,
the disclosure of smart home data data enables the profiling of users, as well as attackers or
hackers or to perform targeted attacks. Smart home device manufacturers provide privacy
policies with their products that aim to inform the users about the data collection, storage,
and sharing practices of the provider, but in most cases the users tend to ignore those policies
as they are lengthy.

In this section, we provide a review of the Vivint, Arlo, Hive and Philips Hue devices pri-
vacy policies, in order to understand how they address data collection and sharing. We have
followed the same methodology we used as in for gathering the required information
about data collection, data sharing, data recipients, privacy policy changes and data han-
dling in case of reorganisation/merge/resale. A summary of the smart home devices privacy

policies reviewed can be seen in Table

7.2.1 Vivint privacy policy regarding data sharing

Vivint smart home devices include smart home sensors, smart locks, smart thermostats and
smart lights. The Vivint privacy policy states that “We may disclose personal information
described above with our affiliates and subsidiaries, service providers who act on our be-
half, our business partners, third parties pursuant to legal purposes, or to others at your
direction”. The types of personal information described in the policy are very broad, includ-
ing identifiers, such as name, physical address, email address, telephone number or account
name, customer records, such as signature, physical characteristics or description, home or
property information and credit-related information, and protected class and demographic
information, such as age, sex, gender, disability, marital status, veteran status, race, and eth-
nicity. However, the privacy policy states that sensitive information, such as social security
number, driving license number, passport number, debit or credit card number, in combina-

tion with any required security or access code, password, or credentials allowing access to
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an account, precise geolocation, and racial or ethnic origin are also collected. Furthermore,
the policy also states that: “We may also combine the data we collect through Tracking Tech-
nologies with other data we collect to create a profile about you. We may disclose this profile
data to business partners and ad networks so that they can show you advertisements that they
think will interest you. Our partners may also use this information to recognise you across
different channels and platforms, including but not limited to, computers, mobile devices,
and smart TVs, over time for analytics, attribution, and reporting purposes'. Regarding the
possibility of any reorganisation, merger, or sale, the Vivint privacy policy does not include
any information in the privacy policy with regards to what the status of the users personal

information will be.

7.2.2 Arlo privacy policy regarding data sharing

Arlo’s smart home devices range include cameras, doorbells, floodlight cameras and various
smart home accessories. Regarding data sharing, the privacy policy states that: “We may
share your personal data with reliable external parties, such as to other group companies,
IT providers and companies with whom we partner to provide our services. We may also
need to disclose personal data at the request of public authorities or to other parties in the
context of court proceedings, mergers and acquisitions or similar”. Examples of parties that
user data can be shared with are companies belonging to the Arlo group, companies provid-
ing outsourced customer support, billing providers, cloud service providers, sales support
providers etc. Arlo also claims that they will not sell the users’ personal data to any other
party. However, they use profiling for data analysis and market research, which means that
they process user personal data to evaluate personal aspects, get insights and make predic-
tion about the users. In relevance to the possibility of any reorganisation, merger, or sale, the
only information regarding what the status of the users’ personal information will be after the
reorganisation provided by the privacy policy is that all the the categories of users personal

data will be shared with the acquirer.

7.2.3 Hive privacy policy regarding data sharing

Hive is a company providing a range of smart home devices, such as smart thermostats,
smart lights, motion sensors, door sensors and pet sensors. In their privacy policy, Hive
states that regarding data sharing, user data are shared with other companies in the group

of companies that Hive belongs to, while outside this group user data are shared with other
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companies apps and products, installers and service engineers, various service providers,
debt collection agencies, advertising parties, companies involved in providing the users with
insurance, market research partners, government or regulators, police and law enforcement.
Additionally, it is stated that the user personal data will be transferred to buyers or perspective

buyers who Hive sells or negotiates to sell all or part of their business or operations to.

7.2.4 Philips Hue privacy policy regarding data sharing

Philips Hue provides a list of smart lights products and smart accessories. Regarding data
sharing, the privacy policy of Philips Hue specifically states that “We do not sell or rent your
personal data. We share your personal data only when required to by law, if you provide
us with permission, or to other parties acting on our behalf”. According to the policy,
user personal data are disclosed to affiliates, service providers, business partners, public
and governmental authorities, professional advisors, such as banks, insurance companies,
auditors, lawyers, or accountants, and other third-parties in the Philips Hue ecosystem. In
the case of any reorganisation, merger, joint venture, or other disposition of the Philips Hue
business, assets, or stock including in connection with any bankruptcy or similar proceeding,
the user personal data will be shared with a business or another company involved with the

sale of the business.

7.3 Discussion

In order to reinforce our effort to raise the awareness of the users of smart home devices
and fitness trackers about the possible privacy risks of using these devices and the inferences
that may be extracted about them from the data collected, we have performed a review of
how a number of fitness tracker brands and smart home devices address data collection and
sharing, and how these are presented in their privacy policies. Even though privacy policies
should assist the users to make informed decisions regarding the use of their device, current
policies lack usability, as users tend to ignore them and thus miss important information
which includes details about providing their consent [241]].

In regards to data collection, Fitbit and Garmin fitness trackers collect account, health,
fitness, geolocation and device information, like number of steps, distance, calories, heart
rate, weight, sleep stages, minutes active, as well as additional information that the users

choose to provide. These types of information have been exploited in this thesis in order to
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increase the user awareness about the inferences that may be extracted about them from the
data collected from their devices. In the case of the Xiaomi fitness trackers, the information
collected far exceeds the necessary information for the service a fitness tracker is supposed to
offer, as the devices also collect the MAC address, serial number, firmware version, system
time and operating system version of the mobile phone connected with the Xiaomi Wear
App, as well as information about SMS or message reminder functions, call records for
making and receiving calls, the number of the mobile phone in use, the content of the SMS,
the contact name and caller number. These types of information were not analysed in this
thesis, but we will investigate the privacy vulnerabilities of these information types in order
to raise user awareness as future work, as it is very important that the users become aware of
what information is being collected from their fitness trackers, considering that a big amount
of personal information is at risk.

Smart home devices and fitness trackers data sharing practices are also an aspect that
users should be vigilant for. Reviewing the text of the privacy policies, an example that
should raise the alertness of users is that in some cases when users grant access to a third
party app to their smart home device or fitness tracker account, then the use of the account
information will be governed by the third party’s privacy policy, and not their device’s policy.
It is crucial for the users to be aware about such terms that are stated in the privacy policies,
increasing the importance for application providers to disclose their privacy policies in a
clear and easy to read manner, enabling the users to protect their privacy [[145].

As privacy policies are used for the portrayal of the rights and responsibilities of both
the user and the service provider in terms of data collection, processing and sharing, the
GDPR forced the service providers to adapt their privacy policies content to the regulation’s
requirements, in order to provide the information required to the users. Even though the
GDPR is aimed towards data controllers, the users are what the content is really about. The
problem of the lack of proper communication from the side of service providers to the users
in relation to data collection, processing and sharing practices in the privacy policies text is
examined in the next chapter, where we aim to enhance the user awareness of smart home
devices and fitness trackers regarding the protection of their privacy, by analysing the privacy
policies of such devices in order for the users to be informed about the data collection,
processing and sharing practices of the service provider that collects their data, as well as the

potential risks that are present from the possible inferences.
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Extracting GDPR user rights and inference risks

from privacy policy texts

Regulations and laws, such as the GDPR, require service providers to inform the users about
their data collection and processing practices. The existing method used for the portrayal
of the rights and responsibilities of both the user and the service provider in terms of data
collection, processing and sharing, are the privacy policies, that depict the practices that an
organisation or company follows when handling the personal data of its users. The GDPR
explicitly defines eight distinct rights that all European citizens are entitled to and that service
providers must respect through their data practices.

In this Chapter, we introduce SpotAware, an automated approach that: a) classifies the
text of privacy policies from the domains of fitness trackers and smart homes, extracting
information regarding the eight GDPR user rights addressed in the privacy policy, and b)
classifies the text of privacy policies from the same domains extracting information about
possible data inferences (e.g. location, health status) that can be drawn about the user based
on the collected data as described in the text. The Chapter also presents the implementation
of the presented approach in the PrivacyEnhAction web application, through which the users
can better understand how their personal data are being collected and used by various smart
home devices and fitness trackers and be informed abut the potential inferences that can be

made about them based on the policy text.

8.1 Contributions

The aim of GDPR is to protect the users and their rights, which are recorded as the Rights of
the Data Subject in Chapter 3 of the GDPR. Furthermore, GDPR Articles 12-14 designate
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that data controllers must communicate any mandatory information or information relating
to data processing to the user in a concise, transparent, intelligible and easily accessible
form, using clear and plain language, as well as information necessary to ensure a fair and
transparent processing [93]].

The work in this Chapter is driven by the problem of the lack of proper communication
from the side of service providers to the users regarding their data practices and also the fact
that users tend not to read the privacy policies of their devices. In this Chapter, we examine
if the privacy policies of fitness trackers and smart home devices communicate the necessary
information to the users with regards to data collection, processing and sharing, aiming to
support the users of such devices to know which of the eight GDPR user rights are being
addressed by the privacy policy of a device using supervised machine learning techniques.
Furthermore, through the use of the same techniques, we intend to obtain the possible data
inferences that can be drawn about the user from the privacy policy text and subsequently
increase the user awareness about them. 133 privacy policies, which were available online at
the time, were manually labelled with the above information.

In this chapter, we make the following contributions: (i) We provide a systematisation of
inference groups that include possible inferences or conclusions that could be drawn about
the users from privacy policy texts; (i1) We provide two annotated datasets of 133 privacy
policies of smart home devices and fitness trackers for the two cases we study: a) extracting
information regarding the eight GDPR user rights present in a privacy policy, and b) extract-
ing information about possible data inferences that can be drawn about the user based on the
collected data as described in the text of the privacy policy; (iii) We introduce a classification
approach to see which GDPR rights are present in privacy policies and to indicate any data
inference risks entailed in the policy text; (iv) We discuss our findings about which GDPR

rights and inferences are more frequently found in privacy policies.

8.2 Approach overview

The two main goals of this part of this thesis are: (i) to analyse a given privacy policy (of
a fitness tracker or a smart home device) in order to determine if and which of the eight
GDPR user rights are being addressed by the particular policy, and (ii) to analyse a given
privacy policy (of a fitness tracker or a smart home device) to detect what possible infer-
ences could be drawn about the users according to the policy text under investigation. The

implementation of this work was carried out using the Python programming language.
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In this section, we describe the proposed approach, SpotAware, to analyse the privacy
policies of fitness trackers and smart home devices. The approach can be replicated in other
domains as well, using the available privacy policies of the preferred domain, or using the
datasets created in the current work. SpotAware receives the URL of a privacy policy and
then: (i) examines if and which of the eight GDPR user rights are addressed in the policy text,
and (ii) scans the policy text to evaluate if any data inferences or conclusions can be extracted
about the user from the policy text and the data collected from the device, according to the
policy text.

The overview of our approach is shown in Figure[8.1] and it consists of three main steps.
For the first part of this study, i.e. identifying the GDPR user rights addressed in privacy
policies, which we call the Rights Classification component, the first step involves the cre-
ation of a list of GDPR-related terms that should be included in the privacy policy of a fitness
tracker or a smart home device. Using as a basis the terms list from the work of Vanezi et
al. [300], we have expanded and enriched that list with more terms, after manually inspect-
ing 50 privacy policies of fitness trackers and smart home devices, as preliminary analysis
(Table[8.1)). We have created eight terms files, one for each GDPR user right, to use as input

in the subsequent steps of the approach, which can be found at Appendix
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Figure 8.1: Overview of our approach

For the second part of our work, i.e. the identification of any inferences emerging from
privacy policies text, which we call the Inference Detection component, the first step was the
thorough study and analysis of the text of 50 privacy policies of fitness trackers and smart
home devices, in combination with the examination of the list of inferences we devised in
Chapter[5|and can be seen in Table[5.T|and from the related literature. Through this analysis,
we have compiled a list of seven categories of possible inferences.

The second step of our approach is concerned with the collection of privacy policies
from the fitness trackers and smart home domains, the manual annotation of the collected

privacy policies for each component and the preparation of a privacy policy corpus for each
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Table 8.1: Number of terms in each GDPR user right list created for SpotAware

GDPR User Right No of terms
Right to Be Informed 102 (all new)
Right of Access 30 (11 new)
Right to Rectification 33 (16 new)
Right to Erasure 29 (18 new)
Right to Restriction of Processing 24 (15 new)
Right to Data Portability 24 (5 new)
Right to Object 15 (9 new)

Right to Avoid Automated Decision Making 10 (all new)

Total number of terms 267 (186 new)

corresponding domain.

The third step includes the classification and prediction step. We have identified the
privacy policy analysis task as a multi-label classification problem, as each sentence of text
in a privacy policy may contain information relevant to any of the eight GDPR user rights or
to any of the identified inference groups. Multi-label classification is a classification task that
allows each data point to be assigned to more than one class at the same time [215] and is
concerned with learning from a set of examples that are associated with a set of labels [290,
291]]. Consequently, we create a corpus of 21,481 sentences from 133 privacy policies,
using the labelling practices described in Section[8.3.4, We continue with the training of our
classification models and the prediction step for new privacy policies, more details of which

can be found in Section [8.3.7]

8.3 Methodology Steps

8.3.1 Privacy policies text collection

In order to create a list of privacy policies texts to be used in SpotAware, we searched online
for the most popular commercial fitness trackers and smart home devices that we are inter-
ested in in this work, using the names of well-known vendors that provide such services (e.g.
Garmin, Samsung, Xiaomi, Huawei for fitness trackers, and Vivint, Philips Hue, Arlo, Hive
for smart home devices). We augmented our list by searching online to find other vendors

available on the market that provide a privacy policy for the users, as through our research
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we noticed that not all vendors offer a privacy policy. For the collection of privacy policies,
the only rule followed was that the policy should be in English, and our quest led to a list of

75 fitness tracker and 135 smart home device privacy policies.

8.3.2 Definition of GDPR user rights terms list

For the Rights Classification component of SpotAware, in the first step of the methodology
we have used as a basis the available terms list from the previous work of Vanezi et al. [300],
where the authors provide a defined set of 89 GDPR terms for privacy policies in seven
groups by examining a number of web platforms privacy policies. Out of these seven groups,
six of them map to the corresponding user rights provisioned by the GDPR that we are
interested in this work. The eight GDPR user rights are the following (the previous work
does not include terms for the first and the last rights of the list):
1. The Right to Be Informed (Art. 13, 14)
The Right of Access (Art. 15)
. The Right to Rectification (Art. 16)
. The Right to Erasure (Art. 17)

2.
3
4
5. The Right to Restriction of Processing (Art. 18)

6. The Right to Data Portability (Art. 20)

7. The Right to Object (Art. 21)

8. The Right to Avoid Automated Decision-Making (Art. 22)

Then we studied the relevant GDPR articles along with the relevant literature [|15,44,113,
114,[250,266]] in order to understand how each right should be disclosed in a privacy policy
and what kind of information should be provided in order to address a user right. Following
this practice, we examined the text of 50 of the available privacy policies and extracted
the terms that should be included for addressing each right separately, paying attention to
the variations in how each of these terms were expressed in different policies, eventually
reaching the final set of terms for each user right, expanding the list provided in [300]. This
process was performed by one person and another person verified the findings, i.e. that the
chosen terms were relevant to each of the eight rights considering the nature of each right.
The number of terms that were collected can be found in Table A subset of the final
list of the GDPR user rights privacy policy terms referring to the Right to Avoid Automated
Decision Making can be found in Table [8.2] The lists of terms for all the GDPR user rights

can be found in Appendix
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Table 8.2: Example of GDPR User Rights Terms List

Right to Avoid Automated Decision Making

* Automated Decision-Making, Including Profiling

* Object to a decision based solely on automated processing, including profiling

¢ Object to automated decision-making

* Objecting to automated decision making and profiling

» Right not to be subject to a decision based solely on automated processing

* Right not to be subject to a decision which is based solely on automated processing
» Right to object to automated decision making

* Right to refuse to be subjected to automated decision making, including profiling
* Rights related to automated decision making including profiling

* Automated Decision-Making

8.3.3 Definition of inference groups

The first step of the methodology for the Inference Detection component of SpotAware in-
volves determining the possible data inferences that can be extracted about the user through
the privacy policies text. Since this work concerns fitness trackers and smart home devices,
as a first step we have relied on the inferences we have already defined for the identification
of a group of inferences emerging from the privacy policies under study. At a second level,
we inspected carefully the content of 60 of the available privacy policies for any text indicat-
ing or hinting the prospect of deducing any assumptions or conclusions about the user. Using
the above process, we devised a final list of seven inferences groups, which are summarised
in Table[8.3] In the table, we have included some examples of text sentences from policies

that indicate how such an inference could be possible.

Table 8.3: List of inference groups deducted from privacy policies

Inference group Examples Brand Type
No
1 Profiling/Identifying “This information is the data you give during registration:  Polar FT
User email, name, age, height, sex, training background and loca-

tion"

Continued on next page
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Table 8.3: List of inference groups deducted from privacy policies (Continued)

No

Inference group

Examples

Brand

Type

“Personal Information is information that allows someone to
identify or contact you, as well as any other non-public infor-
mation about you that is associated with or linked to any of
the foregoing, and can include, for example, an individual’s
first and last name, address, phone number, e-mail address, IP

address, location or other personally identifiable details."

Lifx

SHD

2

Location/Occupancy

“When you access certain location-based services (such as
perform searches, use navigation software, or view the weather
for a specific location), we will collect, use, and process the

approximate or precise location of your device."

“For example, this includes information that smart devices
you connect to your Hive Hub collect about rooms’ temper-
atures, temperature settings, heating schedules, lighting use
and schedules, when contact sensors show doors or windows
are open or closed, when motion sensors detect movement, wa-
ter flow events and water temperature, when smartplugs are on
or off and video and audio recordings from your monitoring

devices."

Huawei

Hive

FT

SHD

3

Inferences from combin-
ing data from various

sources

“If you choose to sign on using these services, Motorola may
collect certain information from your social media account,
including your public profile, email address, age/date of birth,

contact lists, interests, likes, and current city."

“We may also receive information about you from social media
platforms, for instance, when you interact with us on social

media."

Motorola

Sonos

FT

SHD

4

Inferences from disclos-

ing data to third parties

“You hereby agree that the company deals with and discloses
personal data and SPDI to affiliates (communications, social
media, technology and cloud business), third party service
providers (hereinafter defined) for the purposes set out in this

privacy policy."

“Professional advisors and others: we may share your data
with other parties including professional advisors, such as
banks, insurance companies, auditors, lawyers, accountants,

other professional advisors."

Boat

Philips Hue

FT

SHD

5

Inferences leading to tar-

geted advertising

“We use this information to analyse your preference, habit and
location, etc. so as to provide more tailored services to you
(e.g. accurately record your movement trajectory and provide
advertising and promotion information that better meets your

needs)"

Zeblaze

FT

Continued on next page
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Table 8.3: List of inference groups deducted from privacy policies (Continued)

Inference group Examples Brand Type

No

“We also collect information about you from other third par- LG SHD
ties, for example marketing companies and data brokers, in
order to better understand your interests and deliver you with

more tailored Services and advertising."

6 Inferences about health  “Inferences drawn from any of the above, including the num-  Fitbit FT
status ber of calories you burned, distance you travelled, sleep in-

sights, and personalised exercise and activity goals."

“Genetic, physiological, behavioural, and biological charac- GE SHD
teristics, or activity patterns used to extract a template or other ~ Appliances

identifier or identifying information, such as, fingerprints,

face-prints, and voice-prints, iris or retina scans, keystroke,

gait, or other physical patterns, and sleep, health, or exercise

data.”

7 Inferences leading to  “With the aim of enabling you to understand and to improve  Misfit FT
sleep patterns extraction  your sleeping habits, some Devices collect sleep start time,
sleep end time, the time you go to bed, and the time you wake
up.”
“Genetic, physiological, behavioural, and biological charac- GE SHD
teristics, or activity patterns used to extract a template or other ~ Appliances
identifier or identifying information, such as, fingerprints,
face-prints, and voice-prints, iris or retina scans, keystroke,
gait, or other physical patterns, and sleep, health, or exercise

data.”

In the following paragraphs, we analyse how each inference group was conceived and
what kind of information is systematised under each group. Table 8.4 summarises various
inferences as found in recent literature that assisted in the definition of the seven inference

groups.

Group 1: Profiling/Identifying User. Under this category goes any information that can
be used to identify the user. Data, such as name, date of birth, gender, weight, or height, are
personal information that relate to an individual and could be used to identify the specific
individual alone or in combination with other identifiers, such as an IP address. Profiling
is the use of personal data to evaluate specific attitudes related to the individual, as for ex-

ample personal preferences, interests, reliability, behaviour, sexual orientation, health status,
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Table 8.4: Inferences found in literature

Group Inference DM Cit. Year
1 Profiling/Identifying User

Identity, personal traits, activities, habits, prefer- SH [178] 2022

ences, sexual orientation, health status, financial sit-

uation

Identity theft FT [134] 2019

Religion FT [302] 2021

Activities FT [283] 2015

Smoking FT [275] 2014
2 Location/Occupancy

Home address, points of interest, preferences, FT [162] 2018

habits, religion, health

User typical routes FT [323] 2015

Occupancy SHD [o6] 2017
3 Inferences from combining data from various

sources

Unfair treatment, discrimination FT [160] 2020

Location SHD [161] 2021
4 Inferences from disclosing data to third parties

Discrimination FT [170] 2014
5 Inferences leading to targeted advertising

User interests SHD [140] 2022

User interests FT [187] 2021
6 Inferences about health status

User health status FT [183]] 2023

Drug or alcohol abuse FT [302] 2021

Physical or mental health, level of intoxication SHD [165] 2020
7 Inferences leading to sleep patterns extraction

Lack of sleep, work performance SHD [224]] 2014

Health issues FT [183]] 2023

Abbrev. used: DM = Domain; SHD=Smart Home Devices; FT=Fitness Trackers
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financial situation, etc. even when data is collected anonymously. The huge amounts of data
collected by devices increase the risk for profiling, upsurging simultaneously the danger that
information about other parts of people’s lives are being disclosed as well. A pertinent exam-
ple is a smart thermostat with a temperature zone control that knows exactly which person
is where in the house and when, aggregating sensitive user information that was previously
inaccessible [178]. Asus privacy policy [17], regarding the collection of personal data, states
that the following information is collected: “Your age, gender, height, weight, body temper-
ature, heart rate, blood pressure, movement of belly as well as certain data about your daily
activities, for example, your step taken, calories burned, sleep patterns and diary records

when you use our healthcare products and services".

Group 2: Location/Occupancy. In this group, we have included the location and occu-
pancy categories. The location history that can be tracked from fitness tracker data can reveal
the home address and points of interest of the users [162]] and as such any information that
can reveal the user’s geographical location goes under this category. In most cases users
worry about location data [302] and fitness trackers request the collection of location data
as mandatory. Location data can reveal a lot about the users, including where they sleep,
work, socialise or seek medical treatment, as well as sensitive personal aspects, like habits,
preferences or religion. The Fitbit privacy policy indicates that: “Your device collects data
to estimate a variety of metrics like the number of steps you take, your distance travelled,
calories burned, weight, heart rate, sleep stages, active minutes, and location". We have also
categorised occupancy under this group, as smart home devices collect data that when anal-
ysed can reveal the occupancy status of the users’ premises [[161]]. An example taken from
Ecobee: “Some device models may include additional types of data such motion sensing (i.e.,

occupancy sensing)" [89].

Group 3: Inferences from combining data from various sources. The advancements
and popularity of wearable and smart home devices that provide the means to users to record
every aspect of their daily life, personality, behaviour, habits and location, bring along many
privacy risks associated with the processing of their personal information. Such data can be
combined with other datasets to make inferences about the users, creating further privacy
risks including the risk of unfair treatment based on data about a person’s assumed or actual
health status [160]. For example, when smart home data are combined with data from social

media like Facebook, it is possible to predict the users location at a specific time using
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knowledge released by friends [161]]. The Cubot privacy policy states the following: “We
may legally obtain information about you from other sources, and combine this data with

information we already have about you" [72].

Group 4: Inferences from disclosing data to third parties. The processing of data, and
in particular of health-related data is illicit under the GDPR. The use of inferences obtained
from fitness trackers and smart home devices data can assist in the creation of user profiles
when such data are disclosed to third parties and inevitably could threaten the user privacy.
Attentive third parties, like insurance companies, banks or employers, could use this infor-
mation for decision-making processes related to insurance rates, loans, promotions, etc. [83]].
The Hive privacy policy states: “Companies involved in providing you with insurance: if you
have bought or been given Hive devices alongside a home insurance policy, whether from
British Gas or another third party insurance provider, companies involved in providing you
with insurance, or giving you quotes for insurance, may use the fact that you have these Hive
devices, along with information about your usage of those devices, in assessing their pricing

and policy terms, and to assess your eligibility to claim under your insurance policy" [[132].

Group 5: Inferences leading to targeted advertising. Igbal et al. in their work [140]
have reported that data and user interactions with smart speakers are collected by Amazon
and third parties and shared with advertising partners to infer the users’ interests and provide
them targeted advertising both on the platform they are using as well as on the web. As voice
input data is typically stored on cloud servers for processing, sharing with third parties is
imperceptible to the users. According to Aksu et al. [4]], the IoT gives the opportunity to
marketing companies to grow their targeted groups in order to deliver their ads adapted to
the needs of the users’ profiles, created through their collected data. Marketing companies
exploit user data from smart home devices for the construction of user profiles, to predict
user behaviour, aiming to boost the success of their advertising programs [227]. The Furbo
privacy policy states: “As permitted by applicable law, we process such information to better
understand you, to maintain and improve the accuracy of the information we store about you,
to deliver targeted marketing based on your interests and preferences, and to better promote

or optimise our Services" [[108]].

Group 6: Inferences about health status. As fitness trackers log the activities performed

by the users on a daily basis, insights about these types of information could provide the abil-
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ity to make inferences about the health status of the users, based on the amount of activity
they perform [83]. Furthermore, it has been shown in the literature that through the use of
machine learning techniques it is possible to infer sensitive information about the users from
their fitness tracker data, such as drug or alcohol consumption [302]. The MyKronoz privacy
policy states: “When you synchronise your MyKronoz device by means of a MyKronoz ap-
plication, you transmit automatically to our servers activities data regarding your physical
shape and your health, namely, the number of steps made, the number of calories burnt, the
number of hours slept or your heart rate" [203]]. In the case of smart home devices that
collect voice input data, such as smart speakers, the voice and tone of a user can disclose
information related to the physical or mental health of the user and the level of intoxication,

through advanced data analytics techniques [163].

Group 7: Inferences leading to sleep patterns extraction. Data from smart home de-
vices can reveal a lot of information about the home owners, including insights about how
sleep-deprived a person may be [224]]. Furthermore, research has shown that data from wear-
ables can be used to evaluate the sleep patterns of the users, sleep fragmentation and sleep
efficiency [164]. As sleep is a vital element in people’s well-being, lack of or bad qual-
ity of sleep has been connected with health issues [83]]. The Alcatel privacy policy states:
“Information relating to your health status and details relating to your fitness and exercise
information (such as your height and weight, body temperature, heart rate, sleep quality,
walking, running and biking tracker information) to the extent that you provide us with such

information or otherwise consent to our collecting" [9].

8.3.4 Privacy policy corpora preparation

For the second step of the methodology followed in SpotAware we use the list of 75 fitness

trackers and 135 smart home device privacy policies collected in the fist step.

Extraction and pre-processing:. In order to be able to annotate the content of the privacy
policies collected, first we extracted the text of each policy. We have used the Beautiful-
Soup Python library [242], which transforms a complex HTML document into a parsed tree
of Python objects, that can be used to extract data from HTML. Given the URL of a spe-
cific privacy policy, we parsed the content into a BeautifulSoup object, iterated over the

data to remove the tags from the document using the decompose() method and by using the
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stripped_strings() method we retrieved the tag content. The decompose() method removes a
tag from the tree of a given HTML document, and then completely destroys it and its con-
tents, while the stripped_strings() method is used to remove any whitespace at the beginning
and end of strings. Following this process, we parsed the content from the given privacy
policy URL, removing all style, scripts, and HTML tags, retrieving only the actual privacy
policy main content of the page.

Then, the policy text was processed using the Python sentence-splitter module we have
adopted from [155], which enables the splitting of text paragraphs into sentences. The
module uses punctuation and capitalisation clues to split paragraphs into a newline-separated
string with one sentence per line. The result of this process (ran for each privacy policy) was
saved in a separate csv file, and then all the files were merged to be used in the labelling
process. It was observed that a number of privacy policies were not available online at that
specific time as the URL would not open, reducing the number of available policies to 66
fitness tracker and 132 smart home devices privacy policies. As the manual annotation of
the policies was performed by the authors and due to resource limitations, it was decided to
label and use the similar number of policies from both sectors, and as such, 66 fitness tracker
and 67 smart home devices privacy policies were labelled. In total, our fitness tracker corpus
contains 10,622 sentences and the smart home devices corpus 10,859 sentences. More details
about the annotation process are provided in Section[8.3.2] while the statistics of our corpora
can be seen in Table[8.5] The annotated datasets of the combined privacy policies from both

fitness trackers and smart home devices are available at the Zenodo repositoryﬂ

Semi-Automated Annotation:. For the Rights Classification component, after defining
the lists of GDPR terms (see Section[8.3.2)), we proceeded with preparing two sets of privacy
policies: one for fitness trackers and one for smart home devices. As a first step towards
the labelling of the 133 files and in order to assist the labelling process, we ran a script
for the automatic labelling of the files where an exact match of a term was searched for.
After this initial preliminary automated labelling process, we proceeded with the manual
labelling. Here, three experts had to read the content of every policy separately and perform
manual annotation when required. Each privacy policy was read and annotated by one of
the experts involved in the process (the whole set of policies was divided among the experts
involved), but a subset of the texts was examined by a second expert (30 texts in total were

examined by two experts in total). This was performed in order to ensure that all experts

Thttps://doi.org/10.5281/zenodo.7934945
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Table 8.5: Statistics of privacy policy corpora

Context  No of Pr. Policies No of Sentences RCC-An.Sentences No IDC-An.Sentences No
SHD 67 10,859 4,765 3,103
FT 66 10,622 4,716 1,035
Total 133 21,481 9,481 4,138

Abbrev. for Context: SHD = Smart Home Devices; FT = Fitness Trackers

Other Abbrev. Used: RCC = Rights Classification Component; IDC = Inference Detection Component

agree on the context the policy sentences address regarding the particular user right(s). Cases
of disagreement were few and consensus was reached among all experts that continued with
annotating the rest of their dataset part after reaching consensus on the 30 texts examined by
two experts to ensure that the same rationale was used in the labelling process. On average,
35 minutes were required by each expert for the annotation of each privacy policy.

For the Inference Detection component, and in order to prepare the privacy policy cor-
pora for this part of work, we used the listing of 66 fitness trackers and 67 smart home
devices privacy policies created earlier. Similar to before, the task was to manually anno-
tate the available policies using the 7 inference groups described in Section Using the
inference groups along with the identified inferences from the literature, we proceeded with
studying the content of every privacy policy separately and manually annotating it when it
was observed that an inference was apparent. In a similar manner, each privacy policy had to
be read by one of the experts but initially, a subset of 30 texts in total was examined by two of
the experts, following the exact same process as for the case of the GDPR user rights. Only a
few cases of disagreement were encountered and experts agreed on them, before proceeding

with the labelling of the rest of the texts.

8.3.5 Data pre-processing

In SpotAware, in order to be able to check the URL of a given online privacy policy and also
for the preparation of the privacy policy corpora, we needed to extract the plain text of the
policy. In order to accomplish this, we have used the BeautifulSoup Python library [242],
parsing the content from the given URL, removing all style, scripts, and HTML tags, re-
trieving only the actual privacy policy main content of the page. Then, the policy text was
processed by the Python sentence-splitter module [[155]], which enables the splitting of text
paragraphs into sentences.

For the pre-processing of the text sentences, we have used the Natural Language Toolkit
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(NLTK) Python package for natural language processing [278]]. Punctuation and special
characters were removed, the text was transformed to lower-case and stop-words were re-
moved (using the default set of stop-words from the nltk.corpus Python library). Stemming
was applied afterwards. Next, for the feature extraction from our policy text, we used term-
frequency inverse document frequency (TF-IDF), an algorithm for numerical statistics that
shows the importance of a word in a document in a corpus, creating a vocabulary of all the
words in the corpora. TF counts the occurrences of each term in each document, where #f{,d)
is the number of times the term ¢ occurs in document d (Equation [8.1] [169])). IDF computes
how common a word is in the corpus (Equation [8.2] [169]). Based on the that, TF-IDF is
calculated as shown in Equation [169]]. The importance of a term, i.e. its TF-IDF score,
increases proportionately with the number of times it appears in the corpora, while it declines
in inverse proportion to the frequency of its occurrence, disqualifying ordinary terms to be

selected as important features [97]).

B fa(t)
Lt d) = max fy(w) :wed @D
, _ ID|
tfidf(t,d, D) = tf(t,d) - idf(t, D) (8.3)

8.3.6 SpotAware multi-label classification

For the purposes of this work, the privacy policy analysis task is modeled as a multi-label
classification problem. In multi-label learning, the input to the learning algorithm consists
of a set E of N classified examples { (x1, Y1),..., (xn,Yn) }, where each example E; =(x;, Y))
is associated with a set of labels Y;, where Y; C L, Y; # @ and L = {y1, v2...., y,}. Here, the
multi-label algorithm generates a classifier H which, given a new example x, H(x) predicts
the corresponding multi-label Y [59].

For the Rights Classification component, this is because each sentence of text in a privacy
policy may contain information relevant to one or more of the eight GDPR user rights, while
for the Inference Detection component, a sentence of text in a privacy policy may enclose
information that could lead to one or more of the seven inference groups. In order to iden-

tify which is most appropriate classifier for the particular dataset attributes of this study we
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evaluated the following multi-label classifiers using the scikit-multilearn library provided by
the scikit-learn high level framework:

* MLKNN: This algorithm is derived from the kNN algorithm. Initially, the k-Nearest
Neighbours of the test instance is established, and then by using the MAP rule (Maxi-
mum A Posteriori) and the k value, the set of labels for the test instance are determined.
This classifier was selected as it was the first method that was specifically created for
multi-label classification and also because it is one of the most broadly cited algorithm
adaptation methods in the literature [S7]].

* BinaryRelevance: This classifier works by transforming a multi-label classification
task with L labels into L binary classification tasks [337]. In BinaryRelevance classi-
fier each target variable (11, y2, ..., ¥,) is treated independently. It was chosen as it is
the baseline algorithm for multi-label classification [184].

e BRkNN-a: The BRkNN-a classifier, an extension to the BRkNN classifier, returns the
labels that give the highest score even if these labels are lower than the threshold, as
in most multi-label datasets it is not common to have an empty set of labels. Along
with BRkNN-a, the BRKNN-b classifier is another extension to BRKNN that reduces
the cardinality of the labels between the predicted and the actual label sets. We have
rejected this classifier as it is more suitable for datasets with high cardinality [53]], con-
sidering the nature of our datasets that have low cardinality. The BRkNN-a classifier
was selected as it is a popular lazy learning method that is simple and efficient at the
same time [59]].

* ClassifierChain (CC): The ClassifierChain classifier is similar to the BinaryRelevance,
but the target variables are not fully independent. A Bayesian conditioned chain of per
label classifiers is constructed, exploiting any possible correlations between labels,
and thus assisting in the improvement of performance. This classifier was chosen
as it is one of the state-of-the art currently used learning algorithms for multi-label

classification [57].

8.3.7 Multi-label classification evaluation

In multi-label classification, partially correct predictions should also be acknowledged in the
evaluation of a model. Different performance measures can be used for the assessment of
multi-label classification problems. In this work, we compare the results of the algorithms

used based on a range of evaluation metrics for multi-label classification, such as the Exact
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Match Ratio, the Hamming Loss, the Micro F-measure and the Macro F-measure. The
Exact Match Ratio indicates the percentage of samples that have all their labels classified
correctly (8.4). Hamming Loss reports how many times on average, the relevance of an
example to a class label is incorrectly predicted, as defined in Equation [8.5] where [ is the
indicator function. Ideally, the hamming loss should be 0, implying no error, but the smaller
the value of hamming loss, the better the performance of the learning algorithm. In order
to evaluate the performance of a model thoroughly, the precision and recall metrics should
be examined. Precision is the proportion of predicted correct labels to the total number of
actual labels, averaged over all instances (Equation[8.6). Recall is the proportion of predicted
correct labels to the total number of actual labels, averaged over all instances(Equation |8.7)).
The F1 Score considers both of them as can be seen in Equation[8.8] The Macro F-measure is
the macro-averaged F1 score and is calculated using the arithmetic mean of all the per-class
F1 scores, while the Micro F-measure calculates a global average F1 score by counting the

sums of the True Positives (TP), False Negatives (FN), and False Positives (FP).

. 1y .
Exact Match Ratio, MR = — Z:‘ I(yi = %) (8.4)
1 n k
Hamming Loss, HL = o0 Z [H(lezZinlgY)+I(¢Z ANLEY))] (8.5)
i=1 I=1
. 1y [YinZ
P ,P== 8.6
recision - ; Z] (8.6)
1xv |YiNZ
Recall, R = — g (8.7)
ne Y
1 v 2]V, N Zi
Fp==) =L =1 (8.8)
L n Y+ 1Z

8.4 Experimental Setup

All the algorithms were implemented in Python 3.9.0, while the experiments were carried out
on an 15 2.5 GHz machine with 4GB RAM. The experiments were run on the five algorithms
as discussed in Section

We conducted the following experiments on the classification algorithms selected using

the available datasets as follows: (1) Experiment 1: Fitness Tracker dataset, (i1) Experiment 2:
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Table 8.6: SpotAware Rights Classification component - Classification results

Data Methods EMR HL MiF1 MaF1 MiR MaR MiP MaP

FT MLKNN 0.7085 0.0389 0.6386 0.5952 0.5787 0.5020 0.7122 0.7851
BRKNN-a | 0.9446 0.0115 0.9548 0.6778 0.9284 0.5547 0.9826 0.9410
BR 0.8107 0.0253 0.7765 0.6853 0.7407 0.5532 0.8160 0.9364

CC-SVC 0.8102 0.0254 0.7757 0.6999 0.7407 0.5792 0.8143 0.9172
CC-MNB | 0.7538 0.0337 0.6709 0.0916 0.5782 0.0846 0.7988 0.0998

SHD MLKNN 0.7354 0.0355 0.7269 0.5907 0.7426 0.5162 0.7118 0.7329
BRKNN-a | 0.7336 0.0362 0.7142 0.3906 0.7097 0.2882 0.7187 0.8476
BR 0.9564 0.0087 0.9659 0.7776 0.9513 0.6605 0.9808 0.9786
CC-SVC 0.9585 0.0097 0.9622 0.7483 0.9453 0.6437 0.9797 0.9721
CC-MNB | 0.9202 0.0219 0.9139 0.1632 0.887 0.1488 0.9405 0.3016

Comb. MLKNN 0.6972 0.0400 0.6367 0.6072 0.5753 0.5091 0.7127 0.7627
BRKNN-a | 0.6452 0.0466 0.4216 0.4709 0.2783 0.3317 0.8685 0.9159
BR 0.8027 0.0261 0.7766 0.7246 0.7450 0.6109 0.8110 0.9069
CC-SVC 0.8027 0.0264 0.7733 0.6983 0.7398 0.5787 0.8100 0.9042
CC-MNB | 0.7519 0.0338 0.6911 0.1087 0.6203 0.0968 0.7800 0.3476

Abbr. for Methods: BR=BinaryRelevance; CC-SVC=ClassifierChain with SVC as base-learner; CC-MNB=ClassifierChain with
MultinomialNB as base-learner
Abbrev. for Evaluation metrics: EMR=Exact Match Ratio; HL=Hamming Loss; MiF1=Micro F1; MaF1=Macro F1; MiR=Micro

Recall; MaR=Macro Recall; MiP=Micro Precision; MaP=Macro Precision

Smart Home Devices dataset, and (iii) Experiment 3: Combined Fitness Tracker and Smart
Home Devices dataset, for the Rights Classification component and the Inference Detection
component. As the datasets were already split into training and test sets with a 60:40 split
ratio, we ran each classifier on the training set and report its performance on the test set. For
all the experiments, we used ten-fold cross validation. For the lazy classification classifiers
MLKNN and BRkKNN-a, we varied the value of Nearest-Neighbors K in order to find the
optimal value for each algorithm, which was found to be K = 10 for both cases, while the
smoothing parameter was kept to the default value of 1. The BinaryRelevance classifier was
used with Support Vector Machines (SVM) as base learner, as it has been shown to be the

best classifier for this method [331]].

8.4.1 SpotAware overall results

The experimental classification results of the algorithms for the Rights Classification com-
ponent can be seen in Table [8.6] while the classification results for the Inference Detection
component can be found in Table These tables present the average values of the evalu-
ation metrics, along with the micro-macro precision and recall values, while the best values

are highlighted in bold and the second best in italics.
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Table 8.7: SpotAware Inference Detection component - Classification results

Data Methods EMR HL MiF1 MaF1 MiR MaR MiP MaP

FT MLKNN 0.8950 0.0169 0.5817 0.4813 0.4971 0.4295 0.7010 0.5702
BRKNN-a | 0.8721 0.0220 0.1542 0.0730 0.0845 0.0407 0.8805 0.5719
BR 0.9150 0.0138 0.6148 0.4323 0.4641 0.3317 0.9101 0.7715
CC-SVC 0.9140 0.0142 0.5988 0.4071 0.4469 0.3061 0.9069 0.7630
CC-MNB | 0.8750 0.0217 0.1598 0.0701 0.0873 0.0393 0.9384 0.3904

SHD MLKNN 0.8655 0.0221 0.5280 0.4228 0.4304 0.3342 0.6830 0.6443
BRKNN-a | 0.8573 0.0237 0.3412 0.1431 0.2128 0.0919 0.8605 0.5379
BR 0.8928 0.0173 0.6094 0.4258 0.4684 0.3164 0.8716 0.8022

CC-SVC 0.8940 0.0173 0.6088 0.4285 0.4673 0.3172 0.8733 0.8005
CC-MNB | 0.8439 0.0262 0.2058 0.0740 0.1177 0.0443 0.8181 0.2932
Comb. MLKNN 0.8589 0.0240 0.2001 0.0807 0.1128 0.0466 0.8800 0.3692
BRKNN-a | 0.8570 0.0249 0.1579 0.1298 0.0878 0.0752 0.7784 0.5547
BR 0.9059 0.0152 0.6442 0.5237 0.5150 0.4282 0.8597 0.8603
CC-SVC 0.9057 0.0153 0.6387 0.5207 0.5080 0.4241 0.8599 0.8644
CC-MNB | 0.8589 0.0240 0.2001 0.0807 0.0112 0.0466 0.8800 0.3692

Rights Classification:. For the Rights Classification component of the SpotAware ap-
proach, we observe the following. For the fitness trackers dataset, the BRkKNN-a algorithm
outperforms the other algorithms producing better scores in almost all evaluation metrics,
with 94% exact match ratio, 0.0115 Hamming Loss and 95% Micro F1 score. The best Macro
F1 score, which is a more suitable evaluation metric for the Rights Classification component
as our datasets are imbalanced, is given by ClassifierChain with SVC as base learner with
a score of 69,99%. We define our Rights Classification component datasets as imbalanced
as in the first step of our methodology, described in Section [8.3.2] in the definition of the
GDPR user rights term list, it was obvious from the privacy policies text that the first GDPR
user right, i.e. The Right to Be Informed, is being addressed in a wider variety of terms in
the text of privacy policies and as such, the manual labelling of the privacy policies for the
Rights Classification component resulted in an uneven distribution of observations between
the target classes, where the class label for the first GDPR user right is having a much higher
number of observations compared to the rest. Furthermore, as our dataset has low cardinality,
the use of the BRkNNN-a algorithm has proved to solve this problem [53]]. The BinaryRel-
evance and ClassifierChain with SVC as base-learner also performed very well, delivering
similar evaluation metrics scores between them. This is quite expected as the ClassifierChain
classifier is built on the strategy of the BinaryRelevance classifier, but compared to the Bi-
naryRelevance, the ClassifierChain algorithm can also pick up the interconnections between

each pair of labels [277]]. We can see a slightly improved performance of the ClassifierChain
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algorithm over the BinaryRelevance approach in the F1 score. For the smart home devices
dataset and the combined approach experiment, the BinaryRelevance classifier has the best
overall performance. When performance is measured by the Hamming Loss metric, we can
see that BinaryRelevance achieved the best results in two out of three datasets. This outcome
is expected since BinaryRelevance optimises the Hamming L.oss measure when a proper base
learner is being used [184]]. We have chosen to use Hamming Loss as our main evaluation
metric as it is probably the most widely used loss function in multi-label classification and

also because it considers both prediction and missing errors [[175].

Inference Detection:. For the Inference Detection component of the SpotAware approach,
observing the results we can see that the BinaryRelevance classifier has the best overall
performance in all the datasets, followed very closely by the ClassifierChain classifier with
SVC as a base learner. From the results, it is obvious that BinaryRelevance shows the best
Hamming Loss score for the fitness trackers dataset, followed by ClassifierChain-SVC. For
the Smart Home Devices dataset and the combined dataset, both these classifiers produce the
best Hamming Loss score, with a value of 0.0173 for both classifiers in the first experiment,

and 0.0152 and 0.0153 in the second respectively.

8.4.2 SpotAware results per user right and inference group

Tables [8.8] and [8.9] show the performance results per class of the best performing classifiers
BinaryRelevance and ClassifierChain with SVC as base learner for the combined dataset for

each classification category in the Rights Classification and Inference Detection components.

Rights Classification:. In the Rights Classification component of SpotAware, with the
BinaryRelevance classifier the recall rates range from 51% to 77%, the precision rates from
66% to 97%, while the overall F1 score is 69.77%. For the ClassifierChain the corresponding
rates are 45% to 77% for recall, 66% to 95% for precision, and the overall F1 score is 65.58%.
The ClassifierChain classifier works best on the first GDPR user right, TThe Right to Be
Informed, with an F1 score of 79.67%, while the BinaryRelevance classifier also performs
very well on that right giving an F1 score of 78.5%. Both classifiers had the worst F1 scores
on the eighth GDPR user right, Right to Avoid Automated Decision Making, with Binary
relevance giving an overall score of 59.63% and ClassifierChain a score of 56.68%. This
demonstrates the case that recognition accuracy is proportional to the dataset size [45]. As

the first GDPR user right is very broad, it refers to information that must be provided by
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Table 8.8: RCC - BR and CC prediction performance for combined dataset

GDPR Right BinaryRelevance CC-SvC
Prec.% Rec.% Fl1% Prec.% Rec.% Fl1%

Right to Be Informed 79.80 7775 7850 79.66 77.50  79.67
Right of Access 87.20 50.76 64.00 89.20 50.20 64.00
Right to Rectification 92.68 56.68 70.22 90.84 50.00 64.50
Right to Erasure 83.38 51.73 65.00 9350 45.67 61.34
Right to Restriction of Processing 94.10 56.50 70.37 93.17 47.60 62.66
Right to Data Portability 97.40 5197 6733 9540 4720 60.50
Right to Object 96.36 7330 83.10 9280 63.84 75.33

Right to Avoid Aut. Decision-Making  65.78 54.52 59.63 65.82 49.76  56.68

Overall 87.09 59.15 69.77 87.55 5397 65.58

the data controllers when they collect personal data directly from data subjects, including
information about what kind of data they process, why the data controller needs that data,
the legal basis for processing and purposes of processing, the legitimate interests of the
processor and third parties, any recipients of personal data, or the explanation of the right to
withdraw consent and to complain to the relevant supervisory authority, among others. To
that end, there is a plethora of statements in privacy policies fit for the purposes of satisfying
these requirements. On the other hand, it has been observed by the annotators that the Right
to Avoid Automated Decision-Making has not been fully adapted by the providers of fitness
trackers and smart home devices, as a relatively small number of occurrences of the ten
relevant terms defined for this user right have been found in the 133 privacy policies under

study.

Inference Detection:. For the Inference Detection component of the SpotAware approach,
the BinaryRelevance classifier gives an overall F1 score of 51.85% and the ClassifierChain
classifier an F1 score of 48.47%. Looking at the individual scores per inference groups we
observe that there is one case where the F1 score is very low (Inferences from disclosing
data to third parties) with 4% in BinaryRelevance and 4.84% in ClassifierChain. This is not
an unexpected result, as the task to distinguish between sentences containing text regarding
the rightful disclosure of data to third parties, and sentences containing text involving the
unlawful disclosure of data to other parties, is not straightforward. This is a result of the

GDPR requirement that data controllers must include clauses in their policies that reflect
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Table 8.9: IDC - BR and CC prediction performance for combined dataset

Inference Group BinaryRelevance CC-SvC
Prec.% Rec.% Fl1% Prec.% Rec.% Fl1%

Profiling/Identifying User 84.33 4850 61.66 86.00 46.67 60.50
Location/Occupancy 87.66 6633 7566 87.67 59.50 70.84
Inf. from combining data from various 80.00 18.83 30.33 79.17 1550 25.83
sources

Inf. from disclosing data to 3rd parties 61.16  2.00 4.00 66.67 2.33 4.84
Inf. leading to targeted advertising 86.50 6550 7533 8726 64.00 73.84
Inf. about health status 82.00 2450 37.17 85.84 22.00 34.44
Inf. leading to sleep patterns extraction 97.33  66.67 78.83 77.20 55.83  69.00

Overall 8271 41776 51.85 8140 3798 48.47

third-party disclosures, therefore it is not easy to distinguish when data disclosure to third
parties is performed for the legitimate interests of the data controller following the legal
basis for processing, or when it involves an unlawful data disclosure. Furthermore, most pri-
vacy policies do not provide adequate information to users about their third party affiliates.
Looking further at the results, we can see that for the Inferences from combining data from
various sources inference group, the BinaryRelevance F1 score is 30.33% and the Classifier-
Chain classifier F1 score is 25.83%, both of them being below 50%. This is probably due
to the fact that in most privacy policies information accumulated through the combination
of information collected by various sources is termed as aggregated and non-personal by the
providers, and to that end it is not easy to differentiate between text sentences referring to
personal and non-personal combined data. For the Inferences about health status inference
group both classifiers also scored low F1 values; in particular, the BinaryRelevance classi-
fier returned 37.17%, while the ClassifierChain returned 34.44%. For the particular case,
both models seem to miss a lot of sentences containing text relevant to this inference group
we created (as described in Section [8.3.3). For the remaining four inference groups, the F1

scores produced by both the classifiers are satisfactory, with values bigger than 60.5%.

8.4.3 Results summarization

When comparing the results of the two scenarios under investigation, we can make the fol-

lowing remarks: the BinaryRelevance and ClassifierChain classifiers give overall low Ham-
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ming Loss scores in both the Rights Classification and Inference Detection components, cor-
responding to better accuracy of the proposed methods. It appears that the classifiers perform
better in terms of precision, recall and F1-measure in the Rights Classification component,
as these metrics are higher than those produced by the classifiers in the Inference Detection
component, mainly due to the bad performance of the classifiers in the third inference group,
as explained above.

In terms of accuracy, the Binary Relevance classifier consistently demonstrates better
overall performance, indicating its superiority in accurately classifying the data. The preci-
sion, recall, and F1-measure metrics further reinforce the effectiveness of the BinaryRele-
vance classifier in the Rights Classification component. These metrics exhibit higher values
compared to those produced by the Classifier Chain classifier. This suggests that the Binary
Relevance classifier achieves a better balance between identifying true positives, minimising
false positives, and capturing relevant information related to the rights classification.

In contrast, the performance of the classifiers in the Inference Detection component is
relatively weaker, primarily due to the challenges posed by the fourth inference group. How-
ever, even in this component, the BinaryRelevance classifier outperforms the ClassifierChain
classifier, with slightly lower precision, recall, and F1-measure metrics. This indicates that
the Binary Relevance classifier still maintains a superior ability to detect and classify infer-
ences accurately, with some limitations in specific inference groups.

Overall, the results highlight the superiority of the BinaryRelevance classifier over the
ClassifierChain classifier in terms of accuracy, precision, recall, and F1-measure metrics.
The BinaryRelevance classifier exhibits better performance in both the Rights Classification
and Inference Detection components, showcasing its effectiveness in accurately classifying

data and enhancing privacy protection in the implemented system.

(i bl Privacy Policy Analysis
Inference Detection

Using the options below you can see which of the cight GDPR rights are present in privacy policies and the possible inferences that can be drawn about the user based on the collected data as described in the text of the privacy
Privacy Policy Analysis policy.

Please select the type of analysis you want to perform. Click the box on the left, enter the url of the privacy policy and then press the Process button

My Devices

GDPR User Rights Analysis Enter the URL of the privacy policy

# Inferences Analysis| Enter the URL of the p

PROCESS

Figure 8.2: PrivacyEnhAction Privacy Policy Analysis page
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8.5 Extending PrivacyEnhAction with the SpotAware ap-
proach

We have extended the PrivacyEnhAction web application with the functionalities provided
by the SpotAware approach using the BinaryRelevance classifier, expanding the options of-
fered to the users, where they can be further informed about which of the eight GDPR user
rights are present in privacy policies and the possible inferences that can be drawn about
them based on the collected data as described in the text of a privacy policy. Figure [8.2] por-
trays in a screenshot the new Privacy Policy analysis page of the application, where the users
can select either the option for the GDPR user rights analysis, or the inferences analysis.

In order to demonstrate the results of the GDPR User Rights Analysis and the Inferences
Analysis components, we have used the privacy policy of the Cubot wearableﬂ In Fig-
ure [8.3] one can see the results of the GDPR User Rights Analysis component. The GDPR
User Rights that are highlighted in green are those that have been classified as being ad-
dressed in the specific privacy policy text, while the User Rights highlighted in orange are
those that have not been classified as being addressed by the policy. The total compliance
score of the specific privacy policy is also calculated based on the number of GDPR user
rights addressed. Given that there are eight user rights, the compliance score is proportional
to the number of rights addressed in the policy text, i.e. if 1 user right is addressed, the

compliance score is 12.5, if 2 user rights are addressed, the score is 25, and so on.

nu / GDPR User Righis Results

Results about GDPR User Rights Compliance

Data protection is a fundamental right set out in Article 8 of the EU Charter of Fundamental Rights, which states that everyone has the right to the protection of personal data concerning him or her.
The General Data Protection Regulation establishes eight rights that apply to all users. To achieve GDPR compliance, a service o organization must respect these rights or face penalties.

@ The Right to Be Informed @ The Right of Access
(& The Right to Reatification X The Right to Erasure
@ The Right to Restrict Processing 3 The Right to Data Portability

@The Right to Object 3 The Right not to be subje

Compliance Score = 62.5%

Figure 8.3: Results of the GDPR User Rights Analysis component from PrivacyEnhAction

Figure [8.4] depicts the results from the Inferences Analysis component of the PrivacyEn-

hAction web application for the same privacy policy. Here, the seven inference groups as

Zhttps://www.cubot.net/platform/About/privacy.html
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identified in[8.3.3|can be seen, where the inference groups for which inferences are possible
from the privacy policy text are indicated using red colour, while the ones for which no in-
ferences have been detected are marked with the green colour. A score for the privacy policy
is also available, which is 3, while the provided score ratings provide explanations regarding
how we have evaluated the results. In particular, a score of 0 to 1, means that there is minimal
to low risk for inferences from a privacy policy. A score of 2-3 can indicate a Medium risk,
4-5 a High risk and 6-7 a Critical inference risk.

The score for a privacy policy is calculated based on the number of inferences that are
possible from the privacy policy text. A score of 0 means that no inferences are possible from
the privacy policy text, a score of 1 means that the SpotAware approach for the Inference

Detection component that has identified one possible inference, and so on.

Results about inferences detected in the privacy policy provided

The text of the privacy poliey is seanned to evaluate if any data inferences or conclusions ean be extracted about the user from the policy text and the data collected from the device, according to the policy text.

Inferences are personal information that are not consciously provided by the users themselves, but extracted by data controllers or other third parties from given data

@ Profiling/Identifying User @ Location/Occupancy

The locat

X Inferences from combining data from various sources X Inferences from disclosing data to third parties

X Inferences leading to targeted advertising X Inferences about health status

t user data from sm

@ Inferences leading to sleep patterns extraction

Score=3

SCORE RATINGS
Low Medium High Critical
01 23 45 67

Copyright & Designed & Developed by PrivacyEnhACT 2023

Figure 8.4: Results of the Inferences Analysis component from PrivacyEnhAction

8.6 Discussion

In the validation step of this study, we tested different classifier configurations for our clas-
sification tasks in the Rights Classification and Inference Detection components. The results
obtained indicate that the proposed method could be useful in the effort to make the users
of fitness trackers and smart home devices aware and informed about the data collection
practices of their devices in relation to their privacy rights and also educate them about any

possible inferences that could be drawn about them from their data. The SpotAware approach
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is more accurate in detecting specific user rights and inference groups, such as The Right to
Be Informed or The Right to Object GDPR user rights, and the Location/Occupancy or the
Inference leading to sleep patterns extraction inference groups.

A very interesting finding in our study in relation to the evaluation of inferences emerging
from privacy policies, is that the fourth inference group we have defined, Inferences from
disclosing data to third parties, scores very low in the classification process. This has been
justified by the difficulty to distinguish between sentences containing text about the rightful
disclosure of data to third parties and sentences containing text about the unlawful disclosure
of data to other parties, as well as by the lack of sufficient information related to the third
party affiliates of the providers. This is in line with previous research about mobile apps,
where it is reported that only 22% of them provide the names of their third-party partners in
their privacy policy, while 10% provide no information at all [212].

Another noticeable contribution of our research is the identification of the GDPR user
rights and inferences that are most commonly found in the privacy policies of fitness track-
ers and smart home devices. In this study, we created a list of GDPR related terms that
should be included in the privacy policy of a fitness tracker or a smart home device, based
on the available terms list from the work of Vanezi et al. [300], which we expanded and
enriched with more terms after analysing the eight GDPR user rights. The authors in [300]
use their terms list to evaluate the GDPR compliance of web platforms from five sectors,
with the following compliance scores: (i) Banking=75%, (ii) E-commerce=70.75%, (iii) Ed-
ucation=52.68%, (iv) Travel=72.73% and (v) Social media=69.29%. We also performed a
GDPR compliance check for fitness trackers and smart home devices using a similar ap-
proach, in order to compare the results, by adopting the list of terms we created, counting
the number of times a term categorised under a specific user right appears in each privacy
policy file. Figure [8.5]shows the results of the compliance check per sector, while Figure[3.6]
shows the average number of terms per GDPR user right that appear in a privacy policy for
the two sectors under study, from where we can identify the GDPR user rights that are most
commonly found in the privacy policies of fitness trackers and smart home devices.

Compared to the results of the compliance check in [300], we observe that the Smart
Home Devices sector has a score of 46.45% and the Fitness Trackers sector a score of
48.77%, which are lower than the compliance scores achieved for the sectors in [300]. The
justification for these low scores is twofold. First, we have the inclusion of the eighth GDPR
user right, Right to Avoid Automated Decision-Making that occurs with a very low average

in the privacy policies, i.e. 0.03 terms per fitness trackers privacy policy and 0.24 terms
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GDPR COMPLIANCE SCORE

W Smart Home devices M Fitness trackers

I, 46.45%

A AR - .7 7%

Figure 8.5: Average score of GDPR compliance per sector

per smart home devices privacy policy. Recent research related to the scope of GDPR has
showed that in the case of automated decision-making, data controllers do not give details
about numerous types of information and in some cases parts of information is seldom or
never provided at all [73]. The second reason for the low compliance scores is that there
were cases of privacy policies with a 0% compliance score, addressing none of the GDPR

user rights.

Average GDPR Terms per Privacy Policy

Right to avoid automated decision making 1 00923’4
Right to object %56%
Right to data portability 0021?3
Right to restrict processing [?_r‘fl
Right to erasure 11"0273
Right to rectification 0%83
Right of access 1'%_5]1

. . 10.37
Right to be informed |l 1/.17

0.00 2.00 4.00 6.00 800 10.00 1200 1400 16.00

® Smart Home Devices M Fitness Trackers

Figure 8.6: Average number of GDPR terms per user right per sector

In relation to the most commonly used GDPR user rights in the privacy policies of fitness
trackers and smart home devices, we can see that the Right to be informed ranks first with a

big difference from the rest, with an average of 14.17 occurrences per privacy policy in the
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Frequency of occurence of inference groups in privacy policies

Inferences leading to sleep patterns extraction %2"/; 51%

Inferences about health status w 8.69%

Inferences leading to targeted advertising 21.96% 36.71%

" - - : 5.29%
Inferences from disclosing data to third parties 1.74% °

Inferences from combining data from various sources mlsi/a 46%

(=]

0.1 0.2 03 04 0.5 0.6 0.7

m Smart Home Devices M Fitness Trackers

Figure 8.7: Frequency of occurrence of inference groups per privacy policy per sector

fitness trackers domain and 10.37 occurrences in the smart homes domain. The second right
is the Right to access, with an average of 1.71 occurrences in the fitness trackers domain
and 1.15 in the smart homes privacy policies, followed by the Right to Erasure with a small
deviation.

With reference to the inference groups, by analysing the occurrence of each group in the
privacy policies we observe that the most prevalent inference group is Profiling/Identifying
User that appears in 64.35% of the fitness tracker policies sentences and in 61.60% of the
smart home devices sentences, as can be seen in Figure 8.7} This is followed by Inferences
leading to targeted advertising, with 36.71% for fitness trackers and 21.96% for smart home
devices, and by Location/Occupancy, appearing in 29.08% of fitness trackers and 25% of

smart home devices privacy policy sentences.

Limitations. A challenge that we came across early in the stages of this study is the am-
biguity and broadness used in the text of privacy policies, making the labelling process very
demanding. The use of misleading, vague language and generic examples in order to le-
gitimise data collection and use practices that are beyond what the user has consented on
is quite common and could have a negative effect on the results of our models. A relevant
example is the following: “We may use your personal data for the purposes below: To assess
and improve our products and services". This may be attributed to the fact that automated
tools are frequently used in order to produce the policy text, providing such vague expres-

sions to make sure the service provider is legally covered concerning data usage. Regarding
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external validity, referring to the extent we can generalise our findings, we manually anal-
ysed a large dataset of privacy policies creating a corpora of an important size in relevance
to previous works, e.g. OPP-115 dataset [317] used in previous works, such as Polisis [[125].
Nevertheless, this dataset was not relevant in our case, as it does not contain information on
GDPR user rights or data inferences. In terms of other limitations, our study relies widely
on the manual labelling process performed and is thus, prone to human error. In order to
minimise this bias, a subset of the privacy policies were labelled by more than one experts
and all experts had to reach an agreement on the user rights and inference groups present in
these policies. Human labelling is nevertheless, a vital part of the classification process and

the resulting datasets are one of the contributions of our work.
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The implementation of the PrivacyEnhAction

application

9.1 Introduction

PrivacyEnhAction is a web application that we have developed as part of our PhD research,
designed to help users analyse the data collected by smart home devices and fitness trackers
in order to identify potential privacy vulnerabilities and inferences that can be drawn from
their use. With the growing popularity of these devices, there is an increasing concern about
the privacy implications of the data they collect and transmit, and it has become increasingly
important to educate users about the data they collect and how they are being shared and
used.

PrivacyEnhAction aims to address this concern by providing users with a tool that en-
hances their awareness of the information that is being collected by their devices and the
potential inferences that can be drawn from these data. By increasing users’ knowledge and
understanding of the privacy risks associated with these devices, PrivacyEnhAction can help
them make more informed decisions about their use. Our goal in developing PrivacyEnhAc-
tion was to create a user-friendly and accessible tool that can be used by anyone who wants
to better understand the privacy implications of their smart home devices and fitness trackers.
We believe that our application will be particularly useful for individuals who are concerned
about their privacy and want to take a more proactive approach to protecting it.

In this chapter, we will provide a detailed description of the design, architecture, imple-
mentation, features, and evaluation of PrivacyEnhAction, highlighting its potential benefits
for users and its contribution to the field of privacy enhancement. PrivacyEnhAction is avail-

able online at http://privacyenhaction.com:8989, while the code is available as open-source
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software under the GPL-3.0 license on a GitHub repository[[|

9.2 PrivacyEnhAction Design and Architecture

9.2.1 Overview of the PrivacyEnhAction architecture

The web application developed in this thesis, PrivacyEnhAction, was created using Flask [216],
a popular Python web framework for developing web applications that utilises RESTful APIs
to provide web services that conform to the REST architectural style. The application’s ar-
chitecture is based on a client-server model, where the server is implemented using Flask
and is responsible for handling incoming HTTP requests and providing responses to clients.
To ensure efficient handling of requests and maximise performance, we used the Gunicorn
web server [119] to deploy the Flask application. One of the key features of the PrivacyEn-
hAction web application is the integration of machine learning models for the extraction of
information based on user input. These models were trained using datasets of historical data
and were integrated into the application using Flask’s extensibility features.

Based on the above, there are three layers in the PrivacyEnhAction application: (a) An
Apache web server, (b) a Gunicorn WSGI web server, and (c) a Flask web application frame-

work. Their relationships can be seen in Figure [9.1]

Response Response
Flask RESD""“, ) Apache =
Application G;;;ﬁzrm > Web i USERS
Framework | Request Request | Server Request

Figure 9.1: PrivacyEnhAction back-end architecture [329)]

9.2.2 Overview of the PrivacyEnhA ction design

The design of PrivacyEnhAction is a critical aspect of the application’s development, as it de-
termines how the application will function and how users will interact with it. In this section,

we describe the design of PrivacyEnhAction in detail. We begin by discussing the underlying

Thttps://github.com/CS-UCY-SEIT-lab/PrivacyEnhAction
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technologies used in the application’s development, including Flask, Flask-RESTful, Guni-

corn, and Apache. We then describe the data storage mechanism used in PrivacyEnhAction,

which relies on file storage. Finally, we discuss the application’s data analysis techniques

and notification system, which help to identify potential privacy risks associated with smart

home devices and fitness trackers. By providing an in-depth understanding of the design

of PrivacyEnhAction, this section aims to provide insight into the application’s functional-

ity and how it meets the needs of its users. The key features of PrivacyEnhAction are the

following:

Flask Framework: PrivacyEnhAction is developed using the Flask web framework,
which is lightweight, flexible, suitable for creating small projects and easily scalable.
Flask provides a simple and flexible interface for creating web applications in Python,
with support for a wide range of web development tasks, including routing, rendering
templates, and handling HTTP requests and responses.

RESTful API with Flask-RESTful: PrivacyEnhAction’s RESTful API is built using
Flask-RESTful. This extension simplifies the creation of RESTful endpoints, allowing
developers to focus on the application’s core functionality.

Gunicorn: Gunicorn is a Python web server gateway interface (WSGI) HTTP server
for UNIX, that is used to serve the Flask application. It provides a simple way to
deploy Python web applications, allowing multiple workers to handle requests con-
currently, each handling requests in parallel, thus improving the overall throughput of
the application.

Apache Web Server: Apache is a widely used web server that is used to serve the ap-
plication to the end-users. It acts as a reverse proxy for Gunicorn, forwarding requests
to Gunicorn for processing.

File Storage: Instead of using a database, PrivacyEnhAction stores its data in files.
This simplifies the application’s design and makes it easier to deploy and manage. The
files are organised in a structured format that allows the application to read and write
data as needed.

Visual representation tools: Many visual representation tools are being used in Pri-
vacyEnhAction to display information to the users, such as tool-tips, charts, graphs,
info-graphics, and pop-up messages. The user interface of PrivacyEnhAction has been
designed to be intuitive and easy to use, with clear labels and visual cues to help users
understand the application’s functionality, following Nielsen and Molich’s 10 user in-

terface design guidelines [200] retaining all graphic representations and text across
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every system template.

9.3 PrivacyEnhaction Implementation

9.3.1 Back-end development of PrivacyEnhA ction

The back-end of our web application was implemented using the Flask web framework and
a variety of Python libraries and tools. To start, we used Flask to create the web server that
hosts our application. To deploy our Flask-based application, we used Gunicorn, that allowed
us to deploy our application with minimal configuration, while also providing support for
handling multiple simultaneous requests. All functionality is available to the users without
the need for a registered account.

In our web application, we utilised file storage as an alternative to using a traditional
database system. This decision was made based on the specific requirements of our applica-
tion, as well as the advantages that file storage provides over a database system. In our case,
we needed to store and access a large number of files, including images, that are dynamically
created by the application. While it is possible to store these files in a database, this can often
result in slower performance and increased complexity, especially when dealing with large
files or a high volume of file uploads. To avoid these issues, we opted to store our files di-
rectly on the file-system. This allowed us to easily upload, store, and access files from within
our application, without the need for a separate database system. Using file storage also pro-
vided us with a number of additional benefits, including easier backup and recovery of our
data, simplified data management, and reduced costs compared to using a database system.
While file storage may not be suitable for all types of web applications, it can provide a
viable alternative to traditional database systems in cases where file-based data storage and
retrieval are the primary concerns. By utilising Flask’s built-in file handling functionality, we
were able to build a web application that met our specific needs and provided a fast, reliable,
and scalable solution for managing and accessing our files.

The scripts of the PrivacyEnhAction modules were written in the Python programming
language without any external Python library dependencies. In order to train and integrate
our machine learning models into the application, we have utilized the Python Scikit-learn
library. Scikit-learn is a widely used Python library for the implementation of machine learn-
ing models and statistical modelling, providing support for a wide range of machine learning

algorithms and techniques, as well as functionalities for dimensionality reduction, feature
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selection, feature extraction, ensemble techniques, and inbuilt datasets. We have also used
Matplotlib, which is a comprehensive library for creating static, animated, and interactive

visualisations in Python.

9.3.2 Front-end development of PrivacyEnhA ction

The front-end of PrivacyEnhAction was implemented using a combination of HTML, CSS,
and JavaScript, with the help of several third-party libraries and tools. To begin, we used
HTML to create the basic structure of our web pages, including the layout, text, images,
and other content. HTML provides a simple and flexible markup language for creating web
pages, with support for a wide range of elements and attributes. Next, we used CSS to style
our web pages, including the fonts, colours, backgrounds, borders, and other visual aspects.
CSS allowed us to create a visually appealing and consistent design for our application, with
support for responsive design and other advanced features. Finally, we used JavaScript to
add interactivity and dynamic behaviour to our web pages, including user input validation,
and dynamic content loading. JavaScript provides a powerful and flexible scripting language
for building complex web applications, with support for a wide range of APIs and libraries.

To simplify the development process and speed up development, we utilised several third-
party libraries and tools, including Bootstrap and Flask-Bootstrap. Bootstrap is a popular
CSS framework that provides pre-built User Interface components and styles for building
responsive web applications. Flask-Bootstrap is a Flask extension that provides integration
between Bootstrap and Flask, making it easy to incorporate Bootstrap into our Flask-based
application. By utilising these technologies and tools, we were able to create a fast, respon-

sive, and visually appealing web application that provides a seamless user experience.

9.4 PrivacyEnhAction Features and Modules

The PrivacyEnhAction application has two main modules, Inference Detection Analysis and
Privacy Policy Analysis. In this section, we provide an overview of the features and func-

tionality of each module.

9.4.1 Inference Detection Analysis module

The Inference Detection Analysis module is designed to identify potential privacy risks as-

sociated with the data collected by specific smart home devices and fitness trackers. In order
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to achieve this, the module incorporates the K-Means clustering algorithm, which assists in
analysing and identifying patterns within the collected data from smart home devices. The
implementation of the K-Means algorithm leverages the functionality described in Chap-
ter 4 where the clustering technique was explored in depth. By applying K-Means cluster-
ing within the Inference Detection Analysis module, the web application gains the ability to
group data points based on their similarities, allowing for the detection of potential inferences
that can be drawn from the collected data. The algorithm groups data points into meaningful
clusters, allowing for the identification of potentially sensitive patterns or associations that
could compromise user privacy.

In addition to the K-Means algorithm, the PrivacyEnhAction web application employs
a range of data analysis techniques, statistical analysis methods, and descriptive analytics
that were described in Chapter [3] to identify the inferences that can be extracted about the
users from the data collected by their fitness trackers. These techniques play a vital role in
extracting valuable insights and uncovering potential privacy risks. By leveraging these an-
alytics, the application can identify common patterns, behavioural tendencies, and potential
privacy-invasive inferences. By combining data analysis, statistical analysis, and descriptive
analytics techniques, the PrivacyEnhancement web application can effectively identify infer-
ences that can be drawn about users from the data collected by their fitness trackers. These
techniques enable the detection of sensitive information, such as daily routines, activity lev-
els, sleep patterns, or health conditions, which may pose potential privacy risks if disclosed
without user consent. Through the use of these techniques, the PrivacyEnhAction web appli-
cation empowers users to gain insights into the potential privacy risks associated with their
fitness tracker data. Users can better understand the inferences that can be derived from their
data, enabling them to make informed decisions about data sharing, privacy settings, and
overall data protection.

The module then informs the user about the potential privacy risks based on these infer-
ences. The user can view the analysis results in a dedicated dashboard in the form of text,
charts, graphs, tool-tips, info-graphics, and pop-up messages, that inform the user about the
possible inferences and privacy risks, depending on the device. Furthermore, the dashboard
presents the users with educational information about the relevant inferences and privacy
risks and supplements this educational effort with the provision of relevant links that the
user can select to read for further information. The educational information presented to the
users is based on various sources, as for example health related portals, like the Sleep Foun-

dation [2635]], a source for evidence-based, medically reviewed sleep health information and

183



in-depth product testing, or Healthline [127], which is about “making health and wellness
information accessible, understandable, and actionable so that readers can make the best
possible decisions about their health".

Figure 0.2 shows the initial page of the PrivacyEnhAction Inference Detection Analysis
module. The user can select one of the available devices by ticking the box on the left and

then by pressing the “Choose files" button, she can upload the appropriate files for analysis.

Menu / inference Detection

@ Qe Inference Detection Analysis

Inference Detection

Using the options below you can see which specific inferences can be drawn from data collected from smart water meters, motion sensors, and Fitbit, Garmin and Xiaomi
MiFit 4C fitness trackers.

Please select a device to perform inference detection analysis. Click the box on the left and then press the Process button.

[ smart water Meter @ Choose file | Mo file chosen
[ motion Sensor }4j | Choose file |No file chosen

[ FitBit Fitness Tracker s VIEW INFERENCE RESULTS FROM FITBIT PRIVACY POLICY
[ Garmin Fitness Tracker @ Nofile chosen VIEW INFERENCE RESULTS FROM GARMIN PRIVACY POLICY
[ Miit 4 Fitness Tracker @ | Choose files | o file chosen VIEW INFERENCE RESULTS FROM MiFit 4C PRIVACY POLICY

Figure 9.2: PrivacyEnhAction Inference Detection Analysis page

Menu / Inference Detection

Garmin Data Inferences

oo
Location ince
i Inferences:

Figure 9.3: Garmin Inference Detection Analysis results

In the screenshot provided in Figure 0.3] we can see the inference detection analysis
results page of the Garmin dataset we have created in Chapter 5] As already mentioned in
Chapter [5] Section[5.3.2] the inference detection analysis process performed on the Garmin
dataset provides activity and location related inferences, fitness related inferences and sleep
related inferences, as can be seen in Figure[9.3] The user can press the corresponding button
to view the relevant dashboard.

Figure 0.4] shows the dashboard with the results for the Garmin activity and location

related inferences, while Figure @ shows the dashboard with the results for the fitness
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Garmin Inferences from Activity Data

Data Information

Activity inferences Location inferences

Activities performed graph Your locations graph

Figure 9.4: Garmin Activity and Location Inferences

185



Garmin Fitness Inferences
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Figure 9.5: Garmin Fitness Inferences
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Garmin Inferences from Sleep Data

Your sieep data can reveal information about your sleep patterns. Here, you can find out more about the inferences related to your sleep patterns that can be extracted from your data and what the privacy risks are by clicking on the relevant images.

Sleep researchers divide sleep into five stages—stages 1, 2, 3, and REM—but to keep things simple, Garmin groups sieep stages together in three stages: light, desp, and REM.

Hours of sleep inferences
You get approximately 6.46 hours of sleep on weekdays.
You get approximately 6.71 hours of sleep on weekends.

Daily hours of sleep graph

Dally nours of sleep

Privacy risks

Sleep loss can make it more challenging to maintain focus,
attention, and vigilance, while people who are sleep deprived are
also more likely 10 make errors and omissions. From the
amount of time you sleep, it can be inferred, whether you suffer
from sleep problems.

Source

Data Information
Number of days in dataset: 163
Number of records in dataset: 163

Sleep patterns inferences
During the week you go 10 sleep around 22 7 oclock.
During the week you wake up around 5 o'clock.
During the weekend you go 1o sleep around 22.9 oclock.
During the weekend you wake up around 6 oclock.

Referanced hours start at 0 {12 am) up 0 23 pm

Weekday sleep facts graph
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Privacy risks
Sleep patterns data can be used for the creation of detailed
profiles of the users, which can be used for targeted advertising.
Correlating sleep pattems data with other data, such as
demographics or interests and heart rate could be valuable to
pharmaceutical or health product suppliers interested in

Sleep cycles inferences
Your light sleep cycle takes up 58.24 % of your sleep.
Your deep sleep cycle takes up 10.45 % of your sleep.
‘Your REM cycle takes up 5.92 % of your sleep.

Weekend sleep facts graph

Wieekend Sioep Data Facts
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Privacy risks
Light sleep takes up 50-60% or more of nightly sleep and it does
not affect how you feel. Deep sleep should take 10-25% of
nightly sleep; less than that could be due to age, pain, illness or
sleep disorders. REM takes up 20-25% of nightly sleep. Not
enough REM sleep will make you less able to focus, and it could

targeted advertising. indicate an angry/irritable person, or anxiety/depression.
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Figure 9.6: Garmin Sleep Inferences
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related inferences. Lastly, in Figure 0.6] the sleep related inferences that can be extracted
about the user from the Garmin fitness tracker data can be seen.

In all three dashboards, the user is presented with textual information, tool-tips, graphs,
charts and info-graphics regarding the extracted inferences, as well as further educative in-

formation aiming to provide additional knowledge to the user.

9.4.2 Privacy Policy Analysis module

The Privacy Policy Analysis module has a double purpose. It is designed to analyse the pri-
vacy policies of smart home devices and fitness trackers, with the two aims: first to inform
the users about which of the eight GDPR user rights are addressed in the privacy policy text,
and second, to inform the users about the possible inferences that can be drawn about them
based on the collected data as described in the text of a privacy policy. The module incorpo-
rates the BinaryRelevance classifier that was described in Chapter [§]to achieve its objectives.
By incorporating the Binary Relevance classifier within the Privacy Policy Analysis module,
the application empowers users to make informed decisions regarding the use of smart home
devices and fitness trackers. It provides them with valuable information about the alignment
of the privacy policies of these devices with the GDPR user rights and the potential privacy
risks associated with the data collected. This allows users to assess the level of transparency
and control offered by the smart home devices or fitness trackers and make privacy-conscious

choices in line with their preferences and concerns.

Privacy Policy Analysis

Using the options below you can see which of the eight GDPR rights are present in privacy policies and the possible inferences that can be drawn about the user based on the collected data as described
Privacy Policy Analysis in the text of the privacy policy.

Please select the type of analysis you want to perform. Click the box on the left, enter the url of the privacy policy and then press the Process button.

=+ GDPR User Rights Analysis [Enter he URL of the privacy policy |

@/ Inferences Analysis‘E“»"l*ek L of the privacy policy

PROCESS

Figure 9.7: PrivacyEnhAction Privacy Policy Analysis page

This module also uses the BeautifulSoup and sentence-splitter Python libraries and natu-
ral language processing techniques for the analysis of the privacy policies texts and to extract
the required information from the privacy policies. As already described in Chapter [8 we
have trained a combined fitness tracker and smart home devices dataset for the Rights Clas-

sification component and the Inference Detection component of the SpotAware approach
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which we have incorporated in the PrivacyEnhAction application, using two pickle files,
created from the two classification trained models, that are used for reloading our trained
machine learning models.

In Figure 0.7, we can see the page of the PrivacyEnhAction Privacy Policy Analysis
module. Here, the users can select which of the two analyses they wish to perform. For the
GDPR User Rights Analysis, the user has to tick the box left to this option, enter the URL of
the privacy policy of the fitness tracker or smart home device for which she wants to run the

analysis and press the Process button.

Results about GDPR User Rights Compliance

Data protection is a fundamental right set out in Article 8 of the EU Charter of Fundamental Rights, which states that everyone has the right to the protection of personal data concerning him or her.

The General Data Protection Regulation establishes eight rights that apply to all users. To achieve GDPR compliance, a service or organization must respect these rights or face penalties

@The Right to Be Informed @The Right of Access
3 The Right o Rectifcaion oL X heRighttogsue
@ The Right to Restrict Processing ‘ ‘x ’(hwﬂigmtwﬂnmrhhﬂzf

(V) The Right to Object

Compliance Score = 50%

Figure 9.8: Results about GDPR User Rights Compliance for Withings

In Figure0.8] the user has chosen to run the GDPR User Rights Analysis of the Withings
privacy policyEl, which applies to all users of the Withings App, that is used to connect to the
company’s wearables and smart home devices, like scales. The GDPR user rights highlighted
in the green colour are the rights that are being addressed in this privacy policy, while the
ones in orange are not. The overall Compliance Score of the privacy policy in terms of how
many GDPR user rights it address is also displays, and in this particular case, the compliance
score is 50%, as 4 out of the 8 GDPR user rights are addressed in the policy text.

Next, in Figure [9.9] we see the results of the analysis when the user has chosen to run
the privacy policy analysis for the inference detection. In this dashboard, the user can be
informed about the possible inferences that can be extracted about them that are highlighted
with the red colour, while the ones in green could not be identified from the privacy policy
text. The overall score provided for the specific privacy policy is 3, which is classified as

Medium, as can be explained at the bottom layer of the dashboard.

Zhttps://www.withings.com/us/en/legal/privacy-policy
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Results about inferences detected in the privacy policy provided

The text of the privacy policy is scanned to evaluate if any data inferences or conclusions can be extracted about the user from the policy text and the data collected from the device, according to the
policy text.

Inferences are personal information that are not consciously provided by the users themselves, but extracted by data controllers or other third parties from given data

G) Profiling/ldentifying User @ Location/Occupancy

x Inferences from combining data from various sources X Inferences from disclosing data to third parties

be combined

X Inferences leading to targeted advertising X Inferences about health status

@ Inferences leading to sleep patterns extraction

about ho

Score=3

SCORE RATINGS

Low Medium | “ ‘ Critical

0-1 2-3 4-5 6-7

Figure 9.9: Results about Inference Detection for Withings

9.5 Further Work

While the current version of PrivacyEnhAction provides valuable tools to increase user
awareness about the potential privacy risks associated with smart home devices and fitness
trackers, there is still more work to be done to improve the application’s functionality and
usability. The following are some of the areas where additional work is needed:

* User Authorisation: Currently, PrivacyEnhAction does not have a user authorisa-
tion system in place. Implementing user authorisation would allow users to create
accounts, store their analysis results, and set up their fitness trackers and smart home
devices within the application. This would also enable users to keep their data and
analysis private and secure.

* Settings Section: The addition of a settings section in the application would allow
users to customise their analysis settings according to their needs. For example, users
could choose the frequency of data analysis or specify which types of data should be
analysed. This would provide users with more control over their privacy preferences
and enhance the overall user experience.

* Notification System: A notification system could be implemented to alert users of

any privacy risks detected by the application. This would enable users to take action
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to protect their privacy and ensure that they are aware of any potential risks in a timely
manner.

* Data Interoperability: Currently, PrivacyEnhAction only supports a limited number
of fitness trackers and smart home devices. Adding support for additional devices
would increase the application’s interoperability and provide users with a wider range
of options. This would also increase the application’s potential user base.

Overall, the implementation of these additional features would significantly enhance the

functionality and usability of the PrivacyEnhAction application, providing users with a more
comprehensive tool to increase their awareness of potential privacy risks associated with

smart home devices and fitness trackers.

9.6 Conclusion

The PrivacyEnhAction web application was designed and developed to address the potential
privacy vulnerabilities that arise from the use of smart home devices and fitness trackers.
The application provides users with valuable tools to increase their awareness about the
data collected and shared by their devices, as well as the possible inferences that can be
extracted from these data. The design and architecture of the application were carefully
considered to ensure that the application was efficient, scalable, and user-friendly. The use
of Flask, RESTful API, Gunicorn, and Apache provided a robust framework for building the
application, while the incorporation of visual representation tools such as tool-tips, charts,
and graphs enhance the user experience.

The two main modules of the application, Inference Detection Analysis and Privacy Pol-
icy Analysis, provide users with the ability to analyse their data and identify potential privacy
risks. The results of these analyses are presented in a clear and concise manner, informing
the users about the privacy risks of using fitness trackers and smart home devices, empower-
ing them to make informed decisions about their privacy, which is one of the most important
requirements of the GDPR.

While the current version of the application provides valuable functionality, there is still
more work to be done to enhance the user experience and improve the application’s over-
all functionality. The addition of features such as user authorisation, a settings section, a
notification system, and increased data interoperability would significantly improve the ap-
plication’s functionality and usability.

In summary, the PrivacyEnhAction web application is a valuable tool for increasing user
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awareness of potential privacy risks associated with smart home devices and fitness trackers.
The application’s design, architecture, and functionality were carefully considered and im-
plemented to provide users with a comprehensive tool for analysing their data and making
informed decisions about their privacy. With additional work, the application has the po-
tential to become an even more powerful tool for enhancing user privacy in the age of the

Internet of Things.
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Conclusions and Future Work

10.1 Introduction

At the beginning of this thesis, we introduced the challenges associated with the protection
of the user data and privacy in the Internet of Things era under the scope of the GDPR: the
awareness of the users about how their data are collected and shared by their devices and
the privacy risks that occur when the exploitation of such data can lead to the extraction
of further information about the users, known as inferences. The research we conducted
throughout this thesis has provided valuable insights about the main research problem that
we defined in Chapter I}
Research Problem: How can we increase the smart home devices and fitness track-
ers users’ awareness over their data privacy protection?
Our research has also assisted in answering the 4 research questions that unfolded in the
progress:
* RQ1: What are the characteristics that a user-centric GDPR-compliant privacy frame-
work in 0T should possess?
* RQ2: What inferences can be made from data collected from smart home devices and
fitness trackers?
* RQ3: Are the users aware of the inferences that can be made about them from their
fitness trackers data?
* RQ4: Can we enhance the awareness of the users regarding the possible inferences
that can be obtained from their fitness tracker data?
In the next sections, we review the goals and findings of this thesis, before moving on to

discuss its contributions and to highlight directions for future work.
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10.2 Review of Research Goals and Findings

In this thesis we aim to investigate approaches to enhance the users’ awareness and control of
their data privacy in the GDPR era. Based on the literature review in Chapter 3] we devised
the first research question, RQ1, which guided our efforts and research approaches and as-
sisted in the definition of the other three research questions. The knowledge and the insights
we derived in relation to each of these research questions are presented in the subsequent
chapters as follows: RQ2 in Chapters ] and [5S} RQ3 and RQ4 in Chapter [6| Analysing the
insights gained from the research we performed in our effort to address research questions
RQ3 and RQ4, it was observed that a big percentage of users of smart home devices and
fitness trackers does not read the privacy policies of their devices, adding to the problem of
the lack of user awareness of how their data are collected and shared. In Chapter /| we take
one step back in order to investigate what the privacy policies of fitness trackers and smart
home devices mention in their text in relevance to the data collection and sharing practices
of the companies. Therefore, this chapter presents the analysis we performed on the privacy
policies of a number of fitness trackers and smart home devices, aiming to provide clarity
and transparency about the privacy practices of these devices, ultimately empowering users
to make informed decisions about their data and privacy. Based on the findings obtained
from this research, and specifically the problem of the lack of proper communication from
the side of service providers to the users in relation to data collection, processing and sharing
practices in the privacy policies text, Chapter §|introduces an approach for the analysis of the
privacy policies of such devices in order for the users to be informed about the data collection,
processing and sharing practices of the service provider that collects their data, as well as the
potential risks that are present from the possible inferences. Finally, Chapter [9] presents the
implementation process of the ‘“PrivacyEnhAction" web application that has been developed
to support our research efforts towards increasing the user awareness of potential inferences

and privacy risks associated with smart home devices and fitness trackers.

10.2.1 What are the characteristics that a user-centric GDPR-compliant

privacy framework in IoT should possess?

The answers to RQ1 are presented in Chapter[3] In this chapter we have performed a state-of-
the-art literature review regarding the protection of the user privacy in IoT under the GDPR

scope, which led to the identification of the need for a user-centric privacy framework for
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the protection of personal data in the [oT that empowers users with greater control over their
personal data. Using four privacy challenges that have been determined by Wachter [308]] in
how the GDPR principles can safeguard the user privacy in [oT, we have analysed the state-
of-the-art literature to define the characteristics that such a framework should own. Each
characteristic is based upon the GDPR principles and aims to address the four challenges
of data privacy in GDPR, which are “Profiling, inference and discrimination", “Control and
context-sensitive sharing of identity, “Consent and uncertainty" and “Honesty, trust, and
transparency".

The analysis we performed highlights the need to prevent inferences in the processing
of personal data, which can reveal more information about a person, such as ethnic origin,
political opinions, or even the possibility to uniquely identify a person, which is prohibited
in GDPR, according to Article 19. The need to provide data transformation is another issue
that we have identified trough our research, as failure in data protection using anonymisa-
tion techniques can lead to user tracking or enabling the linking to other data sets. This
issue is recognised in GDPR, where data transformation techniques are required to protect
user privacy. Under the GDPR, transparency is a fundamental principle that governs the
processing of personal data. The GDPR places a high value on individuals being informed
about how their personal data is being used, by whom, and for what purpose, therefore we
have identified the need for providing increased user awareness on data collection as well as
control over their personal data and their devices that collect data, through the research we
performed. As the GDPR is all about the users, through our research presented in Chapter [3]
we have recognised the urgency for the development of appropriate tools that allow the users
to control the usage of their data, oversee and control how they generate and share data, and
provide transparency.

The right to erasure, also known as “The right to be forgotten", is one of the data subject
rights granted under the GDPR, which gives individuals the right to request that their per-
sonal data be deleted or erased by the data controller in certain circumstances. Our research
emphasises the need for the users to be able to exercise this right, along with the key GDPR
requirement for transparency, where users should be given control and be aware of how their
data are processed, as transparency is vital for increasing users trust in an IoT system. In
reporting these findings, we have to state that from the literature review performed it became
obvious that there is a mismatch on how the interests of the user are balanced against those
of the third party involved, an issue that has to be addressed in a privacy framework for IoT.

Furthermore, users must be able to enforce their privacy preferences in such an environment,
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where additionally privacy by default or by design must be provided.

During our research, we observed that informed consent is also a a fundamental principle
of GDPR that must be addressed, as it governs the processing of personal data, requiring that
individuals provide explicit and informed consent before their personal data are collected,
processed, or shared. However, in order for the users to be able to provide their informed
consent, they must be aware of the privacy risks of data collection and the possible inferences
that can be extracted about them from the collected data. This requirement has been the
motivation for the rest of the research in this thesis and the definition of the research questions

that followed.

10.2.2 What inferences can be made from data collected from smart

home devices and fitness trackers?

With RQ?2, the aim is to explore the possible inferences that can be extracted about the
users from the data collected by their smart home devices and fitness trackers, informing the
research community with the results, as found in Chapter ] and Chapter [5]

To address RQ2, Chapter 4| presents a smart home scenario as the experimental setup
where the concept of inference detection is explored, in order to investigate whether the ex-
ploitation of data generated by smart water meters and motion sensors can lead to inferences
about the occupants routines or other sensitive information. By reviewing the related liter-
ature, we identified a number of possible inferences that can be extracted from the use of
these smart devices, and through the proposed methodology we aimed to extract inferences
in relation to the specific household’s occupants routines, based on the collected data, and
in particular the time in the morning that the residents wake up, the usual time that they go
to sleep at night, to get insights as to whether they wake-up during the night, the time they
leave for work in the morning and the time they return.

The use of machine learning methods assisted in the extraction and verification of these
inferences with the household residents. Interestingly, one of the experiments conducted in
this research involved combining the data from both motion sensors and water consumption
sensors in order to derive additional insights. By linking these two sets of data, we were
able to identify times when motion and water consumption occurred concurrently or were
non-existent. This combination of data allowed for more nuanced inferences to be made
about individuals’ behaviour and habits. For example, we were able to identify instances

where the user woke up during the night to use the toilet, which could potentially indicate
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underlying health problems if it occurred frequently. Overall, the integration of data from
multiple sources allowed for more sophisticated analyses and insights to be derived. This
approach highlights the potential for further research to combine data from a variety of smart
home devices and fitness trackers in order to gain a more comprehensive understanding of
the potential inferences that can be extracted about the individuals’ behaviour, health, etc.
By leveraging the power of machine learning and data analytics, we see that new insights
can be unlocked that could create a privacy risk for the users of smart devices.

In Chapter [5] we address RQ2 by concentrating on fitness trackers from three brands,
namely Fitbit, Garmin and Xiaomi. We investigate if the analysis and exploitation of the
data collected by those trackers can lead to the extraction of inferences about the owners
routines, health status or other sensitive information. We have used the results from the
literature review we performed for this work in combination with our previous research in
the thesis, and we produced a list of possible inferences that pose a threat to user privacy
when using fitness trackers. Using a number of public fitness tracker datasets, as well as data
that we specifically collected for this experiment from eight volunteers who wore specific
fitness trackers for a period of two months, we employed statistical analysis and descriptive
analytics techniques in order to analyse the data and identify patterns on the data, with the
intention to identify if any particular data points or the combination of them can facilitate the
elicitation of one or more of the designated inferences. The findings from this analysis were
really helpful into providing insights regarding the inferences that can be extracted for each
of the three fitness tracker brands under study.

As fitness trackers have completely changed how users can track and eventually monitor
and evaluate their physical activity, sleep habits, and health, they have become an essential
gear in users’ lifestyles, since they create plenty of data that may be used for many different
purposes. The range of such information accessible to fitness tracker companies is enormous,
along with the possible effects from the conclusions that might be made from the fitness
tracker companies using that information. The manufacturers of fitness trackers have access
to a wealth of information about users’ exercise habits, sleep patterns, heart rate, and other
data. Through these data, they are able to identify trends and learn more about a person’s
general health and lifestyle habits. For example, based on variations of heart rate data, they
may be able to determine if a person leads a sedentary lifestyle or performs regular physical
exercise, the quantity and quality of their sleep, and also their level of stress. Furthermore,
as the of majority of fitness trackers have GPS capabilities, this allows fitness tracker com-

panies to monitor users’ whereabouts during exercises or throughout the day. Advanced
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sensors used in fitness trackers, such as heart rate monitors and blood oxygen level sensors,
can record critical health data. Companies can exploit this information to identify potential
medical concerns, like heart health issues or sleep problems. These findings raise questions
about user and data privacy, as well as the appropriate handling of personal information by
fitness tracker companies, even though the data collected by fitness trackers can be used in
various beneficial ways.

Our experimental research results in Chapters 4] and [5]aim to provide an answer to RQ2
and at the same time can serve as a starting point for a collective effort to increase aware-
ness among smart device owners regarding privacy risks. By guiding their attention towards
protective measures, our findings aim to enhance their knowledge and shield them from po-
tential harm. Furthermore, these insights can lead to better services for users, ultimately
improving their overall experience with smart devices. Fitness tracker manufacturers must
find a balance between the protection of users’ privacy and data-driven inferences, so that

the user trust is maintained, while the required services are provided.

10.2.3 Are the users aware of the inferences that can be made about

them from their fitness trackers data?

Chapter [6] aims to address research question RQ3. For providing an answer to this research
question, we conducted an online questionnaire that targeted fitness trackers users in order
to gain an understanding of their concerns over their privacy when using their devices, their
awareness of what data are collected by their fitness trackers and how these are being used
and shared, and their awareness on the privacy risks from fitness trackers data. The chapter
presents the findings of this questionnaire, through which it is highlighted that the main issue
is the lack of user awareness of the inferences that can be drawn from their fitness tracker
data. This survey has verified the aim of our research and supports our effort and suggestions
that users must be educated about smart devices privacy risks, and also that policy makers and
regulatory organisations should engage in actions aiming to increase the privacy awareness
of users of smart devices in general. To that end, it is essential to provide tools and methods

that enable the increase of privacy awareness.
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10.2.4 Can we enhance the awareness of the users regarding the pos-
sible inferences that can be obtained from their fitness tracker

data?

To address research question RQ4, Chapter [6]illustrates the methodology used as a follow up
to the first questionnaire, where the same group of fitness trackers users were provided with
a number of datasets from three fitness trackers brands and were asked to use them in order
to interact with the PrivacyEnhAction web application. Consequently, they were asked to
complete an evaluation questionnaire about the app, where they were also expected to answer
similar questions to the questionnaire used in RQ3, in order to gain an understanding of
whether their awareness regarding inferences has increased after using the app. In Chapters [3|
and [0 our research was guided by the ambition to create a tool that will increase the users
awareness in the area of fitness trackers with reference to what information can be extracted
about them from the data collected and shared by their fitness trackers. Our intention was to
educate the users about the possible risks and enable them to set their privacy preferences on
their fitness trackers accordingly. In Chapter [9] we presented this tool, PrivacyEnhAction,
and using the methodology presented in Chapter [6] we had the possibility to evaluate the
impact that such a tool can have to the users’ awareness.

The findings from this study assisted in understanding how users perceive data privacy,
data collection and sharing, and demonstrated that there is a positive relationship between
the use of a privacy awareness mechanism, like PrivacyEnhAction, and the increase of the
awareness of the user about the possible privacy risks of using a fitness tracker, and as a
consequence any loT connected device. When the users are empowered with control over
their privacy by making them understand the data practices of the smart devices they own,
this practice adds to the strengthening of their privacy awareness. The communication of the
potential privacy risks to the users and its effect to the users awareness has also been found to
be important from the study, as the users privacy awareness had a positive relationship with
informing them about any potential privacy risks, being in line with previous studies which

give directions for the creation of privacy awareness mechanisms.

10.3 Thesis Contributions

This doctoral thesis has aimed to fill important research gaps by focusing on the privacy-

aware usage of fitness trackers and smart home devices in the context of the GDPR era.
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By identifying the characteristics that a user-centric GDPR-compliant privacy preserving
framework in IoT should possess so that the users could be empowered with control over
their personal data and privacy, by determining the inferences that can be extracted about
the users from data collected from these devices, and by examining user awareness in this
context, this thesis provides novel insights into an evolving and critical area of study.

In summary, the contributions of this thesis are the following:

* A list of characteristics that a user-centric GDPR-compliant privacy framework in IoT
should possess in order to empower the users to be in control of their personal data
and privacy. The identified characteristics can provide actionable guidance for prac-
titioners and policymakers, while the practical implications contribute to the ongoing
efforts to align IoT devices and services with privacy regulations, empower users with
data control, and promote responsible data practices.

* A basis for the design and development of effective user privacy frameworks in IoT,
that can be used by researchers for carrying out further research in the area, or by
practitioners who can incorporate the characteristics to their platforms or systems, for
providing a better protection to their users.

* A conceptual user-centric framework for IoT, “Privacy-EnhAction", that is based upon
the identified list of characteristics of a user-centric GDPR-compliant privacy frame-
work in the context of IoT. This framework provides a holistic understanding of the
essential components and principles that should govern privacy frameworks in IoT en-
vironments. It represents a significant contribution to the field by offering a structured
approach for researchers and practitioners to design privacy-preserving systems and
services.

* A taxonomy of the inferences from smart home devices and fitness trackers. This
doctoral thesis contributes experimental findings regarding the inferences that can be
made from data collected from fitness trackers and smart home devices. Through the
employment of machine learning techniques, descriptive analytics and a systematic
literature review specific inferences have been identified that can be extracted from
these smart devices. This empirical evidence adds to the existing body of knowledge
by providing concrete examples and insights into the potential privacy risks and im-
plications associated with the usage of these devices. These findings contribute to
the understanding of the data inference landscape and can inform the development of
mitigation strategies and privacy-enhancing measures.

* The “PrivacyEnhAction" web application. The contribution of PrivacyEnhAction in
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this thesis enables users to analyse the data collected by their smart devices or fitness
trackers, enhancing their awareness of privacy vulnerabilities and inferences. The tool
can be utilised by individuals, privacy advocacy organisations, researchers, and device
manufacturers to empower users, educate the public, advance research, and improve
the privacy landscape of smart devices and fitness trackers.

The results of a quantitative survey targeting the users of fitness trackers users for the
evaluation of the level of their awareness regarding the data collected and shared by
their devices and the possible inferences that can be made from their data using Priva-
cyEnhAction as a tool for assessing the user awareness. The identification of the lack
of user awareness about the inferences that can be extracted from fitness tracker data
addresses a crucial issue in the GDPR age. User awareness and education regarding
privacy risks are ongoing challenges that require long-term attention. By shedding
light on this issue and proposing strategies to enhance user awareness, this thesis con-
tributes to a broader discourse on privacy education and user empowerment. The find-
ings can inspire long-term efforts to develop educational materials, privacy literacy
initiatives, and user-centric approaches that continue to empower individuals to make
informed decisions about their data.

A review of the privacy policies of a number of fitness trackers and smart home de-
vices. By thoroughly reviewing and analysing these policies, this thesis provides in-
sights on how data collection and sharing practices are addressed and communicated
to users. This fills a significant research gap as privacy policies often serve as the pri-
mary source of information for users to understand the data practices of these devices.
The results of this analysis have implications for users, privacy advocacy organisa-
tions, device manufacturers, researchers, and regulatory bodies. The findings offer
valuable insights into data privacy practices and can drive improvements in privacy
policies, empower users, inform advocacy efforts, and contribute to the development
of privacy-conscious technologies.

The “SpotAware" approach that classifies the text of privacy policies from the domains
of fitness trackers and smart homes. This doctoral thesis makes significant contribu-
tions to the field of data privacy and user awareness, privacy advocacy, regulatory
efforts, device manufacturing practices, and academic research. The “SpotAware" ap-
proach enables the extraction of GDPR user rights and inference risks from privacy
policies, benefiting: (a) users who can be empowered to make informed decisions,

maintain their rights and take necessary measures to protect their privacy, (b) privacy
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advocacy organisations, who can assess the level of compliance with GDPR user rights
and support their advocacy efforts by identifying areas of concern and advocating for
stronger privacy protections and transparent practices, (c) regulatory bodies and poli-
cymakers, who can assess the compliance of privacy policies with GDPR user rights
and identify potential gaps or areas that require further regulation, for the develop-
ment of guidelines and policies that ensure better protection of user rights and address
emerging inference risks, (d) device manufacturers, who can assess the extent to which
their policies address GDPR user rights and inference risks, and be guided in improv-
ing their policies, ensuring compliance with regulations, and enhancing transparency
in data collection and inference practices, and (e) researchers, who can build upon the
SpotAware approach to further investigate and explore privacy policy analysis, user
rights, and inference risks.

A systematisation of inference groups that include possible inferences that could be
drawn about the users from privacy policy texts. The systematisation of inference
groups can serve as a valuable resource for researchers, privacy advocates, regulatory
bodies, privacy-conscious users, and technology companies. It provides a comprehen-
sive understanding of the potential inferences drawn from privacy policies, empow-
ering stakeholders to make informed decisions, advocate for privacy rights, and drive
improvements in privacy practices.

Two annotated datasets of 133 privacy policies of smart home devices and fitness track-
ers. The availability of these annotated datasets benefits researchers, privacy profes-
sionals, technology companies, regulatory bodies, and consumer advocacy organisa-
tions by providing a valuable resource for analysis, policy development, compliance,

and advocacy efforts.

In conclusion, this doctoral thesis makes contributions to knowledge by providing a con-

ceptual framework, empirical insights, user awareness findings, practical implications, and

methodological advancements. By identifying the characteristics of a GDPR-compliant pri-

vacy framework and proposing strategies to enhance user awareness, the thesis contributes to

the development of privacy-preserving technologies, informs policy decisions, and empow-

ers individuals to protect their privacy rights. These practical implications have the potential

to positively impact the design and implementation of IoT devices, the formulation of privacy

regulations, and the awareness of users regarding their data privacy. These contributions ad-

vance the understanding of privacy challenges in IoT environments, inform the development

of user-centric privacy frameworks, and guide the design of privacy-enhancing technolo-
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gies. By disseminating these findings, the thesis contributes to the collective knowledge of

researchers, practitioners, and policymakers in the field of privacy and data protection in IoT.

10.4 Open Research Issues

The existing research in the protection of the users’ privacy and personal data looks very
promising, while leaving room for improvement, especially after the introduction of the
GDPR. Since IoT devices can be complex and heterogeneous, the challenge of privacy is
always present making the need for reliable and effective privacy protection mechanisms a
top priority. Solutions are required which will enable the operation of the different domains
of applications while at the same time preserving the users’ privacy. Reviewing the recent
literature revealed that there is not much work in the protection of the user privacy and
personal data, due to the fact that the field is quite recent. There is room for more research
work in the following more specific areas.

Privacy risk analysis: A third party that has already received similar data from a user can
combine the personal data revelation history of the user with a privacy risks analysis of data
to make inferences about that user. The absence of adequate restraints on the IoT created data
and especially on how such data can be combined, makes the users lose control over their
personal data. In order to cope with this challenge, solutions are needed which provide risk
analysis and enhance user control over their personal data in IoT environments. This can be
achieved by the integration of actions that the users can perform, such as data anonymization
before sharing, a process that improves the control of the users over their personal data. Even
though some studies have provided solutions towards this issue [26}[/7,274], what has not
been considered is the evaluation of specific data vulnerabilities in different IoT devices.
In this doctoral thesis, we have aimed to address this open research issue, by exploring
the privacy risks associated with the extraction of inferences from smart home devices and
fitness trackers data, proving that these inferences can reveal sensitive information about
individuals, while users are not always aware about the possibility of such inferences and the
extent to which their personal data are being collected, processed, and shared.

Usable user interfaces: User interfaces have become crucial in user-centric environ-
ments, like IoT. An important topic that is unfolding with IoT is the interaction of humans
with their devices, through the provision of user interfaces, where the users can navigate,
specify their privacy settings, communicate with the system through feedback and actions,

etc. An IoT user interface should provide a personalised experience to the users, especially
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since technology advances are expanding the possibilities for user interaction which gener-
ates data, and therefore a user interface becomes a perceptible part of the IoT. However, a
confusing or complex interface design, with a limited visual feedback may hinder the use of
available privacy options. In the reviewed papers, a very good example of user interface in
terms of usability and functionality is presented in [/7]], where the provided interface allows
the user to have a clear understanding of the associated privacy risks using colour coding for
annotating them. Good examples can also be found in some other works [26,201].

Informed consent: The process for addressing informed consent in IoT becomes a chal-
lenge, as the users are sometimes not apprehensive about the fact that their data is collected
and shared. The provision of consent requests must be made in "an intelligent and easily
accessible form using clear and plain language" [249]. The GDPR calls for the implemen-
tation of simple and informed consent, since [oT devices generate and collect huge amounts
of data. The services have to comply to the GDPR requirements in order to provide qual-
ity, since if the relevant data is not provided due to uncertainty and lack of trust, this may
have a negative influence on the user experience [228]. Therefore, more research effort is
needed for the provision of notices to users in a clear and easy to understand design, which
will enable them to provide their informed consent. A few of the works reviewed are very
good examples regarding the provision of notices to users: privacy feedback is given to the
user in [99], the system informs the user about possible inference risks in [288]], the system
provides a notice to the user regarding the risks of data sharing and also on managing those
risks in [[116]. Additionally, more research on the representation of data processing using a
policy language, which will make the practices similar to natural language, easy for the user
to understand, would be beneficial.

Context-aware user privacy preferences modelling: Another open issue is the ability
to model the user’s privacy preferences in 10T, where the context can change often. This has
been achieved in the domain of smartphones, but not in other 10T areas. The context has to
be considered very carefully to enable the user to make the correct decision. Machine learn-
ing techniques have been used in some cases, e.g. for the automatic configuration of users’
privacy settings [[75]]. In other cases, similar techniques have been used for the recommenda-
tion of privacy settings [[179]], but these recommendations are static, or they are based on data
sets collected from privacy-conscious and tech-savvy users, limiting the generalisation of the
results [319]. Therefore, the incorporation of context-sensitive factors in the design of user-
centric privacy frameworks is necessary. More research is needed to look at how machine

learning and clustering techniques can be exploited in order to facilitate the specification of
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preferences by learning from past activity, and also on specific techniques that can represent
and monitor the elements of a given context relating to the user’s privacy settings. This will
enable the detection of changes in the context that call for adapting the privacy preferences
of the user.

Cloud-Based IoT: Since some of the works are relevant to the integration of cloud sys-
tems and IoT, it is worth mentioning that the design of solutions for user-centric privacy in
such a scenario remains an open research issue. We have not encountered such approaches
in the reviewed literature. Another particularly important issue is the provision of appropri-
ate rules and policies for ensuring that only users that have been approved can access the
data in a cloud service. This is very important for the protection and preservation of users’

privacy [271]].

10.5 Takeaway messages

As take away messages, we urge the service providers, manufacturers and developers of
smart home devices and fitness trackers to take on a number of recommendations in order to
achieve a balance between the protection of the users’ data privacy and the provision of the
required services.

* Service providers: It is important that service providers implement transparency in
their communication with their users, so that their data collection, sharing and pro-
cessing practices are clearly communicated in the form of easy to understand privacy
policies. This way, the users can make informed decisions regarding the sharing of
their data. In this doctoral thesis, the important of transparency has been identified
through the proposed characteristics in Chapter [3] in Characteristic CRS8, “Provide
transparency". Another important aspect that has been identified through the pro-
posed characteristics is the need to provide data transformation, (CR2, ‘Provide data
transformation), so that the users’ data is protected. Appropriate techniques must be
employed by the manufacturers of fitness trackers and smart home devices to minimise
the risks and protect user personal data.

* Developers: As already mentioned in (10.4] the need for user interfaces is crucial in
order for the users to specify their privacy preferences, communicate with the system
through feedback and actions, and provide their informed consent. The provision of
user-friendly interfaces in smart devices is crucial for empowering users be in con-

trol over their personal information and privacy. In our research, this requirement has
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also been identified through a combination of characteristics, which are required in
a user-friendly interface, namely CR15, “Provide ability to users to specify their pri-
vacy preferences, CR12, “Provide ability to users to make informed consent choices,
and CR6, “Provide tools for data management to users. Additionally, it is critical to
provide the means for user education and awareness in order for users to understand
their data and take decisions based on their informed consent. Such methods include
user-friendly interfaces, the ability for the user to provide their informed privacy pref-
erences, and information related to their data in the form of info-graphics, tool-tips,
charts, graphs, etc. This requirement has been identified through characteristic CR3,
“Provide user awareness on data collection, as under the GDPR informed consent
calls for the awareness and perception of the user of how her data are collected and
shared. In the research we conducted in this doctoral thesis, we have recognised the
need for the development of tools and user awareness mechanisms that can assist the
users in understanding how the data created by their smart devices can be exploited
for the extraction of inferences about them, and we have contributed with the Priva-
cyEhAction web application.

Developers and manufacturers: Developers and manufacturers should work together
with regulators and legislators, in order to support, maintain and further develop uni-
form standards for data privacy across the industry. Through the transfer of existing
knowledge, experience and the sharing of best practices being used between the mem-
bers of the ecosystem, a high level of data protection can be achieved and user trust in

these systems and services can be increased.

We believe that by embracing these recommendations, manufacturers, service providers

and developers of fitness trackers and smart home devices can assist in creating systems

that will protect user data privacy, will empower the users to be in control of their data, as

required by regulations such as the GDPR, and will open the door for ethical and responsible

data usage in these domains.

10.6 Conclusions and Future Work

This doctoral thesis has explored the privacy risks associated with the extraction of inferences

from smart home devices and fitness trackers data, as well as the level of user awareness of

these risks. Through an extensive review of the literature and the development of a survey

methodology, we have demonstrated that the collection, processing, and sharing of personal
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data from these devices pose significant threats to individual privacy and data protection, and
that users may not be fully aware of these risks.

Our research has shown that the inferences extracted from smart home devices and fit-
ness trackers data can reveal sensitive information about individuals, such as their health
status, daily routine, and lifestyle choices, among others, and that users are not always aware
about the possibility of such inferences and the extent to which their personal data are being
collected, processed, and shared. This lack of awareness can have serious consequences for
individual privacy and data protection, and raises important privacy concerns that need to be
addressed.

Overall, the findings presented in this thesis have important implications for privacy and
data protection in the context of smart home devices and fitness trackers, as well as for
user awareness and education. Our research highlights the need for stronger privacy regu-
lations and standards that address the unique challenges posed by these devices, including
the need for more transparent data collection and processing practices, stronger user consent
mechanisms, and better technical and organisational measures to safeguard personal data.
Additionally, our findings suggest the need for greater user awareness and education about
the privacy risks associated with smart home devices and fitness trackers, including the use
of privacy-enhancing technologies and practices.

In summary, this thesis has provided important insights into the privacy risks associated
with the extraction of inferences from smart home devices and fitness trackers data, as well
as user awareness of these risks. It is our hope that this work will inform and guide future
research and policy initiatives aimed at protecting individual privacy and data protection, as
well as improving user awareness and education in the context of emerging technologies.
By addressing the issues of user privacy, awareness, and regulatory compliance, this thesis
aims to empower individuals, inform policymakers, and contribute to the ongoing discourse
surrounding privacy-aware usage of fitness trackers and smart home devices.

The future work plan that is based on the work presented in this thesis is as follows:

Implementation of the Privacy-EnhAction framework:. In this thesis we have focused
on the second and third step of the proposed framework. Future work could focus on the
implementation on the rest of the proposed steps of the framework, by developing and test-
ing each step in a real-world IoT system. This could involve the development of tools and
integrating them with smart devices to ensure that users have full control over their per-

sonal data. One tool could be the development of a negotiation mechanism between the
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user and the third party where both the user and the third party will be presented with
recommendations after the privacy risks analysis [26}294] (Step 5 of Framework), or the
creation a tool for the transformation of data before being released using the appropriate

technique [16,287,[288,2941295,297] (Step 6 of Framework).

Further analysis of privacy policies - longitudinal and multilingual analysis:. Further
work that could benefit our research performed in Chapter [§] would be the inclusion of the
analysis of different regulations, which vary across different countries and regions. For ex-
ample, some of the most notable ones used worldwide include (apart from the GDPR): the
California Consumer Privacy Act (CCPA), the Personal Information Protection and Elec-
tronic Documents Act (PIPEDA), implemented in Canada in 2001, the Personal Data Pro-
tection Act (PDPA), implemented in Singapore in 2012, the Privacy Act, implemented in
Australia in 1988 or the General Data Protection Law (LGPD), implemented in Brazil in
2020. This analyses could examine differences in policies of the same service across differ-
ent jurisdictions, if there are any. Furthermore, the identification of trends in policies with
the progress of time would be significantly helpful to users and regulators through a longitu-
dinal analysis of the privacy policies. Future work in this area could also be the addition of a
multilingual analysis examining the privacy policy of the same service in multiple languages

in order to discover if there is any variation in terms of the metrics used [66].

Investigate the use of Large Language Models for text classification and inference iden-
tification tasks:. Large Language Models (LLMs) are deep learning models that have
gained popularity in recent years for their ability to understand and generate natural lan-
guage [86,256]. Interest in LLMs is on the rise especially after the release of ChatGPT in
November 2022. In this thesis, we considered multi-label classifiers for the text classification
and inference identification tasks in the SpotAware methodology presented in Chapter[§] Fu-
ture work could involve the investigation of the possibility of using Large Language Models

for these tasks.
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List of GDPR user right Terms

A.1 The Right to Information Terms File

* categories of personal

* categories of recipients

* collect your personal

* collection of data

e collection of information

* collection of personal data

* data collect

* data do we collect

* data retention

* data sharing

* data transfer

* data we collect

* disclose your personal

* disclosing your information

* disclosure of data

* disclosure of personal

* disclosure of your information

* disclosure of your personal data

e disclosure to third

* disclosures of your personal data

* do with your information

* duration of the processing

* handle your personal information

* how is the information collected and used
* how long do we keep your information
* how we collect

* how we share

* how your personal data is collected
* how your personal information is collected
* information collect

* information disclosure

* information do we collect

* information is shared

* information retention

* information shar

* information that we share

* information use

* information we collect
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information we process
information we share
information we transfer
international transfer

legal basis for

opt out

opt-out

personal data is collected
personal data that is processed
personal information be transferred
process personal information
process your personal data
providing your personal data to others
purpose and basis for processing
purpose of processing

purposes for collect

purposes of our data collection
purposes of processing

purposes of the processing
recipients of personal data
retain your information
retention of data

retention of personal

retention of your personal
retention period

retention policy

retention time

right to be informed

right to information

right to know

share personal

share your data

share your information

share your personal

sharing information

sharing of information

sharing personal information
sharing your personal information
transfer of data

transfer of personal data

transfer your personal data
transfers of personal data

types of data

types of information

types of personal

use and disclosure of information
use information

use of data

use of information

use of personal
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A2

use of your information

use personal data

use the information

use your data

use your information

use your personal

uses of personal

what information is collected
who we give your information
withdraw consent

withdraw such consent
withdraw your consent
withdrawal of consent
withdrawal of your consent

The Right of Access Terms file

access personal data

access personal information

access right

access their data

access to personal data

access your data

access your personal data

access your personal information

change and delete your personal

objecting to data use

obtain access

request a copy of your information

request a copy of your personal data
request a copy of your personal information
request access

request access to a copy of your personal data
revoke the access

right of access

right to access

right to access, correct, update and delete personal data
right to complaint

right to file a complaint

right to file complaint

right to information

right to lodge a complaint

right to lodge complaints

right to obtain a copy

right to request and receive information
rights to access
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A3

A4

The Right to Rectification Terms File

correct any inaccuracies

request to review

change and delete your personal information
correct your information

rectification of your personal data

rectify

rectify or delete your personal data

rectify your data

request rectification

request that we correct

request that we update

request the rectification

right of correction

right of rectification

right to access, correct, update and delete personal data
right to amend or update

right to complete incomplete personal data
right to correct

right to correct and update

right to correction

right to delete or modify any personal information
right to have incomplete personal data
right to rectification

right to request correction

right to request Proper rectification

right to request rectification

right to request that we rectify or correct
right to request the correction

right to request update

right to update

seek rectification

update or correct your information

update your information

The Right to Erasure Terms File

ask to erase

ask us to erase

delete of your account

delete personal information
delete your personal information
erase any personal data

erase personal data

erase the personal data

erase your information

erase your personal data
obtain the erasure of their data
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A.5

A.6 The Right to Data Portability Terms File

rectify or delete your personal data
request deletion

request erasure

request that we delete

request that we erase

request that your personal data be deleted
request the deletion

request the erasure

request to delete your data

right of erasure

right to access, correct, update and delete personal data
right to be forgotten

right to delete

right to erasure

right to request deletion

right to request that we delete your data
right to request the deletion

to erase your data

The Right to Restriction of Processing Terms File

object to our processing of your data

object to, or limit or restrict, use of data
processing be restricteda

request restriction of personal data processing
request restrictions

request the restriction of data use

request the restriction of personal data use
request the restriction of their use

restrict or limit processing

restrict or limit the processing

restrict our processing

restrict our uses of your personal information
restrict the personal information

restrict the processing

restrict your data

restriction of processing

right of data subjects to be informed about the restriction
right of restriction

right to demand processing restrictions

right to object to certain types of processing
right to propose other restriction

right to restrict

right to restriction

restrict processing

ask for a copy of your personal data
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A7

A.8

request portability

request the transfer data

request the transfer of your personal data
request the transfer personal data

request the transfer your personal data

right of data portability

right of portability

right to data portability

right to obtain your personal information copy
right to portability

right to receive a copy of your personal information
right to receive a subset of the personal data
right to receive personal data

right to receive the personal data

right to receive your personal data

right to the portability of your data

right to transmit data

right to transmit my data

right to transmit personal data

right to transmit those data

the right to transmit those data

transmit your data

transmit your personal data

The Right to Object Terms File

object processing of personal data

object to our processing

object to processing

object to the further processing

object to the processing of his/her data

object to the processing

object to your personal information being processed
object to, or limit or restrict, use of data

processing objection

further processing

right to object

right to object at any time to processing

right to object at any time to processing of personal data
right to object to certain types of processing

right to object to processing

The Right to Avoid Automated Decision-Making Terms
File

automated decision-making, including profiling
object to a decision based solely on automated processing, including profiling
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object to automated decision-making

objecting to automated decision making and profiling

right not to be subject to a decision based solely on automated processing

right not to be subject to a decision which is based solely on automated processing
right to object to automated decision making

right to refuse to be subjected to automated decision making, including profiling
rights related to automated decision making including profiling

automated decision-making
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