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Per–lhyh

Ta domikà montËla (SBMs) periËqoun plhrofor–ec sqetikà me th dom† thc t‘rbhc, plhrofor–ec

oi opo–ec qreiàzontai gia th swst† prÏbleyh twn pol‘plokwn kai astaj∏n turb∏dwn ro∏n.

MolonÏti ta domikà montËla Ëqoun qrhsimopoihje– epituq∏c gia thn prÏbleyh kanonik∏n ro∏n,

h eure–a qr†sh touc se upàrqontec k∏dikec Ëqei empodiste– lÏgw thc diaforopo–hs†c touc apÏ

ta sumbatikà montËla. Sthn paro‘sa diatrib†, idia–terh prosoq† Ëqei doje– sthn anàptuxh

enÏc akribo‘c kai eustajo‘c mhqaniko‘ montËlou t‘rbhc. Gia ton skopÏ autÏ, anapt‘xame th

s‘zeuxh metax‘ enÏc Algebriko‘ Domiko‘ MontËlou (ASBM) kai tou montËlou t‘rbhc twn

Spalart-Allmaras (SA), h opo–a parËqei se mhqanikà montËla th dunatÏthta qrhsimopo–hshc

plhrofor–ac sqetikà me th dom† thc t‘rbhc. TautÏqrona, gia na fËroume th sugkekrimËnh

s‘zeuxh se oloklhrwmËnh morf†, h turb∏dh kinhtik† enËrgeia kai o rujmÏc apÏsbes†c (dissi-

pation) thc qrhsimopoi†jhkan wc oi d‘o kl–makec thc t‘rbhc. To telikÏ montËlo dokimàsthke

se mia seirà apÏ aplËc peript∏seic, exasfal–zontàc mac enjarruntikà apotelËsmata.

Paràllhla, Ëqoume anapt‘xei, gia pr∏th forà, Ëna domikÏ montËlo gia th melËth thc exËli-

xhc pajhtik∏n bajmwt∏n megej∏n (passive scalars) se turb∏deic roËc. TÏso h diasporà tou

pajhtiko‘ megËjouc (passive scalar variance), Ïso kai h megàlhc kl–maka kl–sh aut†c thc

diasporàc prote–nontai sthn per–ptwsh aut† wc oi d‘o kl–makec pou qarakthr–zoun th sug-

kekrimËnh exËlixh. Akolo‘jwc, to domikÏ montËlo enswmat∏jhke sto legÏmeno ‘SwmatidiakÏ

MontËlo Allhlep–drashc’ (IPRM), prosàgontàc to se mia oloklhrwmËnh morf†. O rujmÏc

apÏsbeshc thc bajmwt†c diasporàc (passive scalar dissipation rate) montelopoie–tai me bàsh

th bajmwt† diasporà kaj∏c kai th megàlhc kl–makac enstrof–a (enstrophy). To en lÏgw

montËlo dokimàsthke se Ëna shmantikÏ arijmÏ peript∏sewn, sumperilambanomËnou diafÏrwn

paramorf∏sewn tou mËsou ped–ou (mean field), se stàsima kai peristrefÏmena sust†mata a-

naforàc, parËqontac mac enjarruntikËc problËyeic. To oloklhrwmËno montËlo e–nai se kal†

sumfwn–a me DNS apotelËsmata thc per–ptwshc mËshc diàtmishc sth parous–a e–te egkàrsiac

e–te diamhko‘c kl–shc tou mËsou bajmwto‘ ped–ou. TautoqrÏnwc, to montËlo orj∏c problËpei

thn ‘parxh metaforàc diasporàc apÏ tic megal‘terec stic mikrÏterec kl–makec thc t‘rbhc mËsw

enÏc mhqanismo‘ gnwsto‘ wc ‘mhqanismÏc qionostibàdac’ se disdiàstath isotropik† turb∏dh

ro†.

TËloc, melet†same th dunatÏthta s‘zeuxhc anàmesa sto AlgebrikÏ DomikÏ MontËlo (ASBM)

kai sto montËlo t‘rbhc SST. Katà pÏso dhlad† h s‘zeuxh aut† parËqei akribe–c problËyeic gia

roËc g‘rw apÏ disdiàstatec aerotomËc kai sugkekrimËna twn aerotom∏n NACA0015 kai VR7.

Gia ton skopÏ autÏ, diekperai∏jhke epituq∏c mia seirà apÏ statikËc prosomoi∏seic gia Ëna



megàlo e‘roc gwni∏n prosbol†c (angle of attacks) kai oriak∏n sunjhk∏n. Gia na diasfal–sou-

me th s‘gklish twn prosomoi∏sewn, anapt‘xame Ëna arijmÏ teqnik∏n stajerÏthtac, oi opo–ec

sunËbalan sto na epiteuqjo‘n, gia pr∏th forà, eustaje–c problËyeic gia roËc g‘rw apÏ ae-

rotomËc oi opo–ec upÏkeintai se mh-statikËc kin†seic kai sugkekrimËna se periodik† peristrof†

g‘rw apÏ to aerodunamikÏ touc kËntro (pitching motions). Gia tic statikËc peript∏seic, to

suzeugmËno montËlo parËqei beltiwmËna apotelËsmata se sqËsh me to SST montËlo gia touc

suntelestËc p–eshc kai àntwshc (lift). Ant–jeta gia tic mh-statikËc peript∏seic, to suzeug-

mËno montËlo susthmatikà uperektimà th tim† tou suntelest† àntwshc, gegonÏc pou odhge–

sth drastikÏterh me–wsh tou suntelest† opisjËlkousac apÏ Ï,ti anamenÏtan.



Abstract

Structure-based turbulence models (SBM) carry information about the turbulence structure

that is needed for the prediction of complex non-equilibrium flows. SBM have been suc-

cessfully used to predict a number of canonical flows, yet their adoption rate in engineering

practice has been relatively low, mainly because of their departure from standard closure

formulations, which hinders easy implementation in existing codes. Through this thesis, we

demonstrate the coupling between the Algebraic Structured-Based Model (ASBM) and the

one-equation Spalart-Allmaras (SA) model, which provides an easy route to bringing structure

information in engineering turbulence closures. As the ASBM requires correct predictions of

two turbulence scales, which are not taken into account in the SA model, Bradshaw relations

and numerical optimizations are used to provide the turbulent kinetic energy and dissipa-

tion rate. Attention is paid to the robustness and accuracy of the hybrid model, showing

encouraging results for a number of simple test cases.

In addition, a structure-based model has been constructed, for the first time, for the study

of passive scalar transport in turbulent flows. The scalar variance and the large-scale scalar

gradient variance are proposed as the two turbulence scales needed for closure of the scalar

equations in the framework of Interacting Particle Representation Model (IPRM). The scalar

dissipation rate is modeled in terms of the scalar variance and the large-scale enstrophy of the

velocity field. Model parameters are defined by matching the decay rates in freely isotropic

turbulence. The model is validated for a large number of cases of deformation in both fixed

and rotating frames, showing encouraging results. The model shows good agreement with

DNS results for the case of pure shear flow in the presence of either transverse or streamwise

mean scalar gradient, while it correctly predicts the presence of direct cascade for the passive

scalar variance in two dimensional isotropic turbulence.

A series of static computations for a wide range of angle of attacks and freestream parameters

were performed in order to ascertain the performance of the ASBM-SST hybrid model, for a

flow over two types of airfoils, NACA0015 and VR7. In order to obtain smooth, fully con-

verged solutions, we developed advanced filtering schemes suitable for both 2D and 3D highly

stretched grids. Additional stability techniques were developed, needed to obtain converged

solutions, such as zonal separation and blending methods. For the first time, successful com-

putations were performed for a flow over an airfoil undergoing pitching motions. For all static

computations, ASBM-SST provided improved predictions for the lift and pressure coe�cient

respectively, while in all pitching computations, ASBM-SST showed a strong tendency to

overestimate the lift coe�cient around the stall angle, yielding a faster decrease of the drag

coe�cient than it should.

i
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i Frame rotation vector.
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Chapter 1

Introduction

1.1 Background

Despite substantial progress in aerodynamics during the last century, knowledge about the

physics of turbulent flows is still deficient. In fact, turbulence remains one of the great chal-

lenges of engineering and natural sciences, a fact which is particularly true for the turbulence

near solid surfaces. For flows at very high Reynolds number (e.g. aircrafts, wind turbines

etc.) the geometrical scales of the flow are several orders of magnitudes larger compare to

the smallest turbulence scales, which influence pressure drag only indirectly by influencing

separation. Since the full computation of such flows by solving directly the Navier Stokes

equations is being out of reach for the foreseenable future, scientists and engineers must

develop and use models in order to represent the e↵ect of turbulence on the mean flow. Con-

sequently, nowdays the computation of turbulent flows in industrial design and engineering

applications relies heavily on the use of simple turbulence models in the Reynolds-Averaged

Navier Stokes (RANS) equations. This has been a long-standing trend and is sustained by

practical considerations.

The class of RANS models most often used in engineering applications is that of Eddy Viscos-

ity Models (EVM). One of the most popular EVM is the Spalart-Allmaras (SA) one-equation

model [1]. The SA model is often favored by practicing engineers because it exhibits superior

robustness, low CPU time requirements and substantially lower sensitivity to grid resolution

compared to two-equation models. On the other hand, one has to recognize that, despite

its computational and implementational attractiveness, the eddy viscosity assumption is also

the source of some of the most important performance limitations. For example, like other

EVM, the SA model fails to capture important flow features, such as turbulence anisotropy
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or the e↵ects of mean or system rotation.

The widespread use of EVM in engineering practice, despite their inherent limitations, is sus-

tained by the lack of clearly superior alternatives that would justify the extra computational

complexity required. For example, e↵orts to circumvent the limitations of the eddy viscos-

ity assumption usually proceed along one of three paths. One path is that of Di↵erential

Reynolds Stress Models (DRSM), where the closure carries the Reynolds Stress Transport

(RST) equations. DRSM closures allow the prediction of stress anisotropy, account for his-

tory e↵ects on the anisotropy, and a↵ord improved handling of rotational and curvature

e↵ects. However, robustness issues and performance inconsistencies have prevented this class

of models from penetrating further into the mainstream of engineering practice. For exam-

ple, a number of large European research projects were aimed at introducing DRSM models

in industrial codes (FLOMANIA and ATAAC), but did not lead to a significant change in

industrial CFD practice. A second common choice is to use one of the Explicit Algebraic

Reynolds Stress Models (EARSM), which are based on a weak equilibrium assumption that

leads to a constitutive equation between the turbulence stresses and the mean deformation

field. In addition, EARSM involve the transport of two turbulence scales. The anisotropy

equilibrium assumption that is inherent to EARSM has been a known source of performance

limitations in complex non-equilibrium flows. A third option is resort to Nonlinear Eddy Vis-

cosity Models (NLEVM), where the stress-strain relation is extended with additional terms.

NLEVM and EARSM models can be made to show sensitivity to curvature and rotation, but

cannot handle consistently complex rotational e↵ects.

A common feature of the classical closure approaches described so far is the assumption that

all key information about the turbulence is contained in the scales of the turbulence and in

the turbulence stress tensor. However, one should consider that the turbulent stresses con-

tain information only about the componentality of the turbulence, i.e. about the directions

in which the turbulence fluctuations associated with large-scale eddies are most energetic.

Thus, traditional closures do not take into account the morphology of the energy-containing

eddies. Yet, eddies tend to organize spatially the fluctuating motion in their vicinity. In

doing so, they eliminate gradients of fluctuation fields in some directions (those in which the

spatial extent of the structures is significant) and enhance gradients in other directions (those

in which the extent of the structures is short). Thus, associated with each eddy are local axes

of dependence and independence that determine the dimensionality of the local turbulence

structure. This structure dimensionality information is complementary to the componental-

ity information contained in the Reynolds stresses, and as Kassinos and Reynolds [2, 3] have

shown it is dynamically important.
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Reynolds and Kassinos identified this common limitation of classical closures and introduced

an alternative modeling approach, the Structure-Based Models (SBM), which today provide

a promising route for devising improved RANS turbulence closures. The main feature of

this type of models is that they provide a complete tensorial representation of turbulence

structure. SBM can be envisioned in two complementary ways. The first is to use directly

the structure tensors that characterize the morphology of the turbulence. The transport of

these tensors is governed by exact partial di↵erential equations that have been derived and

this provides the starting point for di↵erential SBMs, such as the Q-model [4]. In general,

di↵erential SBMs involve a large number of transport equations, which can be unattractive

for routine engineering computations. Hence, a second way is to assume that the turbu-

lence can be mimicked by ensembles of simplified structures, hypothetical 2D eddies, whose

axis of independence is given by an eddy-axis vector. The orientation of the eddy-axis can

be obtained through model equations, either di↵erential or algebraic. These eddies are 2D,

but they can be jetal 2D-1C (motion only along the eddy-axis), vortical 2D-2C (motion in

planes normal to the eddy-axis) or helical 2D-3C (correlated motion along and normal to the

eddy axis). Averaging over ensembles of eddies produces statistical quantities representative

of the field and allows one to relate the Reynolds stress tensor to the statistics of the tur-

bulence structure.[2, 5] The Algebraic Structure-Based Model (ASBM)[6] is an engineering

structure-based model that follows this second approach. It is a fully realizable two-equation

structure-aware model that provides the full Reynolds stress tensor.

In the ASBM, the eddy-axis is obtained through an algebraic equation that takes into account

asymptotic rapid distortion theory (RDT) limits. Under RDT, the governing equations are

linearized by neglecting products of turbulent fluctuations. This linearization is based on the

assumption that the turbulence does not have time to interact with itself because the eddy

turnover timescale is much longer than that of the mean distortion. Near solid boundaries,

the model is sensitized to the wall-blocking e↵ect through an elliptic relaxation equation

that is based on the physical argument that eddies must be realigned parallel to the wall as

the wall is approached. While the ASBM comes with its own transport equations for the

turbulence scales (notably the Large-Scale Enstrophy Equation LSE),[7] it has recently been

successfully coupled with the scale equations of popular Eddy-Viscosity Models (EVM), such

as the v2-f ,[8] the -"-�-↵ [9] and the -! models.[6, 8, 10]
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1.2 Motivation

The work presented in this thesis has been motivated by the current status of Structure-

Based Models (SBMs). The formulation of the Algebraic Structure-Based Model (ASBM)

has provided an engineering simplification of the general Structure-Based Modeling (SBM)

framework, but its impact has so far been limited by two constraints. The first is that until

recently, ASBM had been applied only to canonical flows, such as fully-developed channel

flows, turbulent boundary layers over flat plates and the backward facing step. Thus, we were

motivated to explore the performance of the closure in more complex two-dimensional (2D)

flows, such as flows in an asymmetric di↵user, smooth hills with and without flow control and

airfoils. These are flows where adverse and favorable pressure gradients have a significant

e↵ect on flow development. The second constraint is related to a number of stability issues

associated to the ASBM closure. These issues have become apparent to us during previous

unpublished work. Thus, we have put significant e↵ort into identifying the root causes of

these stability issues and into increasing the overall stability of the model.

Work has also been directed at enriching and improving the physical content of SBMs. For

example, the structural anisotropy of turbulence is known to have a significant e↵ect on scalar

transport. Hence, the expectation has been that SBMs could provide improved predictions

for passive scalar transport and heat transfer phenomena. However, until now this potential

has remained largely unexplored as the main development e↵ort has been directed towards

devising engineering simplifications of the SBM framework, such as the ASBM. In this work,

we have taken the first step into exploring this potential by using the IPRM framework to for-

mulate a structure-based model for passive scalar transport. In the same line of fundamental

work, we constructed a di↵erential SBM providing better predictions for homogeneous turbu-

lence subjected to weak irrotational deformations, a category of flows for which the original

eddy-axis based di↵erential SBM is known to exhibit poor performance.

1.3 Passive scalars

The terminology passive it refers to the simplified case where a scalar is in such low concen-

tration so that does not influence the evolution of the fluid. The study of the passive scalars

is of great importance in engineering applications including pollution contaminants, tempera-

ture or elements concentration, since this simplification is a first step in understanding scalar

behavior in these applications. The significance of this idealized case has motivated a lot

of researchers in trying to construct a theory which would provide a starting point for these

studies. The predominant theory for the description of the energy statistics in a turbulent flow
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in high Reynolds numbers is based on Kolmogorov’s [11] idea of local isotropy, meaning that

the small scales are isotropic, independently of the presence of any large scale anisotropies.

In analogy to the velocity field case, similar arguments were extended to account also passive

scalar statistics by Obuknov [12] and Corrsin [13] for a scalar in the presence of homogeneous

and isotropic turbulent flow field at high Reynolds and Peclet numbers. The elegance of

the formulation based on local isotropy, a case at which the transport equations are severely

simplified, have motivated a large amount of works [14, 15], and similarity solutions for both

scalar and velocity fields have been obtained, even in the presence of mean scalar gradients

[16].

However, this aspect has undergone drastic reinterprentation from a number of works reported

in literature [17, 18] which denote the impact of the large scale turbulent structures at the

small scales. One of the key quantities characterizing this impact is the dissipation rate of

the scalar variance. Specifically, the majority of current models for passive scalar transport

require knowledge of both the turbulence and the scalar dissipation time scales, since the

initial conditions of these time scales and their ratio can severely a↵ect the evolution of the

turbulent scalar field [19]. An elegant approach used by many workers is to solve directly

for the scalar dissipation rate through the use of empirical equations [20, 21]. However, even

though the terms that occur in the exact equation are related to the small-scale processes, it

is common that these terms are modeled solely based on large-scale quantities.

Reynolds et al. [7] developed a structure-based model for the velocity field by modeling the

small-scale processes based on a set of one-point tensors, which contain physical information

with regards to the large-scale structure of the turbulent field. All of these yielding promising

results. Thus, part of this work is motivated by the belief that a good turbulence model for

the passive scalar transport must be build based on structural information about the most

energetic eddies. Hence, the most immediate need is for a robust homogeneous model, and

that is the focus of this work.

1.4 Objectives

Based on the above considerations, we have devoted large e↵ort to the fundamental develop-

ment of Structure Based models, in order to extend the range of their applicability. Thus, the

main objective is to construct a one-point, passive scalar model for homogeneous turbulence

which incorporates information about turbulent structure through the use of tensors related

to turbulent structure, called structure tensors. The model matches the decay rates in freely

isotropic turbulence, while it provides excellent predictions for isotropic turbulence in the

presence of mean scalar gradient and for the case of pure homogeneous shear flow. Therefore,
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the proposed model may serve as the backbone of a more general one-point inhomogeneous

model. Another goal of the current thesis is the engineering development of the ASBM for

practical applications. This development deals with the known stability issues of the closure,

while it proposes a new coupling of ASBM, that with SA. Moreover, another objective was

to investigate the performance of the structure-based models in weakly compressible flows.

The test cases that were chosen are those of flows passing over smooth airfoil surfaces at low

Mach number.

1.5 Contributions

The most important contributions of the current work are the following:

• The development, for the first time, of a complete structure-based model for the study

of the transport of passive scalar, consisting of two di↵erent types of models. An

extended IPRM model which provides turbulent statistics of a passive scalar field in

homogeneous turbulence. In order to “feed” the extended IPRM model with suitable

turbulence scales, a two-equation model based on the triple decomposition scheme is

constructed, sensitized to the anisotropy of the turbulent field. The complete model has

been validated in a large number of test cases, involving either shear flows or irrotational

deformations, at stationary and rotating frames. The closure was tested at both the

RDT and slow limit, providing very promising results.

• The construction of a new stochastic structure-based model for the case of homogeneous

turbulence. This scheme revises the main issues that were encountered in the previous

version, as described in the work of Kassinos and Reynolds [22]. The proposed model

incorporates additional physical information through the use of more sophisticated ex-

pressions for the turbulent parameters. It provides improved results compare to the

previous model for all the irrotational benchmark cases, accompanied with a more con-

sistent physical behavior. In addition, the model shows excellent agreement at the limit

of rapid deformations.

• We demonstrate, for the first time, a coupling between an algebraic simplification of

the structure-based models, called Algebraic Structured-Based Model (ASBM), and an

one-equation turbulence model, particularly the Spalart-Allmaras (SA) model. The

current coupling provides an easy route to bringing structure information in engineer-

ing turbulence closures. As the ASBM requires correct predictions of two turbulence

scales, which are not taken into account in the SA model, Bradshaw relations and nu-

merical optimizations are used to provide the turbulent kinetic energy and dissipation
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rate. Attention is paid to the robustness and accuracy of the hybrid model, showing

encouraging results for a number of two-dimensional test cases.

• The demonstration that a coupling of the Algebraic Structure-Based Model with the

SST model has the potential to lead to improved aerodynamic computations. The

coupled closure has been implemented in a compressible solver and validated against

experiments for low Mach number flows over rotor-craft airfoils. A number of stability

techniques were constructed and implemented in the solver in order to improve the sta-

bility of the closure, leading to converged solutions for pitching cases, for the first time.

For all the static cases considered, the ASBM provides notably improved predictions

for the lift forces when compared to the SST closure.

1.6 Overview

Chapter 2 provides an overview of the mathematical background upon which the develop-

ments in the subsequent chapters are built. In Chapter 3, we discuss the development of a

structure-based model for the passive scalar field. A stochastic generalization, as discussed

in Arnold’s book [23] and in Kassinos and Reynolds [24], is used to extend the original IPRM

so as to account for passive scalar statistics in homogeneous turbulence. In order to bring the

IPRM model into a closed form, a set of transport equations for the passive scalar turbulence

scales is derived based on the triple decomposition method. Accordingly, a term-by-term

modelling process is discussed for the simplified case of homogeneous turbulence, accompa-

nied by physical justifications. The modeling parameters are evaluated by matching simple

isotropic cases in the absence of mean gradients, whereas the performance of the model has

been ascertained through comparison between model predictions with DNS, LES and exper-

imental results for more complex homogeneous flows involving imposed mean deformations.

Some preliminary results are also shown for the newly proposed coupling of the structure-

based scalar model with the algebraic structure based model (ASBM). In this case, the ASBM

provides the structure tensors and their products that are needed in the scalar model.

In Chapter 4, we develop a new stochastic extension of the original di↵erential structure-

based model of Kassinos and Reynolds [2]. We discuss the derivation of modified transport

equations in respect to an earlier stochastic extension of the model [24] and we focus on

physical considerations. Subsequently, the performance of the proposed model is tested on

flows that are subjected to both rapid and slow deformations. The next two chapters are

devoted to the description of the coupling procedure between the ASBM and the one-equation

SA model. The SA model is implemented in an incompressible solver and its validity is

verified through a series of 2D flows, for which DNS and experimental data are available.
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Consequently, we provide a brief and comprehensive summary of a suitable set of algebraic

expressions, used to couple the SA model with the ASBM closure. Concurrently, known

refinement issues from prior couplings of ASBM with Eddy Viscosity Models are examined

one by one, leading to useful outcomes. The validity of the proposed ASBM-SA model is

tested for the same benchmark cases. The closure preserves the superior robustness of the

SA closure, providing smooth converged solutions with a good convergence rate. It has been

able to capture e↵ectively the turbulence anisotropy, whereas it remains fully realizable in all

test cases.

Chapter 7 investigates the potential to extend ASBM applicability to weakly compressible

flows. The algebraic model is implemented in a compressible solver and combined with the

SST model. A discussion about the stability treatment of the hybrid model is presented.

Static and dynamic computations are performed for flows over di↵erent types of rotorcraft

airfoils at low Mach number, for which the compressibility e↵ects are weak. Comparison is

made with experimental works which reveals the ability of ASBM to provide notably improved

predictions for the lift forces when compared to the SST closure.
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Mathematical Background

2.1 Cartesian tensors.

2.1.1 Outline

This chapter introduces the mathematical tools that will be needed in subsequent chapters.

After introducing the Cartesian tensors accompanied with their basic properties, the basic

conservation laws are introduced in Section 2.3. In Section 2.4, two decomposition methods,

which are excessively used in this thesis are mentioned, whereas in Section 2.5 we introduce

the governing equations for incompressible and compressible flows. Next, in Section 2.6 we

provide details for a number of popular Eddy Viscosity Models that have been used in this

thesis to perform numerical simulations. In Section 3.2.2, we introduce the one-point structure

tensors, while in Sections 2.8-2.10 we give details for three di↵erent structure-based models

that will be used as the starting point for the developments we present in this work.

Notation

Throughout the thesis, the Einstein summation convention is used. Thus, repeated indices

imply summation. For example,

aijbj = ai1b1 + ai2b2 + ai3b3 . (2.1)

The general definition and laws of operation of Cartesian tensors are given below:
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Definition The tensor A, of rank n, is a quantity defined by 3n components which may

be written Aijk . . . n, which under rotation is linearly transformed to a new coordinate

frame through the identity

Āpq...t = lipljq . . . lntAij...n , (2.2)

where lij is the orthonormal rotation matrix.

Symmetries If interchange of two of the indices does not change the value of the component,

then the tensor is said to be symmetric with respect to these indices. If the absolute

value is unchanged but the sign is reversed, then the tensor is antisymmetric with

respect to the indices.

Contraction The 3n�2 quantities formed by identifying two of the indices of an nth rank

tensor and invoking the summation convention are components of a tensor of order

n� 2.

Scalar Multiplication If ↵ is any scalar, A and B are tensors of the same order, they obey

to the following laws

↵A = A↵ , ↵(A+B) = ↵A+ ↵B . (2.3)

Addition If A, B and C are tensors of the same order, they obey to the following laws

A+B = B+A , A(B+C) = AB+AC . (2.4)

Multiplication If A and B are tensors of order n and m respectively, the product A B

yields to a tensor of order n+m.

Isotropic tensors Isotropic tensors are those tensors whose components are unchanged

by rotation of the frame of reference. The fundamental second order isotropic tensor, called

Kronecker delta, given by

�ij =

(
1 i = j,

0 i 6= j,

whereas the basic third order isotropic tensor, also called Levi-Civita tensor, is expressed as
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✏ijk =

8
>><

>>:

1 if (i, j, k) is a cyclic permutation of (1,2,3) ,

�1 if (i, j, k) is an anti-cyclic permutation of (1,2,3) ,

0 if any of i, j, k are equal.

A useful identity is given by

✏kij✏klm = �il�jm � �im�jl , (2.5)

which can be extracted through the following generalized expression

✏ijk✏lmn = det

0

BB@

�il �im �in

�jl �jm �jn

�kl �km �kn

1

CCA ,

or

✏ijk✏lmn = �il�jm�kn + �im�jn�kl + �in�jl�km � �il�jn�km � �im�jl�kn � �in�jm�kl , (2.6)

2.1.2 Invariants

The invariants of a tensor are variables that are independent of the coordinate system, insen-

sitive to rotation. The theory of invariants states that there exist three invariants of a second

order tensor Aij

I = Ajj , II =
1

2!
(AiiAjj �AijAji), III =

1

3!
(AiiAjjAkk � 3AiiAjkAkj + 2AijAjkAki) .

(2.7)

An important theorem that is deduced from this theory is the Cayley-Hamilton theorem. This

theorem states that a second order tensor satisfies its own characteristic equation, given by

A3

ij � IA2

ij + IIAij � III�ij = 0 , (2.8)

where A2

ij = AikAkj and A3

ij = A2

ikAkj .
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2.2 Equivalence between Euler and Langrangian coordinates.

At some instant t = 0 a certain fluid particle is at a position ⇠i and at a later time the same

particle is at position xi , where xi is a function of t and the initial position ⇠i

xi = xi(⇠i, t) . (2.9)

The initial coordinates ⇠i are the material coordinates, also called Lagrangian coordinates,

whereas xi are the spatial coordinates, or Eulerian coordinates, also called position or space.

Eq. (2.9) is a curve and these type of curves are called particle paths. Any property of the

fluid, say F may be followed along the particle path. The equivalence between the material

and spatial description is depicted by

F (xi, t) = F [⇠i(xi, t), t] . (2.10)

Associated with the above descriptions are two time derivatives, denoted by

@

@t
= (

@

@t
)x ,

d

dt
= (

@

@t
)⇠ . (2.11)

Thus @F
@t is the rate of change of F as observed at a fixed point xi, whereas

dF
dt is the rate

of change as observed when moving with the particle, also called material derivative. The

connection between the two derivatives is established by

dF

dt
=

@

@t
F (⇠i, t) =

d

dt
F (xi, t)

=
@F

@xi
(
@xi
@t

)⇠ + (
@F

@t
)x

i

= vi
@F

@xi
+
@F

@t
,

(2.12)

where vi =
dx

i

dt .
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2.3 Conservation laws

Let ⇢(xi, t) be the mass per unit volume at position xi and time t. Also let’s assume = being

the mass m of a volume V . Use of Reynolds theorem can leads to the integral form of mass

conservation law

dm

dt
=

Z Z Z

V (t)
{@⇢
dt

+
@(⇢vi)

@xi
}dV , (2.13)

or to the di↵erential form

@⇢

@t
+
@(⇢vi)

@xi
= 0 . (2.14)

The forces acting on an element can be separated into two kinds. The external or body

forces per unit volume denoted by fi, such as gravitational or electromagnetic forces, and

the internal forces per unit area denoted by ti, which act on the fluid element through its

bounding element.

The principle of the momentum conservation states that these two kinds of forces define the

rate of change of the linear momentum of the volume V , that is

d

dt

Z Z Z

V (t)
⇢vidV =

Z Z Z

V (t)
⇢fidV +

Z Z

S(t)
tidS . (2.15)

Denoting by ni the outward unit vector of the element surface and using the identity

ti = niTij , (2.16)

yields the integral form of the conservation law for an arbitrary stress tensor Tij

d

dt

Z Z Z

V (t)
⇢vidV =

Z Z Z

V (t)
{⇢fi +

@Tji

@xj
}dV , (2.17)

or to the di↵erential form, also called Cauchy’s equation of motion
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d(⇢vi)

dt
= ⇢fi +

@Tji

@xj
. (2.18)

The stress tensor may always be written

Tij = �p�ij + ⌧ij , (2.19)

where p is the pressure ⌧ij is the viscous stress tensor.

Assuming Newtonian fluid, the viscous stress depends linearly on strain rate, that is

⌧ij = µ(
@ui
@xj

+
@uj
@xi

) + �[
@uq
@xq

]�ij , (2.20)

where � and µ are the two coe�cients of viscosity. Based on Stokes assumption � = �2µ/3,

whereas the µ is estimated through the Sutherland equation

µ = C
1

T 3/2

T + C
2

, (2.21)

where C
1

= 1.458⇥10�6 kgm2/(s
p

oK) and C
2

= 110.4 oK for air at moderate temperatures.

The velocity gradient tensor can be written as the sum of symmetric and antisymmetric parts

@ui
@xj

=
1

2
(
@ui
@xj

+
@uj
@xi

) +
1

2
(
@ui
@xj

� @uj
@xi

) ,
@ui
@xj

= Sij + ⌦ij , (2.22)

where Sij is the symmetric strain rate tensor and ⌦ij is the antisymmetric rotation rate

tensor. The latter tensor is related to the vorticity vector through the identities

⌦ts =
1

2
!m✏mst , !i = ✏ist⌦ts . (2.23)

The law of energy conservation states that the increase of total energy (kinetic and internal)

in a material volume is the sum of the heat transfered and the work done on the volume
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d

dt

Z Z Z

V (t)
⇢(

1

2
v2 + E)dV =

Z Z Z

V (t)
[⇢fivi +

@(viTji)

@xj
� @qi
@xi

]dV , (2.24)

where qi is defined by the Fourier law of heat conduction

qk = �T
@T

@xk
, T is coe�cient of thermal conductivity. (2.25)

Another important expression is the conservation equation of a passive, conservative scalar,

say �. Passive means that scalar does not influence the properties of the flow and conservative

refers to the absence of sink/source terms at the RHS. The integral form is given by

d

dt

Z Z Z

V (t)
(⇢�)dV =

Z Z Z

V (t)
[�@hj
@xj

]dV , (2.26)

where hj is the di↵usive flux vector.

2.4 Decomposition methods.

The most common decomposition method is the procedure first introduced by Reynolds [25],

in which an instantaneous variable is decomposed into a mean and a fluctuating part through

time (or spatial averaging)

ui = ui + u0i . (2.27)

Additionally, Reynolds [26] introduced an averaging process (denoted by angled brackets)

which extracts the large-coherent motions from the fluctuating field. Applying this approach

leads to the triple decomposition of an instantaneous variable. It is decomposed into a mean

part, denoted by an overbar, and a fluctuating part that consists of a large-scale part, denoted

by a tilde, corresponding to the large-scale coherent motions and a small-scale part which

corresponds to small-scale fluctuations, denoted by a double prime.

Thus, the contributions to an instantaneous quantity �i, are

�i = �̄i + �0i = �̄i + �̃i + �00i , (2.28)
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and satisfy the following averaging properties,

h�ii = �̄i + �̃i , (2.29a)

h�ii = �̄i , (2.29b)

�̃i = 0 . (2.29c)

It is also assumed that the commutative property is satisfied between the averaging and the

di↵erentiation operators and that contribution at di↵erent scales are not correlated,

�̃i�00j = 0, �̄i�̃j = �̄i�̃j = 0, h�̃i�00j i = �̃ih�00j i = 0 . (2.30)

2.5 Governing equations.

2.5.1 Incompressible flows.

For incompressible flows, the conservation laws are summarized as:

@ui
@t

+ uj
@ui
@xj

= �1

⇢

@p

@xi
+

µ

⇢

@2ui
@x2j

, (2.31a)

@ui
@xi

= 0 , (2.31b)

@�

@t
+ ui

@�

@xi
= ��

@2�

@x2i
, (2.31c)

⌧ij = µ(
@ui
@xj

+
@uj
@xi

) , (2.31d)

where the pressure p can be extracted by combining eqs. (2.31a), (2.31b). Since pressure can

be solely determined through the momentum, the energy equation is not considered, while a

constant dynamical viscosity is assumed.

2.5.2 Compressible flows.

For compressible flows, the conservation laws take the following forms
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@⇢

@t
+
@(⇢ui)

@xi
= 0 ,

@(⇢ui)

@t
+

@

@xj
(⇢uiuj + p�ij) =

@⌧ij
@xj

,

@(⇢e)

@t
+

@

@xi
[⇢ui(e+

p

⇢
)] =

@

@xj
[ui⌧ij + T

@T

@xj
] ,

@(⇢�)

@t
+
@(⇢ui�)

@xj
= � @

@xj
(�

@�

@xj
) ,

(2.32)

where � is the di↵usivity coe�cient of the scalar �. The pressure is evaluated through the

equation of state

p = (� � 1)⇢


e� 1

2
uiui

�
, (2.33)

where � is the ratio of the specific heats. The thermal coe�cient and the temperature are

determined by

T =
cpµ

Pr
, T =

p

R⇢
, (2.34)

where Pr is the Prandtl number, cp is the specific heat at constant pressure, and R is the

gas constant.

2.6 Eddy Viscosity Models.

2.6.1 Boussineq Approximation.

In 1877, Boussineq postulated that the Reynolds stress tensor can be modeled as being

proportional to the deformation rate tensor through the following expression

�⇢u0iu0j = µT (
@ūi
@xj

+
@ūj
@xi

� 2

3

@ūk
@xk

�ij)�
2

3
⇢�ij . (2.35)

Adding eqs. 2.35 and eq. 2.20 yields the following model expression for the total stress tensor
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⌧ ij
total

= ⌧ ij +


� ⇢u0iu

0
j

�

aniso

= (µ+ µT ){
@ũi
@xj

+
@ũj
@xi

� 2

3

@ũk
@xk

�ij} , (2.36)

where the pressure p̃ absorbs the isotropic part of (2.35), leading to a modified pressure in

the momentum equations, defined by

p̂ = p̃+
2

3
⇢ . (2.37)

2.6.2 -! Models.

The -! model is an EVM commonly used in aerodynamic applications and it was developed

independently by Kolmogorov [27] and Sa↵man [28]. Since then, improved versions of the -!

model have been proposed, such as the model of Wilcox [29, 30] which has been one of the

most used models widely during the last decades. The -! family consists of two transport

equations and a set of algebraic expressions. As in -✏ models,  is used as the first turbulence

scale, while ! is chosen as the second scale, defined as ✏/(�⇤), where in standard versions

of the model the choice �⇤=0.09 is made. These models are designed so that they produce

inappropriate profiles for the turbulent kinetic energy , which is in general underestimated

in magnitude, without exhibiting the characteristic near-wall peak. These erroneous profiles

are tolerated in order to obtain reasonable distribution of the eddy viscosity ⌫t and shear

stress u0v0 accordingly. The model equations are

@

@t
+ uj

@

@xj
= P � �⇤!| {z }

source/sink

+
@

@xj
[(⌫ + �k⌫t)

@

@xj
]

| {z }
di↵usion terms

,

@!

@t
+ uj

@!

@xj
=
�P

⌫t
� �!2

| {z }
source/sink

+
@

@xj
[(⌫ + �!⌫t)

@

@xj
]

| {z }
di↵usion terms

+ 2
(1� F

1

)

!
�!2

@

@xj

@!

@xj| {z }
near wall correction

,

(2.38)

where the source term P = ⌧ij
@ū

i

@x
j

is transformed through the use of the Boussineq aprroxi-

mation into the form

⌧ij = ⌫t(2Sij �
2

3

@uk
@xk

�ij)�
2

3
�ij . (2.39)
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Menter [31] proposed extended versions of the -! models, namely -!-SST and -!-BSL.

Even though these versions were originally used for aeronautic applications, they became

widely used also in other fields, such as commercial and many research codes. The -!-SST

and -!-BSL models consist of a combination between the -! and the -✏ models such that

the -! is used in the inner region of the boundary layer and switches to the -✏ in the

freestream region. That way they are benefited from the superior near-wall behavior of the

-! model, whereas they use the -✏ behavior away from the walls, avoiding that way the

use of the -! model which is known to encounter numerical di�culties in that region. The

switching between the two zones is done smoothly through the use of blending function F
1

,

which drops near unity in the inner half of the boundary layer, while decreasing through the

outer region. This intricate function is given by

F
1

= tanh(arg4
1

),

arg
1

= min[max(

p


�⇤!d
,
500⌫

d2!
),

4�!2

CD!d2
] ,

CD! = max(
2�!2
!

@

@xj

@!

@xj
, A) ,

(2.40)

where d is the nearest distance of the point to a wall. To prevent an increase of the stress-

intensity ratio |u0v0|/, Menter introduced a limiter for the estimation of the eddy viscosity,

such as

⌫t =

(
a
1


max(a

1

!,SF
2

)

for SST

! for BSL, Wilcox

where

F
2

= tanh(arg2
2

), arg
2

= max(
2
p


�⇤!d
,
500⌫

d2!
) . (2.41)

Also, a production limiter is used in the SST model to prevent the build-up of turbulence in

stagnation regions:

P = min(P ⇤, X�⇤!) , (2.42)

where X is a constant, which depends on the particular model choice.
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Model coe�cients

In Menter’s models, a blending expression is used of the form

� = F
1

�
1

+ (1� F
1

)�
2

. (2.43)

This expression is used to ensure the smooth transition between the zones of the model

parameters appearing in the transport equations. A set of values chosen for some of these

parameters is given below:

A =

⇢
10�10 SST
10�20 BSL

, �
1

, �
2

=

(
5/9, 0.44 for SST
�
1

�⇤ � �
!1

⇤2
p
�⇤ , �2

�⇤ � �
!2

⇤2
p
�⇤ for BSL

,

�k1 =

⇢
0.85 SST
0.5 BSL

, �!2 =

⇢
0.856 SST, BSL
0 Wilcox

, X =

8
<

:

10 SST
20 BSL
0 Wilcox

.

In addition, the parameters that have common values in both Menter’s models were chosen

to be

�!1 = 0.5 , �
1

= 0.075 , �
2

= 0.0828 ,

�k2 = 1.0 , ↵ = 0.31 , ⇤ = 0.4 ,
(2.44)

whereas for Wilcox’s -! model, the respective constants were chosen to be

�k = 0.5 , �! = 0.5 , � = 3/40 , � = 5/9 . (2.45)

2.6.3 Spalart-Allmaras Model.

Spalart-Allmaras (SA) is a one-equation turbulence model which is mostly used in aerody-

namic flows. It is elegant for industrial applications because it provides superior stability, it

is faster and it is less sensitive to the grid choice compared to other popular EVM, such as

-! model. On the other hand, as it is commonly the case for one equation models, its main

disadvantage is that it lacks of physical content, making it weak for a number of turbulent

flows, such as massively separated flows, free-shear flows and complex internal flows.
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The transport equation of the working variable ⌫̂ is derived by using empiricism and argu-

ments of dimensional analysis, Galilean invariance and selected dependence on the molecular

viscosity and is given by

@⌫̂

@t
+ ūj

@⌫̂

@xj
= cb1(1� ft2)Ŝ⌫̂| {z }

Production

� [cw1

fw � cb1
2v

ft2](
⌫̂

d
)2

| {z }
Destruction

+
1

�
[
@

@xj
((⌫ + ⌫̂)

@⌫̂

@xj
) + cb2

@⌫̂

@xi

@⌫̂

@xi
]

| {z }
Di↵usion

,

(2.46)

where v is the von-Karman constant, while the turbulent eddy viscosity is computed from

µT = ⇢⌫̂fv1 , (2.47)

where fv1 is a damping function, which is defined in a way that ensures that ⌫̂ equals yu⌧

in the log layer, where u⌧ is the friction velocity,

fv1 =
�3

sa

�3

sa + c3v1
, �sa =

⌫̂

⌫
. (2.48)

The vorticity magnitude ⌦ =
p

2⌦ij⌦ij is used so that Ŝ maintains its log-layer behavior

(Ŝ = u
⌧


v

y )

Ŝ = ⌦+
⌫̂

2vd
2

fv2 , (2.49)

where d is the distance from the field point to the nearest wall. Additional functions are

fv2 = 1� �

1 + �fv1
, fw = g


1 + c6w3

g6 + c6w3

�
1/6

,

g = r + cw2

(r6 � r) , r = min[
⌫̂

Ŝ2vd
2

, 10] ,

ft2 = ct3 exp(�ct4�
2) ,

(2.50)

where function fw is used for obtaining the correct decay rate of destruction in the outer

region of the boundary layer, g acts as a limiter that prevents large values of fw. As a

consequence, both r and fw are tuned to equal unity in the log-law layer and decrease in the

outer region. The constants of the model are given in Table 2.1
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Table 2.1: Constants for the SA Closure

cb1 = 0.1355 �= 2/3
cb2=0.622 v=0.41
cw2

=0.3 cw3

=2
cv1=7.1 ct3=1.2
ct4=0.5 cw1

= c
b1

2

v

+ 1+c
b2

�

2.7 Turbulence structure tensors.

In the context of Reynolds Averaged Navier-Stokes (RANS), it is important to have good

one-point measures of turbulence anisotropy. As shown by Kassinos and Reynolds [2, 3], such

anisotropy measures must take into account the morphology of the large energy-containing

eddies. These coherent structures tend to organize the fluctuating motion in their vicinity

and in the process create anisotropy in both the componentality and the dimensionality of

the turbulence. Here, componentality refers to information about the directions in which tur-

bulent fluctuations are most energetic, while dimensionality refers to information about the

alignment and extent of the coherent structures. One has to distinguish between the turbu-

lence componentality and dimensionality because they are two distinct aspects of turbulence

anisotropy that a↵ect the dynamics of the turbulence in di↵erent ways [3]. The structure

of the turbulence field, i.e. the morphology of the large energy-containing eddies, can be

characterized through a set of one-point turbulence structure tensors. Here, we summarize

the key features of these tensors, but more details can be found in several works, such as

[32–34].

The one-point structure tensors are defined through the fluctuating stream function vector

 0
i, which is related to the fluctuating velocity u0i and vorticity !0

i through the expressions,

u0i = ✏ijk 
0
k,j ,  0

i,i = 0 ,  0
i,nn = �!0

i . (2.51)

The Reynolds stress tensor Rij , also called componentality tensor in the terminology of

Kassinos et al. [3], describes the spatial orientation of the velocity fluctuations, i.e. it

allows one to know in which direction the velocity fluctuations are most energetic. The

componentality tensor is related to the stream function vector through the identity

Rij = u0iu
0
j = ✏ist✏jpq 0

t,s 
0
q,p , rij = Rij/Rqq = Rij/(2) , (2.52)
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where  is the turbulent kinetic energy. Applying isotropic tensor identities [35] to eq. (2.80a)

leads to a constitutive equation,

Rij +Dij + Fij � (Cij + Cji) = Rkk�ij . (2.53)

Equation (2.53) leads to the definitions of the one-point structure tensors,

Componentality Rij = u0iu
0
j , rij = Rij/Rkk, r̃ij = rij � �ij/3 , (2.54a)

Dimensionality Dij =  0
k,i 

0
k,j , dij = Dij/Dkk, d̃ij = dij � �ij/3 , (2.54b)

Circulicity Fij =  0
i,k 

0
j,k, fij = Fij/Fkk, f̃ij = fij � �ij/3 , (2.54c)

Inhomogeneity Cij =  0
i,k 

0
k,j , cij = Cij/Dkk, c̃ij = cij � �ij/3 . (2.54d)

The dimensionality tensor Dij , describes the spatial orientation of the energy containing

eddies, allowing one to determine the directions in which the eddies tend to be aligned. If in

a given direction, let’s say x↵, the structures are long, then gradients of the turbulence stream

function tend to be eliminated in that direction, and as a result d↵↵ ! 0 (no summation is

implied over Greek indices). On the other hand, when the turbulence is organized in a stack

of thin two dimensional sheets normal to the x↵ direction, then stream function gradients

occur primarily in this direction and as a result d↵↵ ! 1. The circulicity tensor Fij describes

the structure of the large-scale circulation field. When large-scale circulation is concentrated

along a particular axis x↵, then f↵↵ ! 1.

The inhomogeneity tensor, as its name indicates, describes the degree of inhomogeneity of a

flow and it vanishes at the limit of homogeneous turbulence, as is shown easily if we re-express

the tensor such as

Cij = ( 
0
i 

0
k,j),k . (2.55)

In contrast to the other structure tensors, the trace Ckk can take zero or negative values in

some regions of a turbulent flow, leading to an ill-defined normalized tensor. Instead of Ckk,

the trace Dkk is used to normalized this tensor instead of Rkk, to avoid singularities at the

wall of wall bounded flows.

2.7.1 The special case of homogeneous turbulence.

Next, we consider the case of homogeneous turbulence, in which the statistics of the turbulent

field are independent of position. The concept of homogeneous turbulence is an idealization,
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in that there is no known method of realizing such a motion exactly. Nevertheless, this

idealization is useful for modeling development, since it can be used as an intermediate step

towards the construction of a turbulence model, suitable for general inhomogeneous flows.

In this limit, the one-point structure tensors of the velocity field can be expressed in terms

of an equivalent Fourier representation involving the following integrals,

Rij =

Z
Eij(k)d

3k , (2.56a)

Dij =

Z
kikj
k2

Eqq(k)d
3k , (2.56b)

Fij =

Z
Wij(k)

k2
d3k , (2.56c)

where Eij ⇠ hûiû⇤j i is the velocity energy spectrum, Wij ⇠ h!̂i!̂⇤
j i is the vorticity spec-

trum tensor and k is the wave-number vector. Here, the upper-script (⇤) denotes a complex

conjugate. Eq. (2.56c) clearly reveals the connection between the circulicity tensor and the

large-scale circulation.

An interesting observation can be also deduced through the simplified constitutive equation

Rij +Dij + Fij = Rkk�ij . (2.57)

Eq. (2.57) implies that even in the case of homogeneous turbulence, two of the three tensors

are linearly independent, supporting the argument that knowledge of the componentality

tensor alone does not su�ce to completely characterize the turbulence field. Furthermore,

it is important to note that the diagonal components of trace-normalized tensors can attain

values only in the range zero to unity.

In homogeneous turbulence, Fourier expansions can be used to represent turbulent variables.

Thus, the following fluctuating quantities are represented by the Fourier series,

u0i =
X

k

ûi(k, t)e
�ik

m

x
m , (2.58a)

!0
i =

X

k

!̂i(k, t)e
�ik

m

x
m . (2.58b)
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The spectra satisfy the incompressibility conditions as follows

kjEij = 0 , (2.59a)

kjWij = 0 . (2.59b)

Eq. (2.59a) is a consequence of the incompressibility requirement. Since the turbulent vari-

ables are real quantities, the following identities must be satisfied by their Fourier coe�cients

û⇤i (k, t) = ûi(�k) , !̂⇤
i (k, t) = !̂i(�k) . (2.60)

The componentality tensor is connected to the velocity spectrum through the equation

Rij =

Z
Eij(k, t)d

3k , (2.61)

whereas the Fourier representation of the dimensionality tensor is given by the integral form

Dij =

Z
kikj
k2

Enn(k, t)d
3k . (2.62)

The circulicity tensor is related to the vorticity spectrum through the relation

Fij = ✏inm✏jts

Z
knkt
k2

Ems(k, t)d
3k =

Z
Wij

k2
d3k . (2.63)

Another important tensor which is defined in terms of the velocity spectrum tensor is the

fourth-rank tensor Mijpq given by

Mijpq =

Z
kpkq
k2

Eij(k, t)d
3k . (2.64)

Di↵erent contractions of the fourth rank tensor can yield the structure tensors through the

expressions
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Rij = Mijss =

Z
Eijd

3k Dij = Miipq =

Z
kikj
k2

Ennd
3k ,

Fij = ✏ipq✏jrsMqspr ,

(2.65)

revealing that Mijpq is linearly dependent not only on Rij but also on Dij .

At the limit of large S/✏, meaning the time scale of the mean deformations (1/S) is much

shorter than the characteristic turbulence time scale (/✏), the equations can be linearized

in terms of the turbulent variable, leaving as the only non-linear term the product involving

the pressure and velocity variables

dRij

dt
= �GikRkj �GjkRki + T r

ij , (2.66)

where the upper-script (r) refers to the rapid part of the pressure related term, which is

related to the Mijkp through the equation

T r
ij = 2Gkn(Minkj +Mjnki) . (2.67)

2.8 The Interactive particle representation model (IPRM)

for homogeneous turbulence.

The Particle Representation Model (PRM) was introduced by Kassinos and Reynolds [2] as

a means of carrying out e�ciently exact simulations of general deformations of homogeneous

turbulence in the limit of Rapid Distortion Theory (RDT). In the RDT regime, the time

scale of the turbulence is assumed to be much larger than the characteristic mean defor-

mation time scale, leading to a linearization of the governing equations by neglecting terms

involving products of fluctuating quantities. Even in the RDT limit, the governing equations

are not closed at the one-point level because of the non-locality of the pressure fluctuations.

One way to carry out exact RDT computations is to resort to spectral or pseudo-spectral

simulations. While this is of course a valid approach, it is computationally costly and an

overkill if one only needs to compute one-point statistics of turbulence. The PRM is based

on the recognition that a full Fourier representation is unnecessary if all one is interested in is

to compute exactly the one-point statistics of turbulence in the RDT limit. One can achieve
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this goal through a reduced representation that retains only a subset of the information nor-

mally carried in a spectral computation. In a sense, the PRM retains the minimal amount

of information beyond one-point that enables a self-consistent closure of the RDT governing

equations without resort to the use of a model and without resorting to full two-point formu-

lations. Furthermore, Kassinos and Reynolds [2] cast this minimal representation in terms of

“hypothetical particles”, thus avoiding the formality of Fourier transforms. Further details

about the PRM framework are given in a number of publications [24, 36].

Each PRM “particle” is equivalent to a one-dimensional one-component (1D-1C) sheet of

turbulence. In essence, particles are building blocks that can be used to construct more

complex turbulence fields. Each of the PRM particles is assigned a number of properties, the

exact set of properties depending on the application. In this work, we extend the original

PRM by adding to the set of particle properties the passive scalar. Here, the complete set of

particle properties is taken to be,

Ni gradient vector

Vi velocity vector

Wi vorticity vector

Si stream function vector

P pressure

� passive scalar .

The gradient vector Ni represents a physical space abstraction of the wavenumber vector.

The plane of each particle (the sheet of turbulence) is a plane of independence, in the sense

that properties do not vary within the sheet. The gradient vector points in the direction of

dependence, that is normal to the particle plane. Properties vary only in the direction normal

to the sheet of turbulence.

In the PRM framework, one computes one-point statistics by taking ensemble averages over

all the particles being tracked. For example, the one-point structure tensors of (B.9) are

obtained through

Rij = hV 2vivji , Dij = hV 2ninji , Fij = hV 2sisji , Ds
ij = h�2ninji , (2.68)

where the angled brackets denote an ensemble average, and where we have used lower case

to indicate the components of the unit vectors, for example ni = Ni/N where N =
p
NsNs.
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2.8.1 PRM evolution equations

The particle properties are evolved in time according to simple di↵erential equations that

emulate the exact governing equations (3.4) in the limit of inviscid RDT,

dNi

dt
= �GziNz , (2.69a)

dVi

dt
= �(Giz + 2⌦f

iz)Vz + PNi , (2.69b)

d�

dt
= �⇤iVi . (2.69c)

The rapid pressure is determined by enforcing the incompressibility condition ViNi = 0,

P = 2(Gmk + ⌦f
mk)

VkNm

N2

, (2.70)

where ⌦f
ik is the frame rotation tensor, if present. The form of the pressure solution in (2.70)

means that the velocity evolution depends only on the unit gradient vector ni. Thus, one can

replace equation (2.69a) by

dni

dt
= �Gkink +Gkmnknmni . (2.71)

2.8.2 IPRM evolution equations

For weak deformations of homogeneous turbulence, when the time scale of the mean defor-

mation is comparable to that of the turbulence, equations eq. (2.69) must be modified to

account for the e↵ects of the non-linear turbulence-turbulence interactions. Kassinos and

Reynolds [24] argued that under weak mean deformation, when the turbulence has time to

interact with itself, each particle sees an e↵ective gradient due to the background action of

the sea of large-scale eddies in addition to the mean velocity gradient. The same action

provides an e↵ective rotational randomization of the particles, much as mean or frame rota-

tion tends to randomize the Fourier modes under RDT. Based on these arguments, Kassinos

and Reynolds [24, 36] proposed the following form of the Interacting Particle Representation

Model (IPRM) equations that are valid for general deformations of homogeneous turbulence

dNi = �Gn
kiNkdt , (2.72a)

dVi = �(Gv
ik + 2⌦f

ik)Vkdt+ PNidt�C
1

Vidt� C
2

V ✏ipqdWpnq .| {z }
rotational randomization

(2.72b)
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The e↵ective gradients are given by

Gn
ij = Gij +

Cn

⌧
rikdkj , Gv

ij = Gij +
Cv

⌧
rikdkj , (2.73)

where ⌧ is the turbulence time scale. The model constants Cn and Cv are chosen to be

Cn = 2.2Cv = 2.2. The rotational randomization model is designed to leave the turbulent

kinetic energy una↵ected and it involves a Gaussian white-noise forcing dWi, having the

following properties when averaged

dWi = 0 , dWidWj = dt�ij , AjdWi = 0 , (2.74)

where Ai is a stochastic vector. The pressure is again determined by the incompressibility

condition VsNs = 0,

P = (Gv
mk +Gn

mk + 2⌦f
mk)

VkNm

N2

. (2.75)

The model constants C
1

and C
2

are given by

C
1

= C2

2

=
8.5

⌧
⌦sfpqnpnq, ⌦s =

q
⌦s
q⌦

s
q, ⌦s

i = ✏ipqrqkdkp .

Cn = 2.2Cv = 2.2 ,

⌧ =


✏
=

2

✏
Cvriqdqsrsi .

(2.76)

For the evaluation of the time scale ⌧ , the standard ✏ evolution equation with a correction in

the presence of rotational e↵ects is used,

d✏

dt
= �Co

✏2

2
� CsSpqrqp✏� C

⌦

p
⌦n⌦mdnm✏ , (2.77)

with

Co =
11.0

6
, Cs = 3.0, C

⌦

= 0.01 . (2.78)

Note that with the use of e↵ective gradients the governing equations retain under slow defor-

mation the basic structure of the RDT equations, even though they now include nonlinearity

through the e↵ective gradients, as they should. Furthermore, using e↵ective gradients means

that one does not need to resort to traditional return-to-isotropy “slow” terms. This is im-

portant because there are known cases where return to isotropy does not apply under very

weak deformation, such as the release of turbulence following a history of deformation under

irrotational plane strain or axisymmetric expansion [3, 37, 38]. The e↵ective gradients allow
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the IPRM to match the turbulence behavior shown in DNS and experiments for these atypical

cases.

2.9 Structure Based Models (SBMs)

The PRM and IPRM fall within the SBM category of models. The main idea behind this cat-

egory of models is that the structure of a turbulent field can be completely described by a set

of tensors, called structure tensors. A phenomenological approach to introduce the structure

tensors was proposed by Reynolds and Kassinos, which provides a promising route for devis-

ing improved RANS turbulence closures. The main di↵erence between the structure-based

model and the PRM stems on the methodology used for the formulation of the statistical

quantities. In the PRM, the statistics are obtained by averaging over particles of fixed normal

vectors ni, while in the SBM model, averaging is performed on particles carrying the same

eddy-axis vector ai.

Kassinos and Reynolds [2] introduced the first SBM for flows subjected to rapid mean de-

formations, thus obeying to the RDT theory. This model succeeded in providing accurate

modeling of the stresses under irrotational deformation, exact modeling of the RDT fixed

points for all combinations of mean strain and mean rotation. Motivated by the success of

the rapid model, Kassinos and Reynolds extended the model to account for weak deformation

rates in homogeneous turbulence through the inclusion of stochastic terms [22], in a way that

the realizability of the resulted transport equations is guaranteed.

Below a brief summary of the original model of Kassinos and Reynolds (KR) is given, starting

from the basic conditional moments

R|a
ij = Ṽ 2[

(1� �)

2
(�ij � aiaj) + �aiaj +

�

2

⌦k

⌦
(✏ikyayaj + ✏jkyayai)] , (2.79a)

D|a
ij =

Ṽ 2

2
(�ij � aiaj) , (2.79b)

where ⌦k is the mean vorticity vector. These tensors are then averaged over all particles to

obtain

Rij = q2

(1� �)

2
(�ij � aij) + �aij +

�

2

⌦k

⌦
(✏ikyayj + ✏jkyayi)] , (2.80a)

dij =
(�ij � aij)

2
, (2.80b)
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where � is the fraction of energy in the jetal mode, (1 � �) is the fraction of energy in the

vortical mode and � is the jetal-vortex correlation parameter. The normalized eddy-axis

tensor aij describes the orientation of the eddies, given by

aij =
hV 2aiaji
hV 2i , (2.81)

where ai is a unit vector aligned with the axis of independence.

Eq. (2.80a) reveals a distinct discrepancy between the SBM approach and the conventional

EVM. EVM are based on the Boussineq approximation, which states that the turbulent stress

tensor has a proportional relation to the mean strain rate through the constitutive equation

Rij =
2

3
�ij � 2⌫TSij , ⌫T = Cµ

2/✏ . (2.82)

Instead, in structure-based modelling the Reynolds stress is related to a number of structure

parameters and the mean vorticity vector ⌦i.

Based on the previous arguments, the stochastic di↵erential of the energy-scaled eddy-axis

vector Ai = V ai is given by

dAi = [GikAk �GnmanamAi �GnmvnvmAi]dt

+ C
1

Aidt+ C
2

dWi + C
3

dWp�pAi + C
4

✏ipqdWpAq .
(2.83)

Starting from eq. (2.83), the transport equation for the eddy-axis tensor was found to be

daij
dt

= Gikakj +Gjkaki � (3�+ 1)SkmZa
kmij + (3�� 1)Snmamnaij

� 2�Snm
⌦k

⌦
✏nkt(Z

a
tmij � atmaij)

+
1

⌧
[Cr(1� �)(1� a2)(

�ij
3

� aij) + Ce
⌦p

⌦
(✏jptati + ✏iptatj)] ,

(2.84)

where Za
ijpq is a fully symmetric fourth order tensor, defined as

Za
ijpq =

hV 2aiajapaqi
hV 2i . (2.85)
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The transport equations for the jetal and jetal-vortex correlation parameters � and � are

given by

d�

dt
= �2�Skm(akm � rkm) + 2�

⌦k⌦z

⌦
(�kz � akz)�

C�

⌧
� , (2.86)

and

(
d�

dt
+ ⇣⌦⇤�)[

1

2

⌦k⌦z

⌦2

(�kz � akz)] = (1� 2�)
⌦k⌦z

⌦2

(�kz � akz)

+ �
⌦z

⌦
✏pzmSmkakp + �

⇢
[Snmrmn � 1

4
Skmamk]

+
⌦k⌦z

⌦2

[Szmamk +
(1� 6�)

4
SnmZa

kzmn � 1

2

⌦p⌦q

⌦2

Sqpakz

� �Spq
⌦m

⌦
✏qmtZ

a
tpkz]

�
� C�

⌧
� ,

(2.87)

where ⌦⇤ is the rms e↵ective eddy rotation rate

⌦⇤ =


⌦n⌦m

4
(�nm � anm) + ⌦z✏zkrSrpapk + SkmSmzakz � SktSpqZ

a
ktpq

�
1/2

. (2.88)

The model parameter ⇣ present in eq. (2.87) is taken as

⇣ = C
1

p
II

⌦

II
⌦

+ C
2

IIS
+ ⇣⇤ , (2.89)

where

⇣⇤ =

8
>><

>>:

C
3

|⌦
i

⌦

j

S
ij

|
4II

⌦

p
II

S

, if Se > 0 ;

0 if Se = 0 ;

C
4

⌦

i

⌦

j

S
ij

4II
⌦

p
II

S

, if Se < 0 .

⇣⇤ is the structure equilibrium parameter, which is modeled in terms of the mean structure

strain-rate and the second invariants

Se = Sijaji , (2.90a)

IIS = SijSij/2, II
⌦

= �⌦ij⌦ji/2 . (2.90b)
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The standard -✏ model is used for the evaluation of the time scale

d

dt
= �SijRji � ✏ , (2.91a)

d✏

dt
= [�CdSkk � Co

✏

2
� CsSpqrqp � C

⌦

p
⌦ij⌦jkaik]✏ , (2.91b)

with

Cd =
4

3
, Co =

11

6
, Cs = 3.0, C

⌦

= 0.01 . (2.92)

Lastly, the values of the model constants are chosen to be:

Rapid Model: C
1

= 5.9, C
2

= 2.0, C
3

= 7.0, C
4

= 2.5 ,

Slow Model: Cr = 1.8, Ce = �0.35, C� = 1.3, C� = 2.8 .

2.10 Algebraic Structure-Based Model.

The ASBM belongs to the family of structure-based Models (SBM) that are designed to

include information about the morphology of the energy-containing turbulence eddies. ASBM

has been built as an engineering simplification to more complex di↵erential structure-based

models, [4, 32] and requires two turbulence scales and the mean velocity gradients as inputs.

Given these inputs, it uses algebraic relations to return the normalized structure tensors,

including the Reynolds stresses, as output.

2.10.1 Structure parametrization

The fundamental idea behind the algebraic structure representation in ASBM is that any

three-dimensional three-component (3D-3C) turbulent field can be constructed by the su-

perposition of an ensemble of simpler 2D-3C fields representing individual eddies. Thus,

individual eddies can be envisioned as building blocks that are used in ensembles to repre-

sent complex turbulence fields. Individual eddies can di↵er in character according to their

componentality (C) and dimensionality (D). Averaging over an ensemble of eddies yields an

algebraic constitutive equation that relates the normalized Reynolds stress tensor rij to the

other structure parameters of the ensemble
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rij =
1

2
(1� �)(�ij � aij) + �aij

+ (1� �)�[
e�

2
�ij �

e+

2
aij � bij + [ab]ij ]

� �k(✏iprapj + ✏jprapi){
(1� �e�)

2
�kr + �bkr � �aknbnr} ,

(2.93)

where we have used

e± = 1± anmbmn, [ab]ij = ainbnj + ajnbni . (2.94)

To compute the Reynolds stress tensor one has to know the structure parameters that appear

on the RHS of equation (2.93), namely the eddy-axis tensor aij , the jetal parameter �, the

Jetal-vortex correlation, also called helical, parameter �, the flattening tensor bij and the

flattening scalar �. These are obtained through model functions that are based on the

asymptotic states produced by the RDT of homogeneous turbulence and adjusted for the

e↵ects of weak deformation and wall-proximity, where appropriate. A brief description of

these structure parameters and of the model functions used to compute them is given below

and in greater detail in [5, 10].

2.10.1.1 Eddy-axis tensor

The unit eddy-axis vector ai describes the orientation of individual eddies. The eddy-axis

tensor aij is the energy-weighted, ensemble-averaged direction cosine tensor of the eddies,

defined in eq. (2.81), where Aij is related to the eddy-axis tensor the equation

Aij = q2aij . (2.95)

In di↵erential SBM, the evolution of aij is based on the transport equation for a material line

in homogeneous turbulence. In the ASBM, aij is obtained by following the weak-equilibrium

procedure of Rodi [39], where it is assumed that variations in Aij are due to variations in q2

only, while variations in aij are neglected. Thus,

dAij

dt
⇡ 2aij(P � ✏) , (2.96)

where P and ✏ are the production and dissipation rates of the turbulent kinetic energy.

Furthermore, the algebraic procedure is split into two steps, based on the assumption that

the e↵ects of irrotational mean deformation and mean rotation on the eddy axis tensor can
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be decomposed. This splitting is justified by the observation that the orientation of the eddy-

axis must be computed in the analysis frame where the flow is in equilibrium or very close

to it. This is typically a rotating frame. The eddy axis is computed with no reference to the

frame rotation, as it is only kinematically rotated by it [2, 40]. The two evaluation steps are

summarized next.

The irrotational contribution is calculated using the implicit algebraic expression

asij =
�ij
3

+ ⌧
S⇤
ika

s
kj + S⇤

jka
s
ki �

2

3

|Sas|�ij

ao + 2
q
a2
1

+ ⌧2S⇤
kpS

⇤
kqa

s
pq

, (2.97)

where ⌧ is a turbulent time scale, S⇤
ij = Sij � Skk�ij/3 is the anisotropic part of the mean

strain rate tensor Sij , and |Sas| = S⇤
pqa

s
qp. Here, ao=1.4 and a

1

= (2.1� ao)/2 are “slow” pa-

rameters whose values were determined by considering the initial growth rate of the Reynolds

stress anisotropy when S⌧ is very small. Moreover, these parameters were optimized simulta-

neously with other model constants to ensure the model satisfies a canonical boundary-layer

state.

Next, mean rotation e↵ects are included through a rotation operator Hij that is applied to

asij in order to yield the final homogeneous eddy-axis tensor

aij = HikHjmaskm , (2.98)

where Hij is the rotational transformation tensor, given by

Hij = �ij + ↵
1

⌦ijp
⌦st⌦st

+ ↵
2

⌦ip⌦pj

⌦st⌦st
. (2.99)

Here, ⌦ij is the mean rotation tensor. The requirement that Hij obeys the orthonormality

conditions HipHjp = �ij and HpiHpj = �ij enforces a dependence between the two coe�cients

↵
1

and ↵
2

, namely

↵
1

=
q

2↵
2

� ↵2

2

/2 . (2.100)

Matching the RDT limiting states under the combined action of mean plane strain and

rotation determines ↵
2

,[40]
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↵
2

=

8
<

:
2� 2

q
1

2

(1 +
p
1� r) if r  1

2� 2
q

1

2

(1�
p
1� 1/r) if r � 1 ,

where r = (apq⌦qrS⇤
rp)/(S

⇤
knS

⇤
nmamk).

2.10.1.2 Jetal parameter

Motion around the eddy-axis is called vortical, whereas the motion aligned to it is called

jetal. The eddy jetal parameter 0  �  1 represents the fraction of the energy in the jetal

mode. Of course, the energy fraction in the vortical mode is given by 1 � �. In the ASBM,

it is assumed that homogeneous isotropic turbulence is composed entirely of vortical eddies.

The vortical character of the turbulence (� = 0) is preserved by rapid irrotational strain, but

in the presence of mean rotation the jetal component is activated.

2.10.1.3 Helical parameter

Under rapid irrotational strain the turbulence is assumed to be vortical. Jetal turbulence

results from the breaking of reflectional symmetry [2, 3] caused by mean or frame rotation.

Furthermore, in the presence of mean shear, the vortical and jetal components of motion

are correlated. In the ASBM, the correlation between the vortical and jetal components is

related to the stropholysis vector �k. The stropholysis vector is zero for purely vortical or

purely jetal turbulence, leading to

� = �

s
2�(1� �)

1 + �
, �k = �

⌦T
kp

⌦T
s ⌦

T
s

, (2.101)

where � is the helical parameter, � is a parameter indicative of the degree of correlation

between fluctuating velocities at di↵erent directions. ⌦T
k is the total rotation vector given

by the sum of the frame and the mean rotation vector. � is the eddy flattening parameter

introduced next.

2.10.1.4 Eddy flattening

If the motion is not axisymmetric around the eddy, the eddy is called flattened. This asym-

metry occurs when rotation is present and is incorporated in the model through a scalar,
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called flattening parameter �, and a tensor, called the flattening tensor bij . The flattening

tensor bij is modeled in terms of the mean and frame vorticity vectors ⌦i and ⌦f
i ,

bij =
⌦⇤
i⌦

⇤
j

|⌦⇤2| , ⌦⇤
i = ⌦i + Cb⌦

f
i . (2.102)

To capture the correct sign of the secondary shear stress for the case of shear with streamwise

frame rotation, Cb is set equal to -1. Thus, bij is a frame-dependent parameter, sensitized to

the particular frame choice.

2.10.2 Computation of the structure scalars

Completion of the homogeneous formulation of the ASBM requires the specification of the

scalar structure parameters �, �, � and �. In the general case, these are defined in a three-

dimensional space in terms of

⌘m =

s
⌦̂2

m

Ŝ2

⌘f = ⌘m � sign(X)

s
⌦̂2

T

Ŝ2

a2 = aijaji , (2.103)

where, ⌦̂2

m = �aij⌦ik⌦kj , ⌦̂2

T = �aij⌦T
ik⌦

T
kj , Ŝ

2 = aijS⇤
ikS

⇤
kj , and X = aij⌦T

ikS
⇤
kj . Functional

forms for the scalar structure parameters, such as � = �(⌘m, ⌘f , a2), � = �(⌘m, ⌘f , a2) etc.,

are chosen with reference to RDT limiting states, while interpolation functions are chosen to

bridge between these limiting RDT states and isotropy. The details of the functional forms

can be found in [5].

2.10.3 Near-wall e↵ects

In the ASBM, it is assumed that as a solid boundary is approached, the turbulence eddies

are forced by wall blocking to become parallel to the plane of the wall, as shown in the

diagram of Fig. 2.1. At the same time, the eddies become jetal because of the blocking on the

wall-normal velocity component. As described below, the parametrization of the turbulence

structure is adjusted for these wall-proximity e↵ects through an elliptic blocking procedure.

Blocking parameter The blocking scalar parameter � provides a measure of the prox-

imity to the wall. This parameter is computed through an elliptic relaxation equation

L2�,jj = �, L = 0.17max(
3/2

✏
, 80.0

4

r
⌫3

✏
) , (2.104)
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x1 x2 

x3 

Figure 2.1: An eddy becomes jetalized due to the blocking e↵ect of a solid boundary.

where , ✏ are the turbulent kinetic energy and the dissipation rate respectively.

Blockage tensor The blockage tensor is computed from the the scalar blocking parameter

Bij =

8
<

:

�

,i

�

,j

�

,k

�

,k

�, if �,k�,k > 0

0, if �,k�,k = 0
(2.105)

and gives the strength and the direction of the wall projection. Thus, depending on the

distance from the wall as measured through �, the eddies are partially projected onto a plane

parallel to the wall, through the operation

aij = PikPjla
h
kl , (2.106)

where the eddy projection tensor Pij is given by

Pik =
(�ik �Bik)

Da
, D2

a = 1� (2�Bkk)a
h
mnBnm . (2.107)

Note that the eddies are renormalized during the operation so that the eddy axis tensor

is maintained as the energy-weighted direction cosine tensor of unit trace. The “jetaliza-

tion” of the eddies due to the preferential blocking of the wall-normal velocity component is

accomplished through the blocking of the jetal and helical scalar eddy parameters

� = 1 + (�h � 1)(1�Bkk)
2, � = �h(1�Bkk) . (2.108)
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Chapter 3

A structure-based model for the

transport of passive scalars in

homogeneous turbulent flows

3.1 Introduction

The transport of passive scalars is of great scientific interest since it plays a role in physical

phenomena such as atmospheric dispersion and in engineering applications involving turbulent

mixing. The term passive scalar refers to the simplified case where a scalar is present in such

a low concentration that it does not influence the evolution of the fluid flow. Hence, the

transport of passive scalars is also a convenient simplified starting point for the study of

processes where one expects a more complex interaction between the scalar and the fluid

flow, such as reacting flows with concentration gradients and heat release.

At su�ciently high Reynolds numbers, the predominant theory for the description of the

velocity field statistics is based on Kolmogorov’s [11] idea of local isotropy, which assumes

that the small scales remain mostly isotropic, independently of the presence of any large-scale

anisotropies. By analogy, similar arguments were extended by Obuknov [12] and Corrsin [13]

to describe the statistics of a passive scalar in homogeneous and isotropic turbulent flow at

high Reynolds and Peclet numbers. The assumption of local isotropy enables the drastic sim-

plification of the governing transport equations and leads to similarity solutions for the passive

scalar and velocity fields, even in the presence of mean scalar gradients [16]. The simplicity

and elegance of such solutions has motivated a large amount of work in the literature. [14, 15]
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Yet, deviation from small-scale isotropy has been observed experimentally by a number of

workers. For example, Tong and Warhaft [41] considered the case of isotropic turbulence in

the presence of a transverse mean scalar gradient, finding that (�0,y)
2 ⇠ 1.4(�0,x)

2 where �0

denotes the fluctuating passive scalar and y is the direction of the mean gradient. A similar

observation was published some years earlier by Sreenivasan et al. [42] for shear turbulence,

again in the presence of transverse mean scalar gradient. The departure from isotropy for

small-scale second-order statistics that was reported in these studies was relatively small.

However, in the case of third order small-scale statistics, the assumption of small-scale isotropy

breaks down entirely, as first reported by Stewart [43] for high Reynolds and Peclet number

measurements in the atmospheric boundary layer. Stewart observed that the scalar-derivative

skewness, defined as

S�0
,x

= (�0,x)
3/[(�0,x)

2]3/2 , (3.1)

was of order one and not zero, as small-scale isotropy requires. Based on experimental

observations, Sreenivasan and Tavoularis [44] argued that the skewness should vanish only

when the mean shear and the mean scalar gradient are both zero. In all other cases, it was

found that:

(a) sgn(S�0
,x

) = �sgn(S)sgn(S�)1 ,

(b) |S�0
,x

| varies linearly with the magnitude of `
0

S�/(�02)1/2 ,

(c) |S�0
,x

| depends on the history of S ,

where `
0

is the characteristic lengthscale of the large eddies, S� is the magnitude of the mean

scalar gradient and S is the magnitude of the mean velocity gradient, both imposed transverse

to the mean flow direction. Clearly the three above observations show that scalar derivative

skewness is directly linked to both the mean field and the large-scale structure.

The aforementioned e↵orts addressed passive scalar transport in non-rotating flows. Recently,

however, significant e↵ort has been directed to the study of passive scalar transport in shear

flows in rotating frames as well. Brethouwer [46] performed a number of DNS computations

at di↵erent frame rotation rates for the case of homogeneous shear flow in the presence of

mean scalar gradient. Particularly, for the case of a transverse mean scalar gradient, he

observed that scalar flux in the mean flow direction tends to become much larger compared

to the flux in transverse direction. The DNS study of Kassinos et al., [47] provided additional

supporting evidence for the strong dependency of the passive scalar transport on the relative

strength of the frame rotation rate and the mean shear rate and emphasized the role played

by the large-scale turbulence structure in determining passive scalar transport.

1

also mentioned in [45]
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3.1.1 General approach and objectives

The significant e↵ect that the large-scale structures have on the evolution of the small-scale

scalar statistics [48] has motivated us to construct a structure-based model (SBM) for passive

scalar transport with the ability to account for these e↵ects. Such an SBM for passive scalar

transport could be based either on the Interacting Particle Representation Model (IPRM)[36]

or a simplified engineering SBM such as the Algebraic Structure-Based Model (ASBM) [49].

In either case, the intent is to take advantage of the turbulence structure information carried

in these models in order to provide improved predictions of scalar transport. In order to

accomplish this in a self-consistent framework, we found it necessary to develop a set of

transport equations for the scales of the passive scalar field that are sensitized to the structure

of the large scales.

In Section 3.2, we give a brief summary of the one-point turbulence structure tensors and the

IPRM framework. In Section 3.3, we develop an extension of the IPRM model to account

for the passive-scalar statistics. In order to bring the extended IPRM model into a closed

form, a set of structure-based scales for the passive scalar field is derived and discussed

in Section 3.4 through Section 3.6. The validation of the complete structure-based model

equations for a large number of test cases is carried out in Section 3.7, leading to encouraging

results. In Section 3.8, we outline our future plans to adapt the current approach for use

with the ASBM and show preliminary results that appear to be promising. A summary and

conclusions are given in Section 3.9.

3.2 Mathematical background

3.2.1 The governing equations

The transport of a passive scalar � in an incompressible fluid with no buoyancy e↵ects is

governed by the continuity, momentum and passive scalar transport equations,

ui,i = 0, (3.2a)

@tui + ujui,j = �1

⇢
p,i + ⌫ui,jj , (3.2b)

@t�+ uj�,j = ��,jj , (3.2c)

where ⇢ is the density of the fluid and ui, p, � are the instantaneous velocity, pressure

and passive scalar fields respectively. The fluid viscosity and scalar di↵usivity are denoted

by ⌫ and � respectively. Hereafter, we are using index notation whereby repeated indexes
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imply summation and an index following a comma denotes di↵erentiation with respect to the

corresponding spatial coordinate. Applying Reynolds’ decomposition of the flow variables,

ui = ui + u0i, p = p+ p0, � = �+ �0 , (3.3)

to eq. (3.2) leads to the set of equations governing the transport of the turbulence fluctuations.

For the case of homogeneous turbulence these take the form,

u0i,i = 0, (3.4a)

@tu
0
i + uju

0
i,j = �Giku

0
k � u0ju

0
i,j �

1

⇢
p0,i + ⌫u0i,jj , (3.4b)

@t�
0 + uj�

0
,j = �⇤ju

0
j � u0j�

0
,j + ��0,jj , (3.4c)

where Gij = ui,j and ⇤i = �,i are the mean velocity gradient tensor and mean scalar gradient

vector respectively.

3.2.2 The one-point turbulence structure tensors

In addition to the one-point structure tensors which were introduced in Chapter 2, we defined

the structure dimensionality tensor for the scalar field as

Ds
ij = ⇠0z,i⇠

0
z,j , dsij = Ds

ij/D
s
kk , d̃sij = dsij � �ij/3 , (3.5)

where ⇠0i is an irrotational vector field satisfying

✏imk⇠
0
k,m = 0 , ⇠0i,i = �0 , ⇠0i,kk = �0,i . (3.6)

Note, that as a result of the definition (3.6),

Ds
ij = ⇠0z,i⇠

0
z,j = ⇠0i,z⇠

0
j,z . (3.7)

Hence, when the scalar field in organized in large-scale structures with a large extent in a

particular direction, x↵, then �0,↵ ! 0 and as a result ds↵↵ ! 0. In the opposite case, when

the scalar field is organized in two-dimensional sheets normal to the the x↵ direction, the

only non-vanishing scalar gradients are �0,a and as result ds↵↵ ! 1.

The fluctuating passive scalar quantity is represented into Fourier series as follow

�0 =
X

k

�̂(k, t)e�ik
m

x
m . (3.8)
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Hence, the passive scalar spectrum is E� ⇠ h�̂�̂⇤i. Furthermore, in the scope of the present

work, which is restricted to homogeneous turbulence, the dimensionality tensor for the scalar

turbulent field can be expressed in terms of an equivalent Fourier representation involving

the following integrals,

Ds
ij =

Z
kikj
k2

E�(k)d3k , (3.9)

where �̂ is the Fourier mode of the fluctuating passive scalar field and E� ⇠ h�̂�̂⇤i is the

scalar variance spectrum tensor. Moreover, it is worth noting that the tensor trace Ds
qq is

identical to the scalar variance �02.

3.3 An Interacting particle representation model for passive

scalar transport

In the present work, equations (2.72) are supplemented by the IPRM equation for the passive

scalar,
d�

dt
= �⇤�

i Vi , (3.10)

where ⇤�
i is the e↵ective gradient for the passive scalar

⇤�
i = ⇤i + ⇤⇤

i = �,i + ⇤⇤
i . (3.11)

Here, ⇤⇤
i is the non-linear contribution to the e↵ective scalar gradient arising from the back-

ground turbulence-turbulence interactions. This is modeled as

⇤⇤
i =

CvhVq�i
⌧�q2

risdsq , q2 = hV 2i , (3.12)

with q2=2 being the turbulent kinetic energy and ⌧� the characteristic time scale of the

scalar field.

3.3.1 Conditionally averaged particle clusters

The algorithmic implementation of the IPRM involves the numerical solution of equations (2.72)

and (3.10) along with appropriate evolution equations of the turbulence scales that appear

in the e↵ective gradients (see Sections 3.4 and 3.5). One also has to provide initial condi-

tions, which amount to sprinkling a random or uniform distribution of particles on a unit n

sphere. The initial condition has to be consistent with continuity, which in the IPRM context

amounts to enforcing the initial orthogonality of the ni, Vi and Si vectors.
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Numerical experiments have shown that instead of tracking a larger number of individual par-

ticles, one gains in numerical e�ciency by tracking “clusters” of particles. Particle clusters

amount to organized collections of particles that all have the same unit vector ni = Ni/N .

Thus, while an individual particle represents a 1D-1C field of turbulence, a cluster of particles

represents a 1D-2C field. The gain in numerical e�ciency results because the conditional av-

eraging of the property evolution equations can be carried out analytically, yielding equations

for the evolution of the cluster properties. As a result, converged one-point statistics can be

obtained by tracking a much smaller number of clusters instead of large number of individual

particles. Figures 3.1a and 3.1b show examples of the IPRM initializations corresponding to

individual particles and conditional clusters respectively. In the case of individual particles

(1D-1C fields), the ni vectors (black) are sprinkled on the unit sphere; shown in the plane of

each particle are the velocity (red) and streamfunction vectors (blue). In the case of clusters

(1D-2C fields), the ni vectors (black) are again sprinkled on the unit sphere, but shown in the

plane of each particle are all the velocity vectors (red) that belong to the particular cluster.

Averaging over the particles of a given cluster yields the conditional statistics of the cluster.

These include the conditional one-point structure-tensors tensors, given by

R|n
ij = hViVj |ni , D|n

ij = hV 2ninj |ni , F |n
ij = hV 2sisj |ni . (3.13)

where the superscript |n indicates moments obtained by averaging over all the particles be-

longing to a cluster with a common ni. The cluster properties include the conditional scalar

variance and the conditional scalar flux,

�2|n = h�2|ni , Q|n
i = hVi�|ni . (3.14)

For more details regarding the basic ideas and the fundamental formulation the reader should

refer to [24, 36].

The conditionally averaged IPRM model, including the transport of a passive scalar can then

be summarized as follows,

dR|n
ij

dt
=� (Gv

ik + 2⌦f
ik)R

|n
kj � (Gv

jk + 2⌦f
jk)R

|n
ki + (Gv

km +Gn
km + 2⌦f

km)⇥

(R|n
imnknj +R|n

jmnkni)�

2C

1

R|n
ij � C2

2

R|n
qq(�ij � ninj)

�
,

(3.15)

where the rotational randomization parameters C
1

, C
2

are modeled based on dimensional

considerations and the requirement that the material indi↵erence to rotation property is

satisfied
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(a) (b)

Figure 3.1: Initialization of the IPRM model: (a) individual particles version; (b) condi-
tional clusters version. In both cases, the unit gradient vectors (black) are sprinkled on the
unit sphere. On the left, the velocity (red) and the streamfuction (blue) vectors are shown
in the plane of each individual particle (1D-1C field). On the right, only the velocity vectors
(red) belonging to each cluster (1D-2C field) are shown. In the conditional cluster version of
the IPRM, one advances in time the evolution equations of the conditional moments of the
cluster rather than equations for individual properties, thus gaining significantly in numerical

e�ciency.

C
1

= C2

2

=
8.5

⌧
⌦⇤fpqnpnq , ⌦⇤ =

p
⌦⇤
k⌦

⇤
k , ⌦⇤

i = ✏ipqrqkdkp . (3.16)

In order to bring the model into a closed form, the turbulence timescale is obtained through

the following expression[24, 36]

⌧ =
Cvq2

✏
risdsmrmi , q2 = hRkki , (3.17)

where the energy dissipation rate is evaluated from a transport model equation that will be

introduced in the next section. The conditional evolution equations for the scalar properties

are given by

d

dt

 
�2|n

2

!
= �Q|n

i ⇤�
i , (3.18)

and

d

dt
Q|n

i = �R|n
ij⇤

�
j � (Gv

ik + 2⌦f
ik)Q

|n
k � C

1

Q|n
i + (Gv

mk +Gn
mk + 2⌦f

mk)Q
|n
k nmni . (3.19)
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The non-linear contribution to the passive-scalar e↵ective gradients ⇤�
i involves the passive-

scalar time-scale ⌧�, defined by

⌧� = Cv
h�2i
✏�

rijdjsrsi . (3.20)

The elegance of eq. (3.20) is that ⌧� is determined without any further modeling assumptions,

since it is automatically adjusts to the energy related model parameters.

Substituting for ⇤�
i in equation (3.18) shows that the nonlinear contribution due to turbulence-

turbulence interactions has the form

hVq�ihVi�|ni
Cv

⌧�q2
risdsq . (3.21)

Numerical experiments suggest that the approximation,

hVq�ihVi�|ni
Cv

⌧�q2
risdsj ⇡ hViVq|nih�2i Cv

⌧�q2
risdsq , (3.22)

yields an improvement to the overall model behavior. Adopting this modification, the final

form of the scalar variance equation is

d

dt

 
�2|n

2

!
= �Q|n

i ⇤i �AijR
|n
ij , (3.23)

where

Aij =
Cvh�2i
⌧�q2

risdsj . (3.24)

The modeled expression (3.20) for ⌧� is derived such that the ratio of the timescales yields

R ⌘ ⌧

⌧�
=

hV 2i✏�
h�2i✏ . (3.25)

Closure of the conditional IPRM requires determination of the dissipation rates for both

the turbulent passive scalar and energy fields, a topic we consider in the following sections.

Particularly, we consider the transport of two scalar scales, that of the scalar variance and

the large-scale gradient variance, which subsequently are used to model the passive scalar

dissipation rate ✏�.
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3.4 Turbulence scales in structure-based modeling

The Interacting Particle Representation model (IPRM) has been constructed with numerical

e�ciency in mind, as needed in engineering applications. Hence, in modeling nonlinear e↵ects

associated with the energy cascade process no attempt has been made to resolve di↵erent

scales directly in the IPRM. This means that there is no internal determination of turbulence

scales. For example, there is no internal length scale specification, as one caries the unit

gradient vector ni instead of Ni. Nevertheless, closure of the IPRM equations requires proper

specification of the turbulent kinetic energy dissipation rate ✏ and scalar dissipation rate ✏�

in equations (3.17) and (3.20). Hence, model transport equations for the scales are required

and must be externally supplied.

In the framework of two-equation structure-based modeling, Reynolds, Langer and Kassinos

[50] (hereafter RLK02) have proposed the use of the Large-Scale-Enstrophy (LSE) equation

to provide one of the turbulence scales. In the LSE equation, closure is achieved in terms

of the one-point structure tensors, thus sensitizing the turbulence scales to the e↵ects of the

turbulence structure. The main idea behind the formulation of the large-scale enstrophy

model is that the turbulent kinetic energy is transferred from large to small scales through

a cascade mechanism that is determined by non-linear interactions between the large-scale

coherent structures and the small scales. To bring this interaction between di↵erent scales to

the foreground, RLK02 applied the triple decomposition scheme, described in Chapter 2.4,

which is based on the idea that the large-scale eddies contain most of the turbulent energy

and that these large-scale eddies determine the small-scale processes. Starting from this idea

and using a simple model energy spectrum that varies as k�5/3, RLK02 were able to relate the

turbulent kinetic energy dissipation rate ✏ to the root-mean-square (rms) of the large-scale

enstrophy,

!̃ =
q
!̃i!̃i . (3.26)

In the case of homogeneous turbulence, the model transport equations for the turbulent

kinetic energy  and the rms large-scale enstrophy !̃ are given by

d

dt
= �(2)rijSji � [F✏!̃ + ⌫!̃2] , (3.27a)

d!̃

dt
= !̃fijSji � [C!̃2

T

� �C!̃2

P

]!̃2 � ⌫C!̃2

⌫

!̃3


, (3.27b)

where the turbulent kinetic energy dissipation rate is determined by the following algebraic

expression

✏ = F✏!̃ + ⌫!̃2 . (3.28)
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The first term in (3.28) refers to the cascade process, through which energy is transferred from

larger towards smaller eddies. The viscous term is the exact representation of the dissipation

rate by the large-scale motions; it is important only at low turbulence Reynolds numbers.

Here, Sij =
1

2

(ūi,j + ūj,i) is the strain rate tensor, while F✏ = C✏� and �, � are parameters of

the large scale enstrophy model. Tables 3.1 and 3.2 summarizes all model parameters related

to the turbulence scale equations as these were determined in RLK02, where further details

can be found.

Spectrum C!̃2

T

/CE = Cã2
T

/CE C!̃2

P

/CE = Cã2
P

/CE C!̃2

⌫

=Cã2
�

CE

k2 25/14 20/21 5/6 0.3
k4 3/2 4/5 7/10 0.5

Table 3.1: Values of the constants for the extended large-scale enstrophy (ELSE) model
for di↵erent low wave-number spectra.

Spectrum � � �� ��

k2 3fijdji 9rijdjqfqi 9riqdsqjrji 9riqdsqjfji
k4 3fijdji 9rijdjqfqi 9riqdsqjrji 9riqdsqjfji

Table 3.2: Model parameters of the large-scale enstrophy model[7] and the extended large-
scale enstrophy (ELSE) model for di↵erent low wave-number spectra.

Previous work by Kassinos and co-workers (unpublished) suggests that modeling the turbu-

lent kinetic energy dissipation rate in terms of the large-scale enstrophy leads to improved

predictions in the case of homogeneous shear in a rotating frame. Motivated by these observa-

tions, we have adopted the large-scale enstrophy equation in the new extension of the IPRM

for passive scalars that we propose herein. Thus, in the framework of the current scheme,

Eq. (3.28) is used in eq. (3.17) for the determination of ⌧ , bringing the IPRM evolution of

the velocity vector into a closed form. All subsequent validation tests utilize this model.

However, to complete the model we also need to determine the scalar field scales. We turn

to this task in the next section, again making use of the triple decomposition approach.

3.5 A set of structure-based scales for the passive scalar field

In this section, we adopt the passive-scalar variance and passive scalar gradient variance

as the appropriate scales for the scalar field and we put forth a new model that properly

accounts for the influence of the large-scale structural anisotropy on the evolution of these

scales. Applying the triple decomposition scheme of the previous section to the governing

equations (3.2) yields three transport equations; one for each of the three contributions to

the instantaneous passive scalar field. In summary, these are
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Mean passive scalar squared magnitude:

@t(
�̄2

2
) + ūj(

�̄2

2
),j

| {z }
mean Lagrangian increase

= �(�ũi�̃)�̄,i| {z }
transfer to

large scales

� (�hu00i �00i)�̄,i| {z }
transfer to

small scales

���̄,i�̄,i| {z }
dissipation of

mean field

�

�̄ hu00i �00i+ �̄ ũi�̃� �(

�̄2

2
),i

�

,i| {z }
spatial flux

,

(3.29)

Large-Scale variance:

@t(
�̃2

2
) + ūj(

�̃2

2
),j

| {z }
mean Lagrangian increase

= (�ũi�̃)�̄,i| {z }
transfer from mean

� (�hu00i �00i�̃,i)| {z }
transfer to

small scales

���̃,i�̃,i| {z }
dissipation by

large scales

�

ũi
�̃2

2
+ �̃hu00i �00i � �(

�̃2

2
),i

�

,i| {z }
spatial flux

,

(3.30)

Small-Scale variance:

@t(
�002

2
) + ūj(

�002

2
),j

| {z }
mean Lagrangian increase

= (�hu00i �00i)�̄,i| {z }
transfer from mean

+ (�hu00i �00i �̃,i)| {z }
transfer from large scales

� �h�00,i�00,ii| {z }
dissipation by small scales

�

hu00i

�002

2
i+ ũih

�002

2
i � �h�

002

2
i,i
�

,i| {z }
spatial flux

.

(3.31)

Comparing the first two terms of the RHS of eq. (3.29) to the first term of the RHS of

eq. (3.30) and eq. (3.31) respectively, we see that the mean field “feeds” the large and small

scale fields through scalar variance transfer. Comparing the second terms of the fluctuating

equations, we see that additional scalar variance transfer takes place from the large scales

towards the small ones, revealing the importance of the cascade processes. Consequently,

the terms that are traditionally called production and dissipation of scalar variance are more

accurately described as transfer terms representing exchanges between the scales, rather than

source and sink terms.

Spatial di↵erentiation of eq. (3.2) yields the transport equation of passive scalar gradient

vector

@tai + ujai,j = �ajuj,i + �ai,jj , (3.32)
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where we have introduced the shorthand notation

ai ⌘ �,i . (3.33)

The triple decomposition procedure yields the transport equations for the three contributors

of the scalar-gradient variance.

Mean passive scalar-gradient magnitude squared:

@t(āiāi) + ūj(āiāi),j| {z }
mean Lagrangian increase

= �(�2hu00ma00i i)āi,m| {z }
transfer to

small scales

�(�2ũmãi)āi,m| {z }
transfer to

large scales

+(�2āiāj)ūj,i| {z }
production by

self stretching

�[2āiha00mu00m,ii+ 2āiãmũm,i]| {z }
production by

cross�scale stretching

�2�āi,māi,m| {z }
dissipation from mean

�

2āihu00ma00i i+ 2āiũmãi � �(āiāi),m

�

,m| {z }
spatial flux

,

(3.34)

Variance of large-scale passive scalar-gradient:

@t(ãmãm) + ūj(ãmãm),j| {z }
mean Lagrangian increase

= (�2ũiãm)ām,i| {z }
transfer from mean

� (�2hu00i a00miãm,i)| {z }
transfer to small scales

+(�2ãmãj)ūj,m| {z }
production by

mean stretching

+(�2ãiãmũi,m)
| {z }

production by self stretching

+(�2āiãmũi,m) + (�2ãmhu00i,ma00i i)| {z }
production by cross�scale stretching

+(�2�ãm,iãm,i)| {z }
dissipation by large scales

�

2hu00i a00miãm + ãmãmũi � �(ãmãm),i

�

,i| {z }
spatial flux

,

(3.35)
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Variance of small-scale passive scalar-gradient:

@

@t
(a00ma00m) + ūj(a00ma00m),j

| {z }
mean Lagrangian increase

= +(�2hu00i a00mi)ām,i| {z }
transfer from mean

+(�2hu00i a00miãm,i)| {z }
transfer from

large scale

+ (�2ha00ma00j i)ūj,m| {z }
production by

mean stretching

+(�2ha00ma00i u
00
i,mi)

| {z }
production by

self stretching

+(�2ha00ma00i iũi,m)
| {z }

production by

large�scale stretching

�[2ha00mu00i,miāi + 2ãiha00mu00i,mi]
| {z }
production by cross�scale stretching

�2�ha00m,ia
00
m,ii| {z }

dissipation by small scales

�

ha00ma00miũi + hu00i a00ma00mi � �(ha00ma00mi),i

�

,i| {z }
spatial flux

.

(3.36)

Note that in addition to transfer between the scales, passive scalar gradient variance is also

produced (not transferred) at all scales due to mean velocity gradient stretching. Note also that

in the limit of homogeneous turbulence the mean scalar-gradient becomes uniform. Hence,

the first term on the RHS of Eqs. (3.35) and (3.36), representing the transfer from the mean

scalar gradient towards the fluctuating fields through the cascade process, vanishes.

In the current work, the two turbulence scales that are needed for modeling passive scalar

transport are provided by the passive scalar variance and the large-scale passive scalar gra-

dient variance, namely

� = �02/2 , (3.37a)

ã2 = �̃,i�̃,i . (3.37b)

In the homogeneous turbulence limit, the transport equations for � and ã2/2 reduce to

D�

Dt
= �u0i�

0⇤i| {z }
production

� (��0,i�
0
,i)| {z }

dissipation

= P� � ✏� , (3.38)

and

@t(
ã2

2
) + ūj(

ã2

2
),j

| {z }
mean Lagrangian increase

= �(�hu00i a00miãm,i)| {z }
transfer to small scales

+ (�ãmãj)ūj,m| {z }
production by

mean stretching

+(�ãiãmũi,m)
| {z }
production by

self stretching

+ (�āiãmũi,m) + (�ãmhu00i,ma00i i)| {z }
production by

cross�scale stretching

+(��ãm,iãm,i)| {z }
dissipation by large scales

.
(3.39)
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Equations (3.38) and (3.39) are complemented with the model equations of the turbulent

kinetic energy  and large-scale enstrophy !̃2 of RLK02, thus providing all the scales needed

by the extended IPRM. Note, however, that equations (3.38) and (3.39) contain unknown

terms that must be modeled. In the next section, we provide closure in terms of the one-point

structure tensors.

3.5.1 Modeling the fluctuating passive scalar variance equation

We express the � equation (3.38) into an alternative form by decomposing the dissipation

term into the large and small scale contributions, yielding

d�

dt
= �u0i�

0⇤i � [�h�00,i�00,ii+ ��̃,i�̃,i] . (3.40)

Although mainly a small-scale quantity, scalar dissipation is directly linked to the large-scale

eddies through the cascade mechanism. Based on Richardson’s notion[51], we assume that

the small-scale eddies are in dynamical equilibrium, since in this range, the timescales are

small compared to the large-scale timescales. Thus, the small eddies can adapt quickly to

maintain equilibrium with the scalar variance transferred by the large eddies. Hence, the

scalar variance di↵used is set to be approximately equal to the scalar variance that reaches

the small scales via transfer from the large scales, such as

����hu
00
i �

00i�̃,i
���� ⇡

�����h�
00
,i�

00
,ii
���� . (3.41)

The sum of the two terms inside the first bracket in eq. (3.40) equals the total dissipation

term, thus

D�

Dt
= �u0i�

0⇤i � ✏� , (3.42)

yielding the following alternative expression for the scalar dissipation rate ✏�

✏� = (�hu00i �00i)�̃,i| {z }
transfer from large to small

+ ��̃,i�̃,i| {z }
dissipation by large scales

. (3.43)

The first term at the RHS of eq. (3.42) is the source term associated to the mean scalar

gradient, while the first term of eq. (3.43) refers to the rate at which passive-scalar variance

is transferred from the large towards the small scales. The second term refers to di↵usive loss

of scalar variance; it becomes significant only at low Peclet numbers. Next we consider the
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closure of eq. (3.43).

Sreenivasan [52] and Warhaft [18] have shown that in isotropic turbulence at high Reynolds

and Peclet numbers, with or without a mean-scalar gradient, the passive scalar spectrum

varies close to k�5/3 in the inertial sub-range regime. Based on their arguments, a sim-

ple model for the passive scalar spectrum function has been chosen, as shown in Fig. 3.2.

The enstrophy !02 and the passive scalar gradient variance a02 are by definition small-scale

quantities, thus the contribution of the large-scale motion to the Fourier integrals of these

quantities becomes significant only in the final period of decay, during which the small and

large scales become comparable. A standard model for the passive scalar dissipation rate

that has appeared in many works is [18, 53]

✏� ⇠ R�02

⌧
= 2R�

⌧
. (3.44)

where R is the ratio of integral time scale of turbulent velocity fluctuations to that of the

scalar fluctuations and ⌧ = 2/✏ is the turbulence time scale [53]. Substituting eq. (3.28) in

the above definition at high ReT leads to the expression for the passive scalar dissipation rate

✏� = F✏R�!̃. Consequently, in the present framework, the large-scale enstrophy !̃2 appears

as the natural time scale to describe the transfer rate of scalar variance from large to small

scales.
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Figure 3.2: Standard model for passive-scalar spectrum at high Reynolds and Peclet num-
bers.
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Based on the above considerations, the rate of scalar energy transfer to small-scale is modeled

as follows

� hu00i �00i�̃,i = F��!̃ , (3.45)

where F� is a dimensionless coe�cient that depends on invariants of the turbulence structure

tensors. Here, we set F� = C���, where �� = 9 riqdsqjrji and C� is a constant that will be

determined later on. The functional form of �� has been motivated by the work of Lesieur

and Herring [54], who have shown that the passive scalar cascade is direct in the 2D-2C limit,

mirroring the direct cascade of the enstrophy in this same limit. Furthermore, they showed

that the scalar-fluctuation variance decays similar to the enstrophy, if the enstrophy spectrum

is considered as a passive scalar. The chosen functional form of �� is able to account for the

presence of the direct cascade in the 2D-2C limit, while it becomes equal to unity for isotropic

turbulence and vanishes in 2C-1D turbulence. Thus, we finally model the scalar dissipation

rate ✏� in the turbulent scalar variance equation by

✏� = F��!̃ + �ã2 = C��
��!̃ + �ã2 , (3.46)

where C� remains to be determined.

3.5.2 Modeling the large-scale passive scalar-gradient variance equation

Next, we perform a term-by-term modeling of the ã2 equation. First, we model the dissipation

term by

�ãm,iãm,i = Cã2��
ã4

�02
, (3.47)

where Cã2� will be defined in order to match decay rates at small turbulent Reynolds numbers

(final period of decay).

As shown in the Appendix A.2, the relation that connects the scalar dimensionality tensor dsij

to the large-scale passive-scalar-gradient variance is analogous to the one that exists between

the large-scale vorticity and the circulicity tensor Fij (eq. A.25). Thus, we model the large-

scale squared-magnitude-scalar-gradient correlation in the production term as

ãmãj = dsmj ã
2 . (3.48)
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Note that contracting dsij yields the correct trace. Accordingly, the production by mean-

stretching term can be modeled as

� ãmãj ūj,m = �dsmj ã
2ūj,m . (3.49)

We model the rate of transfer to small-scales in terms of the large-scale gradients by

� hu00i a00miãm,i = Cã2
T

ã2!̃ , (3.50)

where Cã2
T

is a dimensionless coe�cient that in general depends on invariants of the turbulence

structure tensors.

Next, we turn to the modeling of the production terms. The first of the production terms due

to cross-scale stretching involves the mean scalar gradient, am = ⇤m = �,m, and is modeled

on its own as,

� āiãmũi,m = [Cã2
T

� ��Cã2
P

]⇤ã!̃ , (3.51)

where ⇤ =
p
⇤k⇤k is the magnitude of the mean scalar gradient. The modeled expression

has been chosen such that ã acquires the correct asymptotic behavior for decaying turbulence

in the presence of mean scalar gradient (see Appendix A.3).

The second production term due to cross-scale stretching is modeled together with the term

representing by production self-stretching. The term corresponding to production through

self-stretching is composed entirely of large-scale quantities, and as can be easily shown, it

vanishes in the limit of 1D-2C pancake turbulence (vortex sheets). To see this, one can assume

without the loss of generality that x
3

is the axis of dependence. Then, d
33

! 1, while the

velocity fluctuations in the x
3

direction (as well as the Reynolds stress component r
33

) must

vanish. Hence,

ãiũi,m = �̃,iũi,m = �̃,3ũ3,m = 0 . (3.52)

Based on the above arguments, the modeled term is

�ãiãmũi,m| {z }
production by self stretching

+ (�ãmhu00i,ma00i i)| {z }
production by

cross�scale stretching

= Fã2
P

ã2!̃ , (3.53)

where Fã2
P

is a dimensionless coe�cient that will depend on invariants of the turbulence

structure tensors. We use Fã2
P

= Cã2
P

��, where Cã2
P

is a constant and �� = 9 riqdsqjfji. For

isotropic turbulence �� = 1, and for 2D-2C and 2C-1D turbulence �� = 0.

55



A Structure-Based Model for the Transport of Passive Scalars in Homogeneous Turbulent
Flows

Before we proceed to the evaluation of the model constants, we summarize the complete

set of transport equations for the Extended Large-Scale Enstrophy model (ELSE) in their

simplified form for homogeneous turbulence:

d

dt
= �(2)rijSji � [F✏!̃ + ⌫!̃2] , (3.54a)

d!̃

dt
= !̃fijSji � [C!̃2

T

� �C!̃2

P

]!̃2 � ⌫C!̃2

⌫

!̃3


, (3.54b)

d�

dt
= �u0i�

0 ⇤i � [�ã2 + C��
��!̃], (3.54c)

dã

dt
= �Cã2

�

�
ã3

�
� dsmjSjmã� [Cã2

T

� ��Cã2
P

]ã!̃ + [Cã2
T

� ��Cã2
P

]⇤!̃ . (3.54d)

The scalar-flux vector, the structure-tensors and their products are obtained from the IPRM

model.

3.6 Evaluation of the model parameters in the ELSE scales

model

The model parameters in the scale equations for the scalar are determined by matching

the decay rates for the scalar variance and scalar dissipation rate in freely decay isotropic

turbulence. Since the evolution of the passive scalar field is strongly a↵ected by the velocity

field as pointed out by Rogers et al. [55], we expect that the constants will depend also on

the structure tensors and the turbulence scales related to the velocity field. Thus, for the

evaluation of the constants we will utilize the complete set of transport equations, given by

eq. (3.54).

First, we introduce a simplifying assumption by setting [Cã2
T

� ��Cã2
P

] = [C!̃2

T

� ��C!̃2

P

].

This assumption mainly stems from the fact that the constants {Cã2
T

, Cã2
P

} and {C!̃2

T

, C!̃2

P

}
are used to model the non-linear terms appearing in the transport equation for ã2 and !̃2

respectively, terms which are responsible for the cascade process. To illustrate this point, we

considered the special case of freely decaying isotropic turbulence at high ReT , Pe = ⌫
� , where

the evolution of the turbulence is solely driven by these terms. Based on a similarity analysis,

at large times ã2 and !̃2 have the same decay rates, which moreover are independent of the

form of the low wave-spectrum. The proposed substitution is consistent with this argument

and has the additional advantage that it reduces by two the number of free model parameters

that must be determined. Thus eq. (3.54d) is modified as follows

dã

dt
= �Cã2

�

�
ã3

�
� dsmjSjmã� [C!̃2

T

� ��C!̃2

P

]ã!̃ + [C!̃2

T

� ��C!̃2

P

]⇤!̃ . (3.55)
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Here, the kinetic energy and the passive-scalar variance spectra are denoted by being E(k, t)

and E�(k, t) respectively. Expansions around k = 0 yield the well-known expressions

E(k, t) = 2⇡k2(Bo +B
2

k2 + ...) , (3.56a)

E�(k, t) = 2⇡k2(Co + C
2

k2 + ...) , (3.56b)

where Bn, Cn are the expansion coe�cients. The current model is calibrated with respect

to the two sets of low wave number spectra, {k2, k2} and {k4, k4}, where the elements inside

the curly brackets refer to the leading order of the expansion of the energy and passive scalar

spectrum respectively.

3.6.1 High ReT , Pe without mean scalar gradients.

In freely decaying isotropic turbulence at high ReT and Pe numbers, direct viscous and

di↵usion e↵ects occur at smaller scales than the ones containing most of the scalar variance.

Thus, their contribution can be neglected and the system of equations simplifies to

d

dt
= �C✏�!̃ , (3.57a)

d!̃

dt
= �[C!̃2

T

� �C!̃2

P

]!̃2 , (3.57b)

d�

dt
= �C��

��!̃ , (3.57c)

dã

dt
= �[C!̃2

T

� ��C!̃2

P

]ã!̃ . (3.57d)

The solution of eq. (3.57) is given by



o
= [1 + (C!̃2

T

� �
iso

C!̃2

P

)!̃ot]
��

iso

C
✏

/[C
!̃

2

T

��
iso

C
!̃

2

P

]

, (3.58a)

�

�o
= [1 + (C!̃2

T

� �
iso

C!̃2

P

)!̃ot]
���

iso

C
�

/[C
!̃

2

T

��
iso

C
!̃

2

P

]

, (3.58b)

!̃

!̃o
=

1

1 + (C!̃2

T

� �
iso

C!̃2

P

)!̃ot
, (3.58c)

ã

ão
= [1 + (C!̃2

T

� �
iso

C!̃2

P

)!̃ot]
�[C

!̃

2

T

���

iso

C
!̃

2

P

]/[C
!̃

2

T

��
iso

C
!̃

2

P

]

, (3.58d)
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where �
iso

= ��
iso

= 1. At very large times, (t ! 1), the asymptotic behavior of the variables

is given by



o
⇠ t

��
iso

C
✏

/[C
!̃

2

T

�C
!̃

2

P

]

, (3.59a)

�

�o
⇠ t

���

iso

C
�

/[C
!̃

2

T

�C
!̃

2

P

]

, (3.59b)

!̃

!̃o
⇠ t�1, (3.59c)

ã

ão
⇠ t�1. (3.59d)

The ratio -��
iso

C�/[C!̃2

T

�C!̃2

P

] defines the decay rate of the scalar variance in this case. This

rate depends on the spectra of both the turbulent kinetic energy and the scalar. Assuming

either a ⇠ k2 or a ⇠ k4 low-wavenumber behavior, Chasnov [16] used simple theoretical ar-

guments in order to derive similarity states for both spectra in isotropic turbulence. These

theoretical predictions were found to be in good agreement with LES simulations for cases

with or without mean scalar gradient. We have extended this approach in order to take into

account the decay rates of the enstrophy and of the mean squared magnitude of scalar gradi-

ent. The asymptotic states that have been obtained through this approach are summarized

in Table 3.3, with additional details given in Appendix A.3. Compared to the theory, the

model captures the correct decay rates for !̃2 and ã2 for both the {k2, k2}, {k4, k4} cases.

Spectra  �0
2 !0

2 a0
2

{k2, k2} B2/5
o t�6/5 CoB

�3/5
o t�6/5 t�2 CoB�1

o t�2

{k4, k4} B2/7
2

t�10/7 C
2

B�5/7
2

t�10/7 t�2 C
2

B�1

2

t�2

{k2, k4} B2/5
o t�6/5 C

2

B�1

2

t�2 t�2 C
2

B�7/5
o t�14/5

{k4, k2} B2/7
2

t�10/7 CoB
�3/7
2

t�6/7 t�2 CoB
�5/7
2

t�10/7

Table 3.3: Summary of the asymptotic expressions for the turbulent statistics using di↵erent
combinations of low wave-spectra at high Re

T

and Pe numbers, in freely decay turbulence.

In the absence of mean scalar gradients, the scalar variance evolves solely due to the presence

of the advection term in its evolution equation. In this case, the scalar decay rate follows the

decay rate of the turbulent kinetic energy. Assuming the {k2, k2} low-wavenumber spectra

yields,

�
iso

C✏

(C!̃2

T

� C!̃2

P

)
=

��
iso

C�

(C!̃2

T

� C!̃2

P

)
=

6

5
. (3.60)

Recalling that �
iso

= ��
iso

= 1, eq. (3.60) suggests that in this case

C✏ = C� . (3.61)
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Based on dimensional analysis, we have ✏� = d�
dt ⇠ t�11/5. Applying the modeled expression

for ✏� leads to the same result, since ✏model
� = C����!̃ ⇠ t�6/5t�1 = t�11/5, thus providing

support to our decision to model the scalar dissipation rate ✏� as in eq. (3.46). Similarly,

when a {k4, k4} low-wavenumber behavior is assumed for the spectra, the model gives

�
iso

C✏

(C!̃2

T

� C!̃2

P

)
=

��
iso

C�

(C!̃2

T

� C!̃2

P

)
=

10

7
) C✏ = C� . (3.62)

Dimensional arguments suggest ✏� ⇠ t�17/7, which again coincides to the prediction of our

model, since ✏model
� = C����!̃ ⇠ t�10/7t�1 = t�17/7. Based on these two cases, we take

C� = C✏ in general, thus reducing further the number of the model coe�cients that needs to

be determined. With this choice, the final form of the scalar dissipation becomes,

F� = C✏�
� and ✏� = F��!̃ + �ã2 = C✏�

��!̃ + �ã2 . (3.63)

Fig. 3.3 shows results for the evolution of the power law exponent of scalar variance in the

absence of mean scalar gradients. Comparison is made between the predictions of the ELSE

model and the LES results of Chasnov [16] for {k2, k2} and {k4, k4} spectra. In his paper,

Chasnov points out that the decay exponent for the {k2, k2} case is expected to be exact

and that potential discrepancies can be attributed to error sources in the LES simulations,

including a partial development of the flow due to the limited number of large-eddy turnover

times available in the computations and inadequately resolved small scales. Even so, the

predictions of the ELSE model agree quite well with LES results.

3.6.2 Low ReT and Pe in the final period of decay.

Next, we consider the case of freely decaying isotropic turbulence at low ReT and Pe. The final

period of decay is dominated by di↵usive e↵ects, yielding a narrow range of large scales that

contribute to the variance of the scalar field. In this regime, the nonlinear-interactions and

consequently the energy transfer though the cascade process become negligible. As a result,

the asymptotic state of the turbulence quantities depends solely on the low wavenumber part
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Figure 3.3: Predictions of the ELSE model for the time evolution of the power-law exponent
of �0

2 in the absence of mean scalar gradients. Double-dotted line ( ) corresponds for
{k2, k2} low-wave number spectra, solid line ( ) to {k4, k4} spectra. Comparison is
made with the asymptotic values of the LES predictions of Chasnov [16] (horizontal lines).

of the spectrum and the molecular di↵usivity. In this case, the model equations simplify to

d

dt
= �⌫!̃2 , (3.64a)

d̃!

dt
= �⌫C!̃2

⌫

!̃3


, (3.64b)

d�

dt
= ��ã2 , (3.64c)

dã

dt
= �Cã2

�

�
ã3

�
. (3.64d)

The solution of eq. (3.64) is

(
!̃

!̃o
) = (



o
)
C

!̃

2

⌫ , (3.65a)



o
= [1 + (2C!̃2

⌫

� 1)⌫
!̃2

o

o
t]
�1/[2C

!̃

2

⌫

�1]

, (3.65b)

(
ã

ão
) = (

�

�o
)
C

ã

2

� , (3.65c)

�

�o
= [1 + (2Cã2

�

� 1)�
ã2o
�o

t]
�1/[2C

ã

2

�

�1]

. (3.65d)
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At very large times, the solution for the passive scalar variables approaches the following

asymptotic states

(
�

�o
) ⇠ t

�1/[2C
ã

2

�

�1]

, (3.66a)

(
ã

ão
)2 ⇠ t

�2C
ã

2

�

/[2C
ã

2

�

�1]

. (3.66b)

Table 3.4 summarizes the predictions for the asymptotic states of the turbulent variables

using dimensional analysis and similarity arguments. The independence of the passive scalar

quantities from the velocity spectrum is a consequence of the linearization of their transport

equations for this case.

Spectra  �0
2 !0

2 a0
2

{k2, k2} Bo(⌫t)�3/2 Co(�t)�3/2 Bo(⌫t)�5/2 Co(�t)�5/2

{k4, k4} B
2

(⌫t)�5/2 C
2

(�t)�5/2 B
2

(⌫t)�7/2 C
2

(�t)�7/2

{k2, k4} Bo(⌫t)�3/2 C
2

(�t)�5/2 Bo(⌫t)�5/2 C
2

(�t)�7/2

{k4, k2} B
2

(⌫t)�5/2 Co(�t)�3/2 B
2

(⌫t)�7/2 Co(�t)�5/2

Table 3.4: Summary of the predictions for the asymptotic state of the turbulent statistics
at the final period of freely decay turbulence for di↵erent combinations of low wave-spectra.

The model constant Cã2
�

can be determined by matching the asymptotic states predicted by

the ELSE model to the corresponding predictions of dimensional analysis shown in Table 3.4.

For a passive scalar spectrum with a k2 low wavenumber behavior, this leads to

� 1

2Cã2
�

� 1
= �3

2
) Cã2

�

= 5/6 . (3.67)

If instead the low wave-number spectrum of the passive scalar varies as k4, we have

� 1

2Cã2
�

� 1
= �5

2
) Cã2

�

= 7/10 . (3.68)

For a low wave-number spectrum that varies as k2, setting Cã2
�

= 5/6 in the asymptotic

expression for ã2 yields ã2 ⇠ t�5/2, which is consistent to the dimensional analysis. If instead

the low wave-number spectrum varies as k4, setting Cã2
�

= 7/10 in the asymptotic expression

for ã2 yielding ã2 ⇠ t�7/2, which again agrees with the dimensional analysis.

3.6.3 Apriori testing

Having determined the model constants for the dissipation rates ✏ and ✏�, we can perform an

a priori test of the functional forms given in equations (3.28) and (3.46) by using available
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DNS data. For example, when used with eq. (3.25), the two models yield the timescales ratio

R

R ⌘ ⌧

⌧�
=

3rsqdsqmrms

fijdji
. (3.69)

The form of Eq. (3.69) exhibits the expected dependence of R on the large-scale structure of

the two fields, which is introduced through the structure tensors. For a priori test, we have

used values for the structure tensor components given in the DNS work Kassinos et al. [47]

for the case of homogeneous shear with a transverse scalar gradient, which yields the value

R = 1.69. While Kassinos et al. [47] did not report R, their simulations results were in close

agreement with those of Brethouwer [46] which reported a value of R = 1.71. The good

agreement between the two values provides an indication for the validity of the proposed

models, since the ELSE model has not been calibrated for this case.

3.6.4 Validation of the scalar scales model: isotropic turbulence with im-

posed mean scalar gradient

Before we proceed to the full validation of the extended IPRM model, we consider a simple

case where the ELSE model for the turbulence scales can be independently validated. In the

presence of mean scalar gradient in isotropic turbulence at high Reynolds and Peclet number,

the evolution of the passive scalar field is driven by the scalar-flux vector, which is present in

the production term. The system of equations (3.54) then becomes

d

dt
= �C✏�!̃ , (3.70a)

d!̃

dt
= �[C!̃2

T

� �C!̃2

P

]!̃2 , (3.70b)

d�

dt
= �u0i�

0⇤i � C��
��!̃ , (3.70c)

dã

dt
= �[C!̃2

T

� ��C!̃2

P

]ã!̃ + [C!̃2

T

� ��C!̃2

P

]⇤!̃ . (3.70d)

The simplicity of this test case (no mean velocity gradients) means that algebraic models of

the scalar flux vector can be expected to produce reasonable results. Here, we use the explicit

model of Younis et al. [56],

�u0i�
0 = C

1

2

✏
⇤i + C

2



✏
u0iu

0
j⇤j + C

3

3

✏2
ui,j⇤j

+ C
4

2

✏2
(u0iu

0
kūj,k + u0ju

0
kūi,k)⇤j ,

(3.71)
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which in the present case reduces to

�u0i�
0 = (C

1

+
2

3
C
2

)
2

✏
⇤i , (3.72)

with standard values assigned to the model constants, namely, C
1

= �4.55 ⇥ 10�2 and

C
2

= 3.73⇥ 10�1.

Fig. 3.4 shows a comparison of the predictions of the ELSE model for power law exponent

for the scalar variance with the corresponding LES computations of Chasnov [16]. A good

agreement is achieved. As shown in Fig. 3.5, a good agreement between the ELSE model
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Figure 3.4: Predictions of the ELSE model for the time evolution of the power-law exponent
of �0

2 in the presence of mean scalar gradients. Double-dotted line ( ) corresponds for
{k2, k2} low-wave number spectra, solid line ( ) to {k4, k4} spectra. Comparison is
made with the asymptotic values of the LES predictions of Chasnov [16] (horizontal lines).

and the LES of Chasnov[16] is also obtained for the scalar dissipation rate. Finally, Fig. 3.6

shows a comparison of model predictions for the ratio of the scalar-variance production to

dissipation, ��u0
2

�0/✏� to the corresponding LES results. For this comparison, � represents

the magnitude of the mean scalar gradient. An excellent agreement is achieved, clearly

showing that the model is sensitive to the choice of the di↵erent spectrum combinations.
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Figure 3.5: As in Fig. 3.4 but for the passive scalar dissipation rate ✏
�

.
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Figure 3.6: As in Fig. 3.4 but for the ratio of the scalar-variance production to passive
scalar dissipation rate ✏

�

.

3.7 Validation of the complete IPRM model for passive scalar

transport

In this section, we present the validation of the complete IPRM model for passive scalar

transport. For easy reference, the complete set of equations defining the model is summarized
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in Appendix A.1.

3.7.1 2D-2C isotropic decaying turbulence.

For 2D-2C isotropic turbulence at high ReT and Pe, and in the absence of mean scalar or

velocity gradients, eq. (3.54) reduces to

d

dt
= 0 , (3.73a)

d!̃

dt
= �C!̃2

T

!̃2 , (3.73b)

d�

dt
= �C��

��!̃ , (3.73c)

dã

dt
= �C!̃2

T

ã!̃ . (3.73d)

The solution of eq. (3.73) is



o
= 1 , (3.74a)

!̃2

!̃2

o

=
1

[1 + C!̃2

T

!̃ot]2
, (3.74b)

�

�o
= [1 + C!̃2

T

!̃ot]
���C

�

/C
!̃

2

T , (3.74c)

ã2

ã2o
=

1

[1 + C!̃2

T

!̃ot]2
. (3.74d)

At very large times, the power law exponent of � tends to ���C�/C!̃2

T

. Furthermore, if we

take the axis of independence to be x
3

without the loss of generality, the asymptotic limit of

the structure tensors is

rij = dij = dsij =

0

BB@

1/2 0 0

0 1/2 0

0 0 0

1

CCA , fij =

0

BB@

0 0 0

0 0 0

0 0 1.0

1

CCA ,

yielding a value of �� = 9riqdsqjrji =
9

4

. Thus, the power law exponent becomes

��
2D-2C

C�

C!̃2

T

=
9

4

C✏

C!̃2

T

= � . (3.75)

The value of parameter � depends on the choice of the energy spectrum. It becomes 1.27 or

1.5 for {k2, k2} or {k4, k4} spectra respectively, while Lesieur [54] suggested a value around

2.0.
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Figure 3.7: Sketch of the mean velocity profile, along with the frame rotation vector.

3.7.2 Homogeneous shear in fixed and rotating frames

Next, we consider the case of homogeneous shear in fixed and rotating frames at high Reynolds

and Peclet numbers. Both transverse and streamwise mean scalar gradients are considered.

These simple canonical cases are of particular interest because of their relevance to geophysical

flows and industrial applications, such as turbomachinery flows. The configuration of the

mean flow is given by

Gij = S�i1�j2 , ⌦f
i = ⌦f�i3 , ⇤i = S��i↵ , (3.76)

where the no-summation (greek) index ↵ denotes the direction of the mean scalar gradient,

which can be either in the transverse or streamwise direction. S denotes the mean shear

rate, S� is the magnitude of the mean scalar gradient, ⌦f
i is the frame-rotation vector, where

⌦f = �⌦f
12

, so that positive values of ⌦f corresponds to a frame counter-rotating with respect

to the rotation sense of the mean shear S (see Figure 3.7).

During the validation process, a number of dimensionless parameters are computed and com-

pared to the corresponding DNS and experimental data. The first of these, used to determine

the initial conditions of each case, is the shear parameter ratio S⇤, defined as

S⇤ =
Sq2

✏
, (3.77)

which measures how “slow” or “rapid” the initial flow configuration is. Another important

parameter is the ratio of the strengths of passive scalar and velocity fluctuations B, defined
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as

B =
S✓0

S�q0
, ✓0 =

q
�02 , q0 =

p
q2 . (3.78)

In the presence of frame-rotation, another important parameter is the ratio of the frame

rotation rate ⌦f = �⌦f
12

to the mean shear rate S, given by

⌘f =
2⌦f

S
. (3.79)

The case ⌘f = 0.5 is of particular interest since it corresponds to the most unstable case, where

the growth of turbulent kinetic energy is maximized, as shown in the bifurcation diagram in

Fig. 3.8. Apart from this case, additional frame-rotating cases are considered (⌘f = �0.5 and

⌘f = 1.0), along with the non-rotating case (⌘f = 0.0).

A useful parameter in order to test the ability of the proposed model to capture the anisotropic

nature of the turbulent field, is the inclination angle of turbulent scalar-flux vector ↵�. Since

no scalar-flux is expected along the spanwise (x
3

) direction, ↵� is defined relative to the

streamwise direction (x
1

) as

↵� = tan�1

✓
u0
2

�0

u0
1

�0

◆
. (3.80)

Another parameter is the scalar-velocity correlation coe�cient, denoted as ⇣↵i , which measures

the degree of correlation between the scalar and velocity fields, defined as

⇣↵i =

✓
u0i�

0
↵p

Rii✓0↵

◆
, (3.81)

where no-summation is performed on the indices. For example, ⇣2
1

refers to the turbulent flux

of a scalar in the streamwise direction (x
1

) in the presence of a transverse (x
2

) mean scalar

gradient. For zero values, the two fields are completely uncorrelated, whereas for large-values,

a strong correlation is implied.

In all simulations involving homogeneous shear, the initial passive scalar field is zero, yielding

an initial B parameter B
0

= 0, which subsequently evolves under the combined action of the

turbulent velocity and the mean scalar fields respectively.

3.7.2.1 Homogeneous shear in the presence of transverse mean scalar gradient

We consider a transverse mean scalar gradient imposed under conditions that correspond to

cases studied in the DNS work of Kassinos et al. [47]. First, we consider the case with an
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Figure 3.8: Bifurcation diagram for homogenous turbulence in rotating frames.
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Figure 3.9: IPRM model predictions for the time evolution of relative strength of the scalar
fluctuations B. Double-dotted lines ( ) correspond to {k2, k2} low-wave number case,
solid lines ( ) correspond to {k4, k4} ( ) low-wave number case. Comparison is
made with DNS results ( symbols ) of Kassinos et al.[47] for homogeneous shear turbulence
with transverse mean scalar-gradient at Sq2

o

/✏
o

= 35.85. Two di↵erent frame rotation rates
are shown: (a) ⌘

f

= 0.5; (b) ⌘
f

= 1.0.

initial shear parameter S⇤
0

= 35.85, corresponding to case C0.2.0 in Kassinos et al.[47] In

Fig. 3.9 we show predictions for the dimensionless ratio B for two di↵erent frame-rotation

rates, particularly ⌘f = 0.5 and 1.0. Results are shown assuming either a {k2, k2} or a {k4, k4}
spectra combination. The discrepancies between the two spectra choices are trivial, reaching

up to 3% for large times. Thus, for the sake of space, we hereafter report results using only

one spectra combination for each case.

In Fig. 3.10 IPRM predictions are compared to DNS results [47] for the time evolution of

B using {k4, k4} spectra combinations for four frame-rotation rates. Fair predictions for
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Figure 3.10: IPRM model predictions ( lines ) for the time evolution of relative strength
of the scalar fluctuations B using {k4, k4} low wave-number spectra. Comparison is made
with DNS results ( symbols ) of Kassinos et al.[47] for homogeneous shear turbulence with
transverse mean scalar-gradient at Sq2

o

/✏
o

= 35.85. Four di↵erent frame rotation rates
are shown: (a) (r, ) ⌘

f

= �0.5; (⇤, ) ⌘
f

= 0.0; and (b) (�, ) ⌘
f

=
0.5; (4, ) ⌘

f

= 1.0.
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Figure 3.11: IPRM model predictions ( lines ) for the time evolution of the angle of the
scalar flux vector ↵

�

using {k4, k4} low wave-number spectra. Comparison is made with DNS
results ( symbols ) of Kassinos et al.[47] for homogeneous shear turbulence with transverse
mean scalar-gradient at Sq2

o

/✏
o

= 35.85. Four di↵erent frame rotation rates are shown:
(r, ) ⌘

f

= �0.5; (⇤, ) ⌘
f

= 0.0; (�, ) ⌘
f

= 0.5; (4, ) ⌘
f

= 1.0.

the stationary frame and the co-rotating case (⌘f = �0.5) are shown in Fig. 3.10a, while

the closure captures quite well the remaining two cases, especially the most unstable case

⌘f = 0.5 (Fig. 3.10b).

The time advancement of the inclination angle ↵� is presented in Fig. 3.11, where the strong

influence of the frame rotation is profound. A good agreement with the corresponding DNS

data is achieved, especially for ⌘f = 0.5 and 1.0.

The evolution history of the scalar-velocity correlation coe�cient ⇣↵i is shown in Fig. 3.12.

For ⌘f = �0.5, model predictions are in very good agreement with the DNS values. For the
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Figure 3.12: IPRM model predictions ( lines ) for the time evolution of the scalar flux
coe�cient ⇣↵

i

using {k4, k4} low wave-number spectra. Comparison is made with DNS results
( symbols ) of Kassinos et al. [47] for homogeneous shear turbulence with transverse mean
scalar-gradient at Sq2

o

/✏
o

= 35.85: (r, ) , ⇣2
1

; (⇤, ) , ⇣2
2

. Four di↵erent frame
rotation rates are shown: (a) ⌘

f

= �0.5; (b) ⌘
f

= 0.0; (c) ⌘
f

= 0.5; (d) ⌘
f

= 1.0.

fixed frame case, IPRM captures accurately ⇣2
2

, whereas fair predictions are obtained for ⇣1
1

.

For ⌘f = 0.5 and ⌘f = 1.0, the closure agrees well with the DNS data for ⇣2
1

except at large

times.

The initial shear parameter is S⇤
0

= 35.85 in this case, corresponding to a somewhat rapid

mean deformation. Hence, the importance of the contribution of the e↵ective gradients (non-

linear terms) in the IPRM in the time evolution of the turbulent fields needs to investigated.

Thus, we perform additional computations using the linear PRM model, which corresponds

to exact RDT computations. Fig. 3.13 shows IPRM and PRM predictions for the parameter

B. Comparison is made again to the DNS data of Kassinos et al. [47] for the C0.2.0. The

improvement due to the inclusion of the e↵ective gradients is significant for ⌘f = 0.5 and 1.0,

whereas the predictions of the RPM (RDT) and IPRM models for the remaining two cases

⌘f = �0.5 and ⌘f = 0.0 are similar.

Next, we consider case C0.3.0 from the DNS work of Kassinos et al., [47] which is based

on the same configuration, but for a much weaker mean shear rate, corresponding to an

initial shear parameter S⇤
0

= 3.58. Fig. 3.14 shows the corresponding comparison between
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Figure 3.13: IPRM ( ) and PRM ( ) predictions using {k2, k2} as the low wave-
number spectra. Comparison is made with DNS results ( symbols ) of Kassinos et al. [47]
for homogeneous shear turbulence with transverse mean scalar-gradient at Sq2

o

/✏
o

= 35.85.
Four di↵erent frame rotation rates are shown: (a) ⌘

f

= �0.5; (b) ⌘
f

= 0.0; (c) ⌘
f

= 0.5;
and (d) ⌘

f

= 1.0.

IPRM and PRM predictions for the parameter B, yielding similar behavior to the previous

rapid case. Fig. 3.15 shows a comparison of the parameter B predictions of IPRM with the

corresponding DNS predictions. As in the previous case, the model produces good results for

⌘f = 0.5 and 1.0, while when ⌘f = �0.5 and 0.0 it tends to overestimate B values at large

total shear. The relative small di↵erences between the IPRM and PRM predictions point to

the fact that, even at this relative weak shear rate, linear e↵ects play a significant role in the

evolution of the turbulence fields, at least for the range of total shear shown.

Fig. 3.16 shows the corresponding comparison for the inclination angle ↵�. Overall, IPRM

produces encouraging results, especially for ⌘f = 0 and ⌘f = 0.5, being able to capture

satisfactory the DNS values at large times.

Next, we compare the predictions of IPRM model for the scalar-velocity correlation coe�cient

⇣↵i with the DNS data (Fig. 3.17). IPRM achieves very good agreement with the DNS for

⌘f = �0.5 and 0.0 for both components ⇣2
1

and ⇣2
2

. For ⌘f = 0.5 and 1.0, the IPRM provides

fair predictions for ⇣2
1

, while it underpredicts the value for ⇣2
2

, a trend that was also observed

in the C0.2.0 case.
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Figure 3.14: As in Fig. 3.13 but for Sq2
o

/✏
o

= 3.58.
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Figure 3.15: As in Fig. 3.10 but for Sq2
o

/✏
o

= 3.58.

3.7.2.2 Homogeneous shear in the presence of streamwise mean scalar gradient

In this subsection, we consider homogeneous shear in the presence of streamwise mean scalar

gradient. Computations are conducted for flow conditions that correspond to the DNS results

of Brethouwer [46]. The initial shear parameter for all computations is set to be S⇤
0

= 36.0,

while the initialization process for the passive-scalar field is similar to that used by Kassinos

et al.[47], i.e. starting from a zero initial passive scalar field, corresponding to a zero value

for the B parameter. As before, we perform computations for four frame rotation rates, ⌘f =

�0.5, 0, 0.5 and 1.0. Fig. 3.18a shows results for the relative strength of the scalar fluctuations
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Figure 3.17: As in Fig. 3.12 but for Sq2
o

/✏
o

= 3.58.

B. In all cases, IPRM achieves excellent agreement with the DNS results, revealing its

sensitivity to the direction of the mean scalar gradient. Fig. 3.18b shows the corresponding

comparison for the inclination angle. As expected, IPRM predictions agree quite well with

the DNS data for all cases. Especially for the co-rotating case ⌘f = �0.5, IPRM captures

surprisingly well the shape of the profile during its transition from negative to positive values.

Fig. 3.19 shows the corresponding comparison for the scalar flux coe�cient. In consistence
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Figure 3.18: IPRM model predictions ( lines ) for the time evolution of characteristics
of the passive scalar field using {k4, k4} low wave-number spectra. Shown on the left (a)
is the relative strength of the scalar fluctuations B, and on the right (b) the angle of the
scalar flux vector ↵

�

. Comparison is made with DNS results ( symbols ) of Brethouwer [46]
for homogeneous shear turbulence with streamwise mean scalar-gradient at Sq2

o

/✏
o

= 36.0.
Four di↵erent frame rotation rates are shown: (r, ) ⌘

f

= �0.5; (⇤, ) ⌘
f

= 0.0;
(�, ) ⌘

f

= 0.5; (4, ) ⌘
f

= 1.0.

with the results for ↵�, we see that IPRM captures accurately the time evolution of both ⇣1
1

and ⇣1
2

for ⌘f = �0.5. Good predictions are obtained for the remaining three cases, except for

the predictions regarding ⇣1
1

at St larger than 5 for the cases ⌘f = 0.0 and ⌘f = 1.0., where

the IPRM tends to underestimate its magnitude.

3.7.3 Irrotational axisymmetric contraction

Here, we consider the case of homogeneous turbulence deformed by irrotational axisymmetric

contraction in the presence of a transverse mean scalar gradient at high Reynolds and Peclet

numbers. Computations are conducted for conditions that correspond to the experimental

work of Gylfason and Warhaft [57]. The initial shear parameter is S⇤
0

⇡ 5.0, while the

imposed initial passive scalar fluctuations correspond to an initial value for the B parameter

of B
0

= 1.0. The flow configuration for the mean field is given by

Gij = S�i1�j1 �
S

2
�i2�j2 �

S

2
�i3�j3 , ⇤i = S��i2 , (3.82)

where S > 0. Fig. 3.20a shows results for the passive scalar dissipation rate ✏� using both

{k2, k2} and {k4, k4} low wavenumber spectra. We observe that the IPRM predictions are

close to the experimental measurements for both spectra choices, with the results correspond-

ing to {k2, k2} being in better agreement, as expected, due to the flow configuration in the

experiment. Fig. 3.20b shows the corresponding comparison for the passive scalar variance

�02. The IPRM model predicts that scalar variance remains practically unchangeable, in good

agreement with the experiments [57].
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Figure 3.19: IPRM model predictions ( lines ) for the time evolution of the scalar flux
coe�cient ⇣↵

i

using {k4, k4} low wave-number spectra. Comparison is made with DNS results
( symbols ) of Brethouwer [46] for homogeneous shear turbulence with streamwise mean
scalar-gradient at Sq2

o

/✏
o

= 36.0: (r, ) , ⇣1
1

; (⇤, ) , ⇣1
2

. Four di↵erent frame
rotation rates are shown: (a) ⌘

f

= �0.5; (b) ⌘
f

= 0.0; (c) ⌘
f

= 0.5; (d) ⌘
f

= 1.0.

3.8 Future plans for an algebraic four equation structure based

model and initial results

In Section 3.5, we’ve used the triple decomposition approach to derive a set of model scale

equations for the passive scalar field. These scale equations along with the corresponding

scale equations for the velocity field, comprise the Extended Large-Scale Enstrophy (ELSE)

turbulence scales model. The ELSE model has been formulated for use with structure-based

models and it is therefore based on the assumption that information about the scalar flux

vector and the one-point turbulence structure tensors is independently available. In the

present work, the ESLE scales model was coupled with the IPRM, which provided all the

necessary information.

We also plan to explore the coupling of the ELSE scales model with the the Algebraic

Structure-Based Model (ASBM) [6, 49]. The ASBM is a one-point engineering model based

on an equilibrium assumption that provides estimates of the equilibrium state of the one-

point structure tensors for any given mean deformation mode. Currently, the ASBM does
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Figure 3.20: IPRM model predictions ( lines ) for the time evolution of characteristics of
the passive scalar field using low wave-number spectra. Shown on the left (a) is the passive
scalar dissipation rate ✏

�

, and on the right (b) the passive scalar variance �0
2. Comparison

is made with the experimental measurements ( symbols ) of Gylfason and Warhaft [57] for
homogeneous axisymmetric contraction with streamwise mean scalar-gradient at Sq2

o

/✏
o

⇡
5.0. Two di↵erent low-wave number spectra combinations are shown: ( ) {k2, k2};

( ) {k4, k4}.

not provide estimates of the scalar dimensionality tensor dsij , which is needed in the ELSE

model. Numerical experiments that we have carried out using the Particle Representation

Model (PRM) show that in the case of irrotational mean deformation, dsij ⇡ dij at large times,

to a very good degree of approximation. This is a very attractive approximation because it

a↵ords closure of the model without the need to introduce another transport equation. While

the PRM simulations show the approximation to be less accurate in the presence of mean

rotation, we deemed it to be reasonable enough for use in the closure of the passive scalar

model. The option to construct a more elaborate algebraic model for dsij within the ASBM

formalism, as done for dij , is not ruled out, but will only be attempted if it proves to be

necessary during future evaluation of the model in complex turbulent flows. Using this ap-

proximation, the invariants that appear in the coe�cients of the passive scalar model can

be evaluated within the ASBM formalism, thus ensuring the self-consistency with the ELSE

scales model.

In order to test the potential of incorporating the ASBM formalism in the complete model, we

performed computations using two di↵erent approaches. In the first approach, the scalar-flux

vector as well as the structure tensors and the associated tensor products and invariants are

evaluated solely within the IPRM model, called the “pure IPRM” case. Alternatively, in the

second approach named “ASBM case” only the scalar-flux vector is obtained using the IPRM

model, whereas the ASBM provides all the data related to the structure tensors and their

invariants. In Fig. 3.21 we show some preliminary results using both approaches for the time

evolution of the B parameter for the homogeneous shear case in the presence of transverse

mean scalar gradient. Two di↵erent frame-rotation rates are shown, ⌘f = �0.5 and 0.0, while

comparison is made to DNS work of [47], particularly case C0.2.0. As we can see, the second
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Figure 3.21: Time evolution of the relative strength of the scalar fluctuations B using
{k2, k2} low wave-number spectra. Double-dotted lines ( ) correspond for the “pure
IPRM case”, solid lines ( ) to the case where ASBM is used to obtain the one-point
structure-tensors (“ASBM case”). Comparison is made with DNS results ( symbols ) of
Kassinos et al.[47] for homogeneous shear turbulence with transverse mean scalar-gradient
at Sq2
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= 35.85. Two di↵erent frame rotation rates are shown: (a) ⌘
f

= �0.5; (b)
⌘
f

= 0.0.

approach produces encouraging results, however more cases should be considered and further

analysis regarding known issues related to the algebraic model should be resolved.

3.9 Conclusions

An extended IPRM model is proposed which, for the first time, provides predictions for the

statistics of the passive-scalar fluctuations. A structure-based model is proposed in order to

provide the turbulence scales based on a triple decomposition method of the exact passive

scalar and velocity transport equations. Furthermore, we propose the use of the scalar vari-

ance and the large-scale scalar gradient variance as the two turbulence scales characterizing

the scalar field. Due to the strong influence of the velocity field on the passive scalar statis-

tics, the proposed model is coupled with the large-scale enstrophy model of RLK02. We have

taken into account this fact by sensitizing the passive scalar model equations into products

of the structure tensors and by modeling the dissipation rate in terms of the large-scale en-

strophy.

The model parameters at high ReT and Pe numbers were determined simply by matching

the decay rates of the scalar variance in isotropic, unstrained turbulence and in the absence

of mean scalar gradient. Model predictions exhibit very good agreement with similarity

arguments for the decay rate of the scalar gradient variance and scalar dissipation rate. Ad-

ditionally, the model has been tested in isotropic turbulence at high ReT , Pe, this time in the

presence of mean scalar gradient. The newly proposed model provided very good agreement
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with LES predictions and similarity arguments for the asymptotic decay rates of the scalar

variance and of the ratio of the scalar variance production to scalar dissipation rate for dif-

ferent combinations of the low wave number spectra, showing its sensitivity in the choice of

spectrum. For 2D-2C turbulence the model indicates correctly the presence of a direct cas-

cade for the scalar variance, however it underpredicts the decay rate of the scalar variance.

In order to further ascertain the performance of the model, the case of homogeneous shear

flow in the presence either of transverse or streamwise mean scalar gradient at high ReT , Pe,

has also been considered. For each case, the model was tested in non-rotating and rotating

frames, providing good predictions for a number of dimensionless parameters, such as the

ratio of passive scalar intensities to velocity intensities, denoted as B, the inclination angle a�

and the scalar-velocity correlation coe�cient ⇣↵i . Especially for the case where a streamwise

mean scalar gradient is imposed, the proposed model provides excellent predictions for B and

↵�, revealing its ability to adopt to the highly anisotropic nature of the passive-scalar field.

Using structure tensors given by DNS fair predictions are obtained for the ratio of turbulence

timescale to passive scalar timescale, denoted as R. Additionally, the performance of the

model was ascertained for one irrotational case, particularly for axisymmetric contraction in

the presence of mean transverse gradient, yielding good predictions for the time evolution of

the passive scalar variance �02 and passive-scalar dissipation rate ✏�. The satisfactory per-

formance of the model at the limit of high ReT and Pe supports the use of the large-scale

enstrophy in the model expression of ✏�. In order to complete the model, the constant asso-

ciated with di↵usion Cã2
�

is determined by examining the asymptotic behavior of the flow at

low ReT and Pe.

Preliminary computations were conducted in order to test the potential of incorporating

ASBM to the complete model, showing encouraging results. All the above findings enforce

our confidence for the validity of the passive scalar large scale model, which fits nicely with

the  � !̃2 model. The overall agreement of the current model with the DNS simulations

enforces our confidence that the proposed modeled expression for scalar dissipation rate is

appropriate for the study of the turbulent passive scalar field. Our current e↵orts are focused

on the construction of a model for the scalar dimensionality tensor dsij , and the prospect of

extending the model to more general flows.

Finally, it is useful to comment on the di↵erences between the structure-based approach

present herein and more common approaches such as those based on one-point Reynolds

stress transport models. In this respect, two key features of the IPRM approach stand out.

First is the inclusion of structure information via the one-point structure tensors in the scale

equations, a feature that is not linked to the particle representation per se and thus can be

expected to also carry over to one-point formulations, such as the ASBM. The sensitization
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of the turbulence scales to the structure of the turbulence can be expected to allow the model

to reflect more accurately a number of limiting cases. An example of such an advantage

that is directly related to the cases considered in this paper, comes from unpublished work

by Kassinos. This work shows that using the large-scale enstrophy equation in place of

the standard epsilon equation allows the IPRM (and ASBM) to capture the bifurcation

diagram of homogeneous shear flow in a rotating frame much more accurately. The second

characteristic is the extra information carried out in the particle representation that leads to

an enhancement of realizability and robustness for the IPRM. These features provide enough

evidence that further investigation of this approach might be both interesting and fruitful.
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Chapter 4

A new stochastic Di↵erential

Structure-Based Model (D-SBM).

4.1 Introduction

The problems encountered in the original model have motivated us to re-consider the mod-

eling procedure in order to extent its validity to weak irrotational deformations through the

inclusion of additional physical information in the model equations. To achieve this, a number

of objectives were defined, which are:

• Retain stochastic nature of the model.

• Revisit the Rij constitutive equation (correlation) part.

• Obtain more sophisticated transports equations for the structural equations, which can

produce non-zero values for � and � for irrotational flows, which is true only for flows

that are subjected to slow deformations, while it will still provide zero values for rapid

deformations.

• Validate the proposed structure-based model for a number of basic irrotational flows

subjected to slow deformations.

Based on the above considerations, the constitutive equation was modified by substituting

the mean rotation vector that appears in the jetal-vortex correlation part with the eddy

e↵ective rotation rate vector. The motivation behind this modification stems from the fact

that under RDT, the jetal-vortex correlation is activated by mean or frame rotation. In slow

irrotational deformations, we have an e↵ective rotation (due to the action of the larger eddies
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on the smaller ones) that can also induce this correlation. In addition, the non-linear e↵ects

are expressed in terms of the e↵ective gradients, an idea introduced by Kassinos et al. [24]

who assumed that these turbulence-turbulence interactions provide a gradient acting on the

eddies, in addition to the mean gradient. Furthermore, this modification maintains basic

properties of 2D turbulence (e.g. material indi↵erence).

4.1.1 Outline

Section 4.2 discuss the construction of a stochastic model which includes the concept of the

e↵ective gradients. It is devoted to the derivation of the evolution equations for the aij and

the two structural parameters � and gamma appearing in the constitutive equation for the

Reynolds stresses . Section 4.3 is devoted to the construction of modified expressions for the

one-point statistics and the evolution equations for aij , � and � based on the eddy-e↵ective

rotation rate vector. In addition, an evolution equation for the normalized dimensionality

tensor dij is derived. In Section 4.5 we ascertain the performance of the newly proposed

models for three basic irrotational cases, in the presence of either rapid or slow deformations.

Comparison is made to the stochastic SBM model of Kassinos and Reynolds (KR) [22], briefly

described in Chapter 2.9, and the DNS work of Lee and Reynolds [58].

4.2 Stochastic SBM based on e↵ective gradients.

4.2.1 Evolution for aij.

4.2.1.1 Di↵erential of ai, V .

We start our analysis by modifying the di↵erential of the normalized eddy-axis vector ai to

account for the additional non-linear e↵ects

dai = Ga
ikakdt�Ga

ksakasaidt , (4.1)

where the model for the e↵ective eddy deformation is incorporated inside the e↵ective gradient

tensor

Ga
ij = Gij +

Ca

⌧
riqdqj . (4.2)
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The constant Ca is determined through the orthogonality condition between ai and ni and

is found to be equal to Cn. The values of the model constants Cv and Cn are chosen to be 1

and 2.2 respectively, as in Kassinos et al. [24]. Note that we have used the same tensor riqdqj

to represent the eddy e↵ective deformation rate as both ni and vi. In order to obtain the

evolution equation for aij , an additional di↵erential is needed, that of the velocity magnitude.

Use of eq. (2.72) leads to the following expression

dV =
1

2V
[�2Gv

ikViVkdt� 2C
1

V 2dt+ C2

2

V 2(dWpdWpnsns � dWsdWqnqns)] . (4.3)

Note that we have kept only terms of order O(t2), since the remaining terms provide negligible

contribution to the evolution of the velocity field.

4.2.1.2 Evolution equation for aij.

We combine eqs. (4.1) and (4.3) and apply averaging in order to obtain the evolution equation

for the eddy-axis tensor

dAij

dt
= Ga

ikAkj +Ga
jkAki � 2Ga

ksq
2Za

ijks � 2Gv
qkhvkvqAiAji . (4.4)

From the definition (2.81) it follows that the equation for the normalized eddy-axis tensor aij

is given by

daij
dt

=
d

dt
(
Aij

Akk
) =

Ȧij

Akk
� Aij

Akk

˙Akk

Akk
=

Ȧij

q2
� aij

˙Akk

q2
. (4.5)

Using eq. (4.4) in eq. (4.5) one obtains the evolution equation for aij

da
ij

dt
= G

ik

a
kj

+G
jk

a
ki

� (3�+ 1)S
qk

Za

ijkq

+ S
qk

(3�� 1)[a
ij

a
kq

] + 2�
⌦

s

⌦
S
qk

✏
ksy

[a
yq

a
ij

� Za

yqij

]
| {z }

RDT term

+
Cv

⌧
r
qw

d
wk

(3�� 1)[a
ij

a
kq

� Za

kqij

] + �
⌦

s

⌦

Cv

⌧
(r

qw

d
wk

+ r
kw

d
wq

)✏
kst

[a
tq

a
ij

� Za

tqij

]
| {z }

slow term-velocity contribution

+
Ca

⌧
d
qk

[r
iq

a
kj

+ r
jq

a
ki

]� 2Ca

⌧
r
kq

d
qs

Za

ijks

| {z }
slow term-eddy contribution

.

(4.6)
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Eq. (4.6) is written in a form that clearly shows the influence of each field to the stochastic

processes. We observe that the velocity field adds an additional contribution to both the

stropholysis and jetal terms, while the eddy-contribution provides an e↵ective rotational

randomization of the aij .

4.2.2 Evolution for �, �.

In this subsection, we consider the evolution of the jetal parameter � and the jetal-vortex

correlation parameter �. Details of the derivation of their evolution equations are given in

Appendix C. As shown in the constitutive equation for the Reynolds stress, these structural

parameters are responsible for the redistribution of the energy between the di↵erent modes,

thus a↵ecting the Reynolds stress components. First, we construct a suitable algebraic ex-

pression by multiplying eq. (2.79a) with aiaj , which yields the algebraic expression

� = R|a
ijaiaj . (4.7)

Taking the time-derivative of eq. (4.7) one finds

d�

dt
=

1

q2
[h
dR|a

ij

dt
aiaji+ hR|a

ij

d

dt
(aiaj)i �

hR|a
ijaiaji
q2

hdq
2

dt
i] . (4.8)

Using eq. (2.79a) in eq. (4.8) produces the evolution equation for �

d�

dt
= �

⌦s⌦t

⌦
[�st � asat] + 2�Sv

kq[rqk � aqk]
| {z }

RDT term

+ (1� 2�)
8.5⌦s

2⌧
(1� fpqaqp) + �

⌦k

⌦
✏iktats[

Ca

⌧
riqdqs �

Cv

⌧
rsqdqi]

| {z }
slow term

.
(4.9)

For the construction of the correlation parameter � we consider the contraction

hR|a
ij

⌦z

⌦
✏izmamaji = �

⌦k⌦z

⌦2

1

2
(q2�kz �Akz) . (4.10)

Taking the time-derivative of eq. (4.10) yields

h(
dR|a

ij

dt
)
⌦z

⌦
✏izmamaji+ hR|a

ij

d

dt
(
⌦z

⌦
)✏izmamaji+ ✏izmhR|a

ij

⌦z

⌦

d

dt
(amaj)i =

(
d�

dt
)
⌦k⌦z

⌦2

1

2
(q2�kz �Akz) + �

d

dt
(
⌦k⌦z

⌦2

)
1

2
(q2�kz �Akz) + �

⌦k⌦z

2⌦2

d

dt
(q2�kz �Akz) .

(4.11)
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Using eq. (4.11) leads to the evolution equation for �

(
d�

dt
)
⌦k⌦z

⌦2

1

2
(�kz � akz) = ��

2

⌦k⌦z

⌦2

(�Sa
kqaqz + Sa

pqZ
a
kzpq) + (1� 3�)✏izm

⌦z

2⌦
Sa
iqaqm

| {z }
eddy contribution

+�
8.5

2⌧

⌦m⌦t

⌦2

⌦s[(atm � �tm) + fpq[�mtapq � Za
pqtm]]

| {z }
pure slow term

+
⌦i⌦q

2⌦
(�iq � aiq)[1� 2�] +

�

2

⌦m⌦r

⌦2

amt(�
⌦t⌦q

⌦2

Sqr + Str)
| {z }

pure vorticity contribution

+ Sn
kq

�

2

⌦z

⌦
✏kzmamq + �[

Sn
qq

8
+

Sn
tz

4
(
⌦m⌦z

⌦2

atm +
⌦m⌦t

⌦2

azm)� Sn
sz

4

⌦s⌦z

⌦2

�
Sn
qq

8

⌦m⌦t

⌦2

atm
| {z }

gradient contribution

�
Sn
kq

8

⌦s⌦t

⌦2

Za
tqsk �

Sn
tm

8
atm]

| {z }
gradient contribution

�✏kzm
⌦z

2⌦
amq[�S

v
kq + (1� �)Sv

qk]
| {z }

velocity contribution

+�[Sv
kmrmk + Sv

kk

⌦m⌦t

8⌦2

amt(4�� 1) +
⌦k⌦z

8⌦2

Sv
qsZ

a
sqkz(7� 12�)� 3

8
Sv
kk �

Sv
tmatm
8| {z }

velocity contribution

+Sv
ik

⌦i⌦k

4⌦2

� 1

4
Sv
ik(

⌦m⌦k

⌦2

aim +
⌦m⌦i

⌦2

amk)�
⌦k⌦z

2⌦2

�
⌦m

⌦
(✏smtZ

a
tqkz + ✏qmtZ

a
tskz)S

v
qs]

| {z }
velocity contribution

.

(4.12)

Clearly the evolution equation for � is the most complicated among all structural parameters,

containing various terms. This equation is highly non-linear in terms of products among

turbulent quantities. However, this expression is consistent to one of our objectives, which is

to construct more sophisticated equations which would provide more accurate, and physically

more meaningful results.

4.3 Extended Stochastic SBM including eddy e↵ective rota-

tion rate.

As already mentioned in the outline subsection of the current chapter, one of the main issues

regarding the original model is that, for irrotational flows subjected to slow deformations, it

predicts zero values for the � and � parameters. As this is true for flows subjected to rapid
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irrotational deformations, as explained in [22], in the presence of weak deformations the no-

linear terms e↵ectively redistribute the energy of an initially pure jetal mode (� = 0), resulting

to the emergence of a vortical mode. These eddy-eddy interactions provide an e↵ective eddy

rotation acting on each individual eddy, allowing for non-zero values to be produced. As

described in detail in Kasssinos & Reynolds (KR) [22], “ in order to capture these e↵ects it is

not enough to allow for non-zero � and � under irrotational strain ”. KR took a step forward

and suggested the replacement of the mean vorticity of the ⌦i in eq. (2.79a) with the e↵ective

eddy rotation rate ⇥i, given by

⇥z = ✏zrpG
a
rkapak . (4.13)

This modification, in the presence of non-zero � and � can yield a contribution in the strophol-

ysis part even in the absence of mean rotation. Motivated by their arguments, in this subsec-

tion we introduce a stochastic model, called Model 2, which combines the idea of the e↵ective

mean gradients in a similar manner as in Model 1, while modifying the constitutive equation

as proposed by KR.

4.3.1 Constitutive relationship between rij and aij, �, �.

Substituting eq. (4.13) in eq. (2.79a) produces the constitutive equation for the normalized

Reynolds stress

rij =
Rij

q2
= [

(1� �)

2
(�ij � aij) + �aij +

�

2⌦⇤ (2S
a
tqZ

a
tqij �Ga

iqaqj �Ga
jqaqi)] , (4.14)

where

⌦⇤ =
p
h⇥i⇥ii , (4.15a)

⌦⇤2 = h⇥i⇥ii = Ga
skG

a
sqakq � Sa

tkS
a
pqZ

a
tkpq , (4.15b)

h⇥i⇥ji = �ij(G
a
skG

a
sqakq � Sa

tkS
a
pqZ

a
pqtk) + Sa

tk(G
a
iqZ

a
tkjq +Ga

jqZ
a
tkiq) (4.15c)

�Ga
jkG

a
iqakq �Ga

skG
a
sqZ

a
ijkq . (4.15d)

As expected, eqs. (4.15) contribute to the constitutive equation even for strained-only flows

through the e↵ective gradients. However, for strained-only flows in the RDT limit and for

initially zero value for the jetal-vortex correlation �, the stropholysis part of eq. (4.14) remains

zero, in accordance to the RDT theory.
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4.3.2 Modified expression for pressure strain rate tensor Mijpq.

The fourth-rank pressure strain rate tensor is derived by the conditioned moment

M |a
ijpq = hViVjnpnq|ai , (4.16)

which consists of three distinct parts, namely

Mv|a
ijpq

q2
=

(1� �)

8
✏irt✏jzs[(�rz�pq + �rp�zq + �rq�zp)� �rzapaq]atas , (4.17a)

M j|a
ijpq

q2
=
�

2
[�pqaiaj � aiajapaq] , (4.17b)

Mh|a
ijpq

q2
=
�

8

⇥k

⇥
(✏irtataj + ✏jrtatai)[(�rk�pq + �rp�kq + �rq�kp) (4.17c)

� (�rkapaq + �rpakaq + �rqakap)] , (4.17d)

where v,j and h refer to the vortical, jetal and helical components respectively.

As shown in Appendix C, applying averaging on each component of the tensor produces the

corresponding model expressions for the individual components of Mijpq

Mv
ijpq

q2
=

(1� �)

8
[3�ij(�pq � apq)� 3�pqaij + Za

ijpq + (apj�iq + aqj�ip)

+ (�jpaiq + �qjaip)� (�jp�iq + �qj�ip)] ,

(4.18)

M j
ijpq

q2
=
�

2
(�pqaij � Za

ijpq) , (4.19)

and the helical part

Mh
ijpq

q2
=

�

8⌦⇤ [6�pqG
a
rnZ

a
ijnr � 2Ga

rnWijpqnr � 3�pq(G
a
inanj +Ga

jnani)

+ 3(Ga
inZ

a
pqnj +Ga

jnZ
a
pqni)�Ga

rn(Z
a
qnrj�pi + Za

qnri�pj) +Ga
pn(anj�qi + ani�qj)

� 2Ga
pnZ

a
nqij � 2Ga

qnZ
a
ijnp +Ga

qn(anj�pi + ani�pj �Ga
rn(Z

a
pnrj�qi + Za

pnri�qj)] .

(4.20)

where the total pressure-strain rate tensor is given by
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Mijpq = Mv
ijpq +M j

ijpq +Mh
ijpq . (4.21)

4.3.3 Evolution for aij.

Following similar procedure as before, we found the evolution equation for the eddy-axis

tensor to be

dAij

dt
= Ga

ikAkj +Ga
jkAki � 2Sa

ksq
2Za

ijks � 2Sv
qkhvkvqAiAji . (4.22)

The first three terms of the RHS of eq. (4.22) are identical to the ones presented in eq. (4.4),

whereas the last term contains the stropholysis part. This part will be modeled based on

eddy e↵ective rotation rate, in constrast to the analogous stropholysis part in eq. (4.4) which

is modeled based on the stropholysis term of the conditional constitutive equation as given

in eq. (2.79). Using eq. (4.22) in eq. (4.5) produces the evolution equation for aij

daij
dt

= Sa
ikakj + Sa

jkaki + (⌦a
ikakj + ⌦a

jkaki)� 2Sa
qkZ

a
ijkq + (3�� 1)Sv

qk[akqaij � Za
kqij ]

+
2�

⌦⇤S
v
qk(S

a
tpZ

a
tpkqaij �Ga

kpapqaij � Sa
twWtwkqij +Ga

kwZ
a
wqij) .

(4.23)

Note the presence of the sixth-order tensor Wijkmpq, which is a fully-symmetric tensor defined

as

Wijkmpq =
hV 2aiajakamapaqi

hV 2i . (4.24)

This tensor is modeled in terms of aij and its invariants as described in detail in [2], who

constructed a fully realizable expression, which reduces to the modeling expression of Za
ijpq,

when any two indices are contracted, e.g. when k=m.

4.3.4 Evolution for �, �.

In order to bring the modified model into a closed form, we need to obtain the evolution

equations for � and �. The mathematical derivation for these expressions is considered in

great detail in Appendix C. Starting from eq. (4.7) we obtain
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d�

dt
= 2�Sv

qk(rkq � akq) + (1� 2�)
8.5

⌧
⌦sfpqdqp

+
�

⌦⇤


Sa
tq(S

a
js � Sv

js)Z
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jstq + (Gv

si �Ga
is)G

a
iqaqs

�
,

(4.25)

which coincides to eq. (2.86) for irrotational deformations in the RDT limit, in which � value

remains zero. The evolution equation for � is given by the following expression

(
d�
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)
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(4.26)

where the terms involving time derivatives are given by

h⇥i
d⇥z

dt
i = �izG

a
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(4.27)

The model constants that appear in the expressions for the e↵ective gradients are now taken

to be Cv = 2.0, Cn = Ca = 2.2Cv. If we take a closer look to eq. (4.26), we see that the

first two terms are not zero even for irrotational flows with initially zero � and �, producing
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non-zero gamma values. Consequently, a non-zero stropholysis contribution appears in the

constitutive equation, while a non-zero value for � is achieved due to the activation of the

stropholysis term of eq. (4.25).

4.3.5 Evolution for dij.

As mentioned above, the non-linear interactions are modeled in terms of products between

the structure tensors rij and dij . While a lot of attention has been given to the construction

of a suitable algebraic expression for rij , so far the normalized dimensionality tensor dij was

estimated through the simple expression given by eq. (2.80b) through the use of axisymmetric

assumption, an assumption that is not valid in the presence of weak deformations. Thus, we

have proceeded to the construction of an evolution equation for dij which is consistent with

the remaining model expressions.

We start with the di↵erential of the normalized normal vector, given by

dni = Gn
qknknq �Gn

kink . (4.28)

Using eq. (4.28) and eq. (4.3) one finds

dDi = d(V ni) = Gn
kiDkdt+Gn

qknknqDidt�Gv
pkvpvkDidt� C

1

Didt

+
C2

2

2
Di(dWpdWp � dWsdWqnqns) ,

(4.29)

where Di = V ni. Starting from eq. (4.29), the evolution equation for the dimensionality

tensor is found to be

dDij

dt
= �Gn

kiDkj �Gn
kjDki + 2Gn

qkhDiDjnknqi � 2Gv
pkhvpvkDiDji , (4.30)

or

dDij

dt
= �Gn

kiDkj �Gn
kjDki + 2Gn

qkq
2Zn

ijkq � 2Gv
pkMpkij , (4.31)

where the fourth-moment Zn
ijkq is defined by
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Zn
ijkq =

hV 2ninjnknqi
q2

. (4.32)

From the definition of the dimensionality tensor it follows that the evolution equation for the

normalized dimensionality tensor is given by

ddij
dt

=
1

q2
dDij

dt
� dij

1

q2
dDkk

dt
. (4.33)

Substituting eq. (4.31) in eq. (4.33) one obtains

ddij
dt

= �Gn
kidkj �Gn

kjdki + 2Gn
qkZ

n
ijkq � 2

Gv
pk

q2
Mpkij + 2Sv

qkrkqdij . (4.34)

4.4 Model synopsis.

Here we outline the basic equations and model parameters that comprise the proposed model.

Details regarding these models are given in Sections 4.2 and 4.3.

Model 1

Model 1 is denoted as the stochastic model that uses e↵ective gradients to model slow e↵ects

without the inclusion of the eddy e↵ective rotation rate and is described by the following

equations :

Constitutive equations:

rij = =r(Gij , aij ,�, �) , (4.35a)

dij =
1

2
(�ij � aij) . (4.35b)

Evolution Equations:

daij
dt

= =a(G
v,n
ij , aij , Z

a
ijpq,�, �, ⌧) ,

d�

dt
= =�(G

v,n
ij , aij ,�, �, ⌧) ,

d�

dt
= =�(G

v,n
ij , aij , Z

a
ijpq,�, �, ⌧) ,

(4.36)
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Model 2

Model 2 takes into account the contribution of the eddy e↵ective vector to the statistics of

the homogeneous turbulence field and is summarized as follow:

Constitutive equations:

rij = =r(G
v,n
ij , aij , Z

a
ijpq,�, �,⌦

⇤) . (4.37)

Evolution Equations:

daij
dt

= =a(G
v,n
ij , aij , Z

a
ijpq,Wijpqmn,�, �) ,

d�

dt
= =�(G

v,n
ij , aij , dij , Z

a
ijpq,�, �, ⌧,⌦

⇤) ,

d�

dt
= =�(G

v,n
ij , aij , dij , Z

a
ijpq,Wijpqmn,�, �, ⌧,⌦

⇤) ,

ddij
dt

= =d(G
v,n
ij , dij , Z

n
ijpq,Mijpq) ,

(4.38)

Eqs. (2.91) and eq. (2.92) are used to determine the turbulence time scale in both models,

whereas the model parameters C
1

and C
2

are the same with the ones used in the IPRM

model, given in eq. (2.76).

4.5 Validation Results

In this section, the proposed models are tested for three independent irrotational homogeneous

flows in a stationary frame (⌦f
i = 0), namely axisymmetric contraction (AXC), axisymmetric

expansion (AXE) and plane strain (PL). The mean velocity tensor in axisymmetric turbulence

is given by

Sij = S�i1�j1 � S/2�i2�j2 � S/2�i3�j3 , ⌦ij = 0 , (4.39)

with S > 0 for contraction and S < 0 for expansion. In the case of plane strain the mean

strain tensor is defined as follows

Sij = S�i1�j1 � S�i2�j2 , ⌦ij = 0 . (4.40)

The dimensionless total strain parameter is given by
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C = exp(

Z t

0

|Smax(t
0
)|dt0) , (4.41)

and serves as the time coordinate in all figures, whereas |Smax| is the magnitude of the

maximum eigenvalue of the mean strain rate tensor. Comparison is made to the DNS values

of Lee and Reynolds [58] for flows subjected to weak deformations and the PRM predictions

for the analogous rapid distortion cases. Where meaningful, additional comparisons between

the new structure-based models and the original stochastic model will be included. The

data used for the comparison include the normalized anisotropic componentality (Reynolds

stress) tensor r̃ij , defined as r̃ij = rij � �
ij

3

the normalized anisotropic dimensionality tensor

d̃ij = dij � �
ij

3

, and the turbulence time-scale ⌧ . Also, the time development of the structural

parameters � and � is shown for the corresponding cases in order to discuss the physical

behavior of Model 2. For all cases, we consider initially isotropic turbulence

rij =
�ij
3

, dij =
�ij
3

,

� = � = 0 .
(4.42)

For the slow cases, we also set initial values for the turbulence scales in order to match the

initial conditions of the DNS data

 = 
0

, ✏ = ✏
0

,

⌧ = ⌧
0

=

0

✏
0

.
(4.43)

Model 1 and Model 2 are both constructed so that they coincide at the RDT limit. Thus we

only need to consider the performance of Model 2 for homogeneous turbulence at the rapid

distortion limit. Figure 4.1 shows a comparison between Model 2 predictions with the RDT

results for the normalized Reynolds stress components r̃ij for the three irrotational cases. As

expected, the proposed model is in excellent agreement with the RDT values.

The validity of the new structure-based models for the irrotational cases at the slow limit is

now tested. We consider an initially isotropic state as specified in eqs. (4.42) and (4.43). The

solution depends on these conditions through the non-dimensional parameter 
0

/✏
0

. Mod-

els predictions are compared to the corresponding DNS results of Lee and Reynolds [58].

Figure 4.2a shows the evolution of the normalized Reynolds stress anisotropic tensor r̃ij for

irrotational axisymmetric contraction with S
0

/✏
0

= 0.56. Both models are in very good
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Figure 4.1: Comparison of the Model 2 predictions with the RDT results for the normalized
Reynolds stress anisotropic tensor r̃

ij

for (a) irrotational axisymmetric contraction. (b)
irrotational axisymmetric expansion. (c) plane strain.

agreement with the DNS values for the r̃
22

, r̃
33

components, with Model 2 showing improved

predictions for the r̃
11

component. Figure 4.2b shows the corresponding comparison for irro-

tational axisymmetric expansion with S
0

/✏
0

= 0.41. Both models significantly underpredict

the level of anisotropy, even though Model 2 produces a slight increase of the components

compared to Model 1 towards the DNS values. Figure 4.2c shows results for irrotational

plane strain with S
0

/✏
0

= 0.50. Note that both models are accurate for small total strain

and quickly degrade, particularly for r̃
22

, r̃
33

, while Model 2 provides a very good agreement

with the DNS for the r̃
11

.

Based on Figure 4.2, Model 2 provides an overall better agreement with the DNS than Model

1. Thus we consider only Model 2 predictions in the following figures. We now turn to

the comparison of Model 2 and the original KR stochastic model with the DNS for the

three irrotational cases having the same initial conditions as described before. The evolution

of the Reynolds stress anisotropy for irrotational axisymmetric contraction is displayed in

Figure 4.3a. Model 2 exhibits better agreement with DNS than KR Model for r̃
11

, while for

times larger than C ⇡ 2, KR Model provides more accurate predictions for the evolution of

the normalized turbulent kinetic energy (Figure 4.3b).
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Figure 4.2: Model 1 and Model 2 predictions for the normalized Reynolds stress anisotropic
tensor r̃

ij

. (a) irrotational axisymmetric contraction with S
0

/✏
0

= 0.56. (b) irrotational ax-
isymmetric expansion with S

0

/✏
0

= 0.41. (c) plane strain with S
0

/✏
0

= 0.50. Comparison
is made to the DNS of Lee and Reynolds [58], shown as symbols.

Figure 4.4a shows the corresponding comparison for the evolution of the Reynolds stress

anisotropic components for the irrotational axisymmetric expansion. Even though Model 2

significantly increases the level of anisotropy, eventually both models’ predictions are proved

deficient. Regarding the evolution of the turbulent kinetic energy, Model 2 remains accurate

for larger times than KR model does, but eventually it also degrades (Figure 4.4b).

Next we turn to the analogous case for irrotational plane strain. Figure 4.5a demonstrates the

time development of the Reynolds stress anisotropic components, showing the deficiency of

both models to su�ciently capture the anisotropy magnitudes, despite the fact that Model 2

provides improved predictions, particularly for r̃
11

. Regarding the evolution of the turbulent

kinetic energy, shown in Figure 4.5b, we observe that Model 2 manages to remain accurate

for the whole simulation, up to total strain C = 5, much longer than KR model.

Figure (4.6) shows Model 2 predictions for the time development of the jetal parameter � and

the stropholysis parameter � for the three irrotational cases subjected to weak deformations.

Starting from a purely vortical mode, Model 2 manages to produce non-zero values for both

parameters, in contrast to Model 1 and KR models. The mechanism behind this deviation
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Figure 4.3: Model 2 and KR model predictions for irrotational axisymmetric contraction
with S

0

/✏
0

= 0.56. (a) Evolution of the normalized Reynolds stress anisotropic tensor r̃
ij

.
(b) Evolution of the normalized turbulent kinetic energy /

0

. Comparison is made to the
DNS of Lee and Reynolds [58], shown as symbols.
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Figure 4.4: Model 2 and KR model predictions for irrotational axisymmetric expansion
with S

0

/✏
0

= 0.41. (a) Evolution of the normalized Reynolds stress anisotropic tensor r̃
ij

.
(b) Evolution of the normalized turbulent kinetic energy /

0

. Comparison is made to the
DNS of Lee and Reynolds [58], shown as symbols.

involves the initial non-zero contribution from the first two terms at the RHS of eq. (4.26),

leading to a non-zero � and consequently to a non-zero �. Accordingly, the inclusion of

the eddy-e↵ective rotation rate in the constitutive equation lead to the activation of the

stropholysis part, providing an additional contribution to the Reynolds stress in respect to

the other models. After taking a closer look to the time evolution of the individual terms

that are present in the transport equations, we concluded that even though the non-linear

terms are the ones that “activated” the jetal mode, the evolution of the parameters is driven

by the rapid terms. This argument is in compliance with the findings of Lee and Reynolds

[58], enforced by Kassinos and Reynolds [22], who suggested that, even in the presence of an

initially isotropic turbulent field, anisotropies could be triggered by unequal rates of return

to isotropy for the two tensors rij and dij .

Additionally, we are interested on the evolution of the normalized dimensionality tensor dij ,
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Figure 4.5: Model 2 and KR model predictions for irrotational plane strain with S
0

/✏
0

=
0.50. (a) Evolution of the normalized Reynolds stress anisotropic tensor r̃

ij

. (b) Evolution
of the normalized turbulent kinetic energy /

0

. Comparison is made to the DNS of Lee and
Reynolds [58], shown as symbols.
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Figure 4.6: Model 2 predictions for the time evolution of the structural parameters �
and � for irrotational axisymmetric contraction (�); for irrotational axisymmetric expansion

(���); for irrotational plane strain (··�··).

because this tensor is used to account for the non-linear e↵ects through the model expressions

for the e↵ective gradients. In the following figures we ascertain the performance of Model 2

to predict the anisotropy of this tensor d̃ij for the three irrotational cases at the slow limit,

defined as d̃ij = dij � �
ij

3

, either through the use of the algebraic expression in eq. (2.80b), or

through its transport equation as expressed in eq. (4.34). For irrotational flows subjected to

rapid deformations, eq. (2.80b) is shown to be exact, since the non-linear terms do not have

time to disturb the random distribution of the eddy-axis vector at the plane of independence,

thus the axisymmetric assumption remains valid. However, in the presence of slow deforma-

tions, non-linear eddy-eddy interactions provide an e↵ective rotation acting on an individual

eddy, leading to the breaking of the axisymmetry.

Figures 4.7a-4.8b show a comparison between Model 2 predictions and the corresponding DNS

results using the two approaches. For all cases, the evaluation of dij through the transport
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Figure 4.7: Model 2 predictions for the normalized anisotropic dimensionality tensor d̃
ij

.
Evaluation through eq. (2.80b) for axisymmetric assumption (�) and its transport evolution
equation (���). (a) irrotational axisymmetric contraction with S

0

/✏
0

= 0.56. (b) irrota-
tional axisymmetric expansion with S

0

/✏
0

= 0.41. Comparison is made to the DNS of Lee
and Reynolds [58], shown as symbols.
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Figure 4.8: As in the previous figure for the irrotational plane strain. (a) d̃
11

and d̃
22

components. (a) d̃
11

and d̃
33

components.

equation produces more accurate predictions, particularly for axisymmetric expansion and

plane strain, since for these cases the deviation from the axisymettric assumption is more

profound. However, the replacement of the transport equation with the algebraic expression

haven’t lead to a noticeable improvement of the predictions for the axisymmetric expansion

and plane strain cases, enforcing the argument that rapid terms are driving the evolution of

the stresses.

4.6 Conclusions

The proposed structure-based models, denoted as Model 1 and Model 2, were validated for

three fundamental irrotational cases, for rapid and weak deformations respectively. For the
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cases which correspond to rapid deformations, both Model 1 and Model 2 achieve excel-

lent agreement with RDT, even at high levels of anisotropy. For irrotational axisymmetric

contraction in the presence of weak deformations, both models are in good agreement with

the DNS results for the Reynolds stress components. For the cases of irrotational axisym-

metric expansion and plane strain, both models underpredict the magnitude of the r̃
22

, r̃
33

anisotropic Reynolds stress components, providing however improved predictions in respect

to the original stochastic model. Overall, the proposed models achieve better agreement with

the DNS data than the KR model for all cases considered. Additionally, we replaced the

simple algebraic expression for the dimensionality tensor with a suitable transport equation.

The transport equation is constructed based on stochastic forcing terms such as to ensure

realizability, yielding improved predictions for dij , without however any trivial changes on the

Reynolds stresses. For initially isotropic turbulence, Model 2 is capable to produce non-zero

values for the structural parameters, displaying a more meaningful physical behavior than

the previous models, in consistence with previous works.
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Chapter 5

Blending of the ASBM with the

one-equation Spalart Allmaras

model (ASBM-SA).

5.1 Introduction

Here we construct, for the first time, a new coupling of the ASBM with the one-equation

SA model. The motivation is that the hybrid ASBM-SA model can potentially combine the

numerical robustness and stability of the SA model along with the deeper physical content of

the ASBM that ensures full realizability. Significant e↵ort has been made for the development

of a coupling which, except from providing improved results compared to the SA model, could

be added to existing SA implementations with minimal additional e↵ort. Such an approach

could provide immediate access to ASBM technology in engineering codes. Thus, the main

objectives of this work are (a) to describe the coupling of the ASBM and SA closures, (b) to

outline the implementation of ASBM-SA model in our solver and evaluate its computational

characteristics, such as numerical stability, speed of convergence etc., and (c) to evaluate the

performance of the model in a number of standard benchmark cases.

5.1.1 Outline

Section 5.2 presents the details of the coupling of the ASBM closure with the SA model which

yields the hybrid ASBM-SA model. This derivation is inspired by the work of Rahmann et

al. [59], who derived a set of algebraic expressions from which the turbulence scales  and ✏

can be extracted from one-equation turbulence models.
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Section 5.3 is devoted to the validation of the proposed model in 2D standard benchmark

cases. The computations include some simple cases where no flow separation occurrs, that of

a fully developed channel flow and that of a turbulent boundary layer over a flat plate. Results

for more advanced cases in the presence of moderate flow separation are shown also, such as a

flow over a backward facing step, and a flow passing through an asymmetric di↵user. Finally,

the performance of the hybrid model is ascertained in the challenging case of a turbulent flow

over a 2D smooth bump in the shape of a “Modified Witch of Agnesi” hill, since it involves

strong separation in the presence of both favorable/adverse pressure gradients .

5.2 Coupling with the SA model

The Spalart-Almaras (SA) closure is a one-equation turbulence model developed primarily

for application in aerodynamics, but which has been successfully applied in a wider range

of flows. The main limitation of SA (and any other one-equation model) is that it does not

provide of a complete set of turbulence scales. On the other hand, the ASBM closure relies

on the availability of suitable turbulence scales and this was the key stumbling block in trying

to couple the ASBM and SA closures.

5.2.1 The Bradshaw Hypothesis

As early as the 1940’s, a number of authors [60] had made the observation that in attached

boundary layer flows the turbulent shear stress can be assumed to be approximately propor-

tional to the turbulent kinetic energy and proposed simple models based on this approxima-

tion

|� uv|/ = a
1

. (5.1)

Later Bradshaw et al.[61] elaborated this approach further and used it as the basis for con-

structing a one-equation turbulence closure based on the assumption of a constant a
1

, and

as a result equation (5.1) is often referred to as ‘the Bradshaw relation’. This relation is the

starting point for coupling of the SA closure to the ASBM because it provides the framework

for extracting the two turbulence scales needed by the ASBM from the SA closure.

Early attempts to use equation (5.1) for the construction of one-equation closures were based

on the assumption of a constant a
1

throughout the flowfield. However, DNS and experimental

data indicate that a
1

is not a constant in the near wall regime, neither in the viscous sublayer

of the turbulent boundary layer, nor at the edge of the boundary layer, as indicated by Fares

et al. [62] and Nagano et al. [63]. In their work, Nagano et al. provided a variable a
1

for the
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Bradshaw relation through the use of Boussineq approximation,

|� uv|


= a
1

=
⌫T


@ut
@yn

, (5.2)

where ut is the tangential component of the mean velocity and yn is the normal to the wall

component of the local coordinate system, and where the turbulence structure parameter is

assumed to have the functional form

a
1

=
p
Cµfa . (5.3)

Here, the role of the model function fa is to account for the variation of a
1

in the viscous

sublayer and the edge of the boundary layer.

5.2.2 Adaptation to the Spalart-Allmaras model

Traditionally, the Bradshaw hypothesis has been used as the starting point for transforming

-✏ closures to one equation models. Here, our objective is to use the same phenomenology

in order to extract the turbulence scales ( and ✏) from the SA one-equation closure. Hence,

we next require that the eddy viscosity as defined in the context of the SA closure[1],

⌫T = fv1⌫̃ , (5.4)

be consistent with the eddy viscosity arising in the low Reynolds number -✏ model, namely

⌫T = CµfµR, R =
2

✏
, (5.5)

which yields the relation

fv1⌫̃ = CµfµR = ⌫T . (5.6)

Using equations (5.3) and (5.6) in (5.2), allows the turbulent kinetic energy to be expressed

in the form

 = ⌫̃

s
fv1
Cµ

f�
sa

S , f�
sa

=

s
fv1
fa

, (5.7)

where the strain invariant S =
p
2SijSij has been used in place of the velocity gradient

@ut/@yn for generality. The function f�
sa

accounts for the variation of the turbulence struc-

ture parameter in both the viscous sublayer and the boundary layer edge and in general is

a depended on the SA parameter �sa and on Cµ. Based on numerical optimizations the
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functional form

f�
sa

= 1 + C0.8
�
sa

, C�
sa

=
q
C2

µ + 1/(1 + �sa)2, Cµ = 0.09 , (5.8)

has been adopted[59].

Specification of the e↵ective strain contributions

Two important limitations of equation (5.7) is that it does not hold true in regions where S

tends to zero and it does not adequately account for rotational e↵ects. To overcome these

limitations, and thus extend the range of applicability of the coupled closure, a modified

strain rate S�
sa

is introduced in eq. (5.7), given by

S�
sa

=
q
S̃2 + S̃2

a . (5.9)

Here, S̃ represents an e↵ective strain rate corrected for rotational e↵ects, while S̃a provides

an e↵ective strain contribution in regions where S tends to zero.

Following the approach of Rahman et al.[59], the e↵ective strain contributions are evaluated

according to

S̃ = fk(S � |n
1

|� n
1

CT
) , (5.10)

with

n
1

= S �W , fk = 1� f̃a
CT

p
max(1�Ra, 0) ,

Ra = |W/S| , f̃a = 1� exp(� µT

36µ
) ,

(5.11)

where W =
p
2⌦ij⌦ij and CT = 2.0. In eq. (5.10), the term inside the parenthesis considers

the region where Ra > 1, such as in the vortex core, whereas function fk accounts for Ra < 1

and ensures a smooth transition between the two regions. The second contribution to the

modified strain rate, which provides a correction away from the wall, is given by

S̃a =
2C�

sa

f̃a
3⌫

✓
q
ũ2i /2

1 + µT /µ

◆
2

, (5.12)

where C�
sa

is given in equation (5.8) and ũi is the mean velocity vector relative to the wall.

Summarizing,  is obtained from the equation
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 = ⌫̃f�
sa

s
fv1
Cµ

S�
sa

, (5.13)

along with the set of relations (5.8) through (5.12).

Consistent computation of the dissipation rate

In addition, a consistent evaluation of the dissipation rate ✏ is necessary in order to ensure

realizable time and length scales. Following similar arguments as for the kinetic energy

case[59], an algebraic expression for the reduced dissipation rate ✏̃ is adopted

✏̃ = f1.3
v1 ⌫̃ S2

�
sa

, (5.14)

where the exponent of fv1 is chosen through numerical optimizations.

Solid wall corrections

At a solid wall, both  and ✏̃ tend to zero, but the vanishing of the reduced dissipation leads

to numerical singularities and thus an additional correction is needed. The remedy is the

addition of a term ✏w, which signifies the equality between the wall dissipation rate to the

viscous-di↵usion rate [59, 64], given by

✏w = 2Ae ⌫ (
@ut
@yn

)2w ⇡ 2Ae ⌫ S
2

�
sa

, (5.15)

where ⌫ is the kinematic viscosity of the fluid. Experimental and DNS data for channel flows

and flow over a flat plate indicate a range for Ae between 0.05 < Ae < 0.11. In the current

computations, Ae = Cµ = 0.09 is adopted.

Summing all parts that contribute to the dissipation rate yields the final modelling expression

✏ =
p
✏2w + ✏̃2 . (5.16)

5.2.3 Determination of the ASBM time scale

The coupling of ASBM to the SA closure is completed by using equations (5.13) and (5.16)

to obtain  and ✏ respectively, which are then used for computing the turbulence time and
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length scales through the expressions [65],

⌧ = max

✓


✏
, CT

r
⌫

✏

◆
, L = CLmax

✓
3/2

✏
, Cn(

⌫3

✏
)1/4

◆
, (5.17)

where CL = 0.17, Cn = 80.0, ⌧ is the time scale and L is the characteristic length scale. For

near-wall turbulence, a lower bound based on the Kolmogorov scales is imposed on the time

and length scales. This procedure ensures proper near-wall behavior of the turbulence scales.

Fig. 5.1 demonstrates a schematic description of the numerical procedure that was followed

in the current work.

tn = to + nΔt

SA#Module##

Solve#for#mean#variables#

Es4mate#turbulence#scales##

ASBM#Module#

Update#molecular/turbulent#######
proper4es#

vnT ,v
n

tn+1 = to + (n+1)Δt

vn

un, pn,Snij,W
n
ij

kn,ε n,τ n,Ln,Snij,W
n
ij

Rn
ij

Figure 5.1: Schematic description of the structure of the coupling algorithm.

5.3 Computations

In order to test the e�ciency and performance of the proposed ASBM-SA model, we consider

a series of two-dimensional flows, namely a fully-developed channel flow, a turbulent boundary

layer over a flat plate, a backward-facing step, an asymmetric di↵user and a smooth steep hill.

The model is validated against DNS and experimental data and compared to the standard

SA model. In all cases, the computations were repeated on progressivelly finer grids till

a grid indepedent solution was achieved. An unstructured, nodal-based finite-volume code

called CDP that has been developed at the Center of Turbulence Research (Stanford/NASA)

is used as a general platform. For the discretization of the di↵usive and advection terms in

both the mean and turbulent transport equations, a second-order accurate centered-di↵erence

scheme with skewness corrections has been used. The coupling of the transport equations
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is done through a fractional-step method, while a Crank-Nicholson scheme is used for time

integration. Details of the code have been described extensively in [66].

5.3.1 Fully-developed channel flow

Computations are carried out for fully-developed turbulent channel flow at a Reynolds num-

bers Re⌧ = 180, Re⌧ = 550 and Re⌧ = 2000, based on the channel half-height � and friction

velocity u⌧ . The profiles are compared to the DNS data of Del Alamo and Jimenez [67]

and Hoyas and Jimenez [68]. The flow is maintained by a uniform mean pressure gradient

imposed along the streamwise direction x. No-slip boundary conditions are applied at the

top and bottom walls and periodic conditions along the other two directions. Computations

are carried on a 1x105x1 nonuniform grid based on the grid independence test and in order to

ensure proper near-wall resolution, the first cells adjacent to the walls are placed at y+ < 1.0.

Results are non-dimensionalized using the friction velocity, as U+

x = Ux/u⌧ , urms =
p
Rxx/u⌧ ,

vrms =
p
Ryy/u⌧ , wrms =

p
Rzz/u⌧ and uv = �Rxy/u2⌧ .

Figures 5.2a - 5.2c show the mean velocity profile for the low (Re⌧ = 180), the intermediate

(Re⌧ = 550) and the high (Re⌧ = 2000) Reynolds number cases, respectively. In all cases,

the predictions of both the ASBM-SA and SA models agree well with the DNS data. As

shown, in the bu↵er and log-layer regions (30 < y+ < 50), the ASBM-SA coupling produces

a marginal improvement relative to the SA predictions.

Corresponding profiles for the rms quantities are displayed in Figs. 5.3a - 5.3c, where again

good agreement of the model predictions with the DNS data is noted. The SA closure cannot

provide predictions for the rms turbulence quantities and thus the comparison is made only

between the ASBM-SA closure and the DNS results.

5.3.2 Turbulent boundary layer

Next, we consider the case of a turbulent boundary layer flow over a flat plate, for which many

experimental datasets are available. Here, we have chosen to validate the model against

the experiments of Loureiro and Freire,[69] since these are related to the inlet conditions

used later for the ‘Witch of Agnesi’ case. The Reynolds number is Re�=4772, based on

freestream velocity u� and the boundary thickness �, corresponding to a friction-velocity

Reynolds number of Re⌧ = 277. At the inlet, Dirichlet boundary conditions are imposed for

⌫̃ and Ui, while zero-flux is used for the other variables. For all flow variables, a penalty

condition is applied at the outlet to ensure mass conservation and a zero-flux at the top

free surface, while symmetry conditions are used in the spanwise direction. Finally, a no-slip
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Figure 5.2: Fully-developed turbulent channel flow at (a) Re
⌧

= 180 (b) Re
⌧

= 550 and
(c) Re

⌧

= 2000. Model predictions (lines) for the streamwise mean velocity are compared to
the DNS results (symbols) .[67, 68]

condition is used at the bottom wall. In order to ensure adequate resolution, the cells adjacent

to the wall are placed within y+ < 0.9. The computations are carried on a nonuniform grid

of size 63x104x1 in the streamwise, wall-normal and spanwise directions, respectively. The

grid is stretched along the wall-normal direction, but kept uniform along the streamwise.

Finer grids were also considered, which all converged to the same solutions, indicating grid-

independence for our results.

Figure 5.4a highlights the performance of the ASBM-SA closure. In the case of the mean

velocity U+

x , the predictions lie very close to those of the SA model and are in good agreement

with the experiments. As shown in Fig. 5.4b, the ASBM-SA predictions for the rms turbulent

fluctuations are in very good agreement with the experimental values for y+ > 10.

5.3.3 Backward facing step

To ascertain the performance in separated flows, the proposed model is applied to the flow over

a backward facing step. This is the simplest benchmark case with flow separation, since the

separation point is fixed. Computations are conducted for flow conditions that correspond to
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Figure 5.3: Fully-developed turbulent channel flow at (a) Re
⌧

= 180 (b) Re
⌧

= 550 and
(c) Re

⌧

= 2000. The predictions of the ASBM-SA model (solid lines) for the streamwise
intensities are compared to the DNS results (dashed lines).[67, 68]

the experiment performed by Jovic and Driver[70] and the DNS computations by Le et al.[71].

At the inlet, a zero-pressure-gradient (ZPG) boundary layer profile is imposed, corresponding

to a Reynolds number Reh = 5100 based on the step size h and the freestream velocity uo,

and taken from an SA computation of a ZPG boundary layer. The same (SA based) inlet

profile was used for both the SA and the ASBM-SA computations in order to make the

comparison more meaningful. The ratio between the inlet height and the step height is

4. In the current computations, the grid is arranged in two blocks. The upper block (the

area above the step) contains a 160x91x1 nonuniform grid, while the lower one contains a

134x31x1 nonuniform grid respectively. Both grids are stretched in both the streamwise and

the crossflow directions. The grid independence of our results was verified by computing the

flow on a finer grid containing an upper block of 161x153x1 and a lower one of 134x63x1 and

demonstraing that the solution remained una↵ected. The maximum distance between the

first grid cell and the wall is kept within y+  0.75. Details of the flow geometry and grid

design are shown in Fig. 5.18.
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Figure 5.4: Turbulent boundary layer at Re
�

=4772. SA and ASBM-SA model predictions
(lines) for (a) the streamwise mean velocity and ASBM-SA model predictions (lines) for (b)
the rms and shear stresses. Comparison is made to the experimental values of Loureiro and

Freire[69], shown as symbols.

Figure 5.5: Geometry and grid design for RANS computations of turbulent flow over a
backward facing step at inlet Re

h

= 5100. The domain inlet is located at a distance of 3H
upstream of the step corner, while the outlet is at a distance 40H downstream the corner.
The ratio between inlet-step height is 4. Data is extracted at two stations located within the
re-circulation region (A,B) and one station located at the recovery region (C). The location

of the experimental reattachment point (R) is also shown.

The inlet conditions are specified at a distance of 3h upstream of the corner, whereas the

outlet boundary conditions are imposed at 40h downstream of the corner. The imposed

boundary conditions correspond to slip conditions at the top surface of the domain, no-slip

conditions at the bottom wall, and periodic conditions in the spanwise direction. All the

quantities reported are normalized by the step size h and the reference freestream velocity

uo. The distance x/h is measured exactly from the step corner. The streamwise mean velocity

profiles at three representative positions are shown in Figs. 5.6a, 5.6b and 5.6c. The first

two positions, x/h=4 and x/h=6 are located inside the recirculation region, whereas the

third, x/h=10, is within the recovery region. As shown, both the SA and ASBM-SA models

capture accurately the profiles in the separation region. In the recovery region, a slight

underestimation of the freestream value is observed.
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Figure 5.6: Turbulent flow over a backward facing step at Re
h

= 5100. Model predictions
for the streamwise mean velocity at streamwise locations: (a) x/h =4, (b) x/h=6 and (c)
x/h=10. Comparison is made to the experiments of Jovic & Driver, [70] shown as symbols.

Comparisons for the distributions of Reynolds stress components at the three reference lo-

cations are shown in Figs. 5.7, 5.8 and 5.9. The ASBM-SA closure provides encouraging

results in both the recirculation and recovery regions. It captures both the peak magnitudes

and the freestream values, proving its sensitivity to the anisotropic nature of this flow.
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Figure 5.7: Turbulent flow over a backward facing step at Re
h

= 5100. ASBM-SA model
predictions for the normalized streamwise Reynolds stress (R

xx

/U2

o

) at di↵erent streamwise
locations: (a) x/h =4, (b) x/h=6 and (c)x/h=10. Comparison is made to the experiments

of Jovic & Driver, [70] shown as symbols.
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Figure 5.8: Turbulent flow over a backward facing step at Re
h

= 5100. SA and ASBM-SA
predictions for the normalized turbulent shear stress (�R

xy

/U2

o

) at three x-stations: (a) x/h
=4, (b) x/h=6 and (c)x/h=10. Comparison is made to the experiments of Jovic & Driver

[70], shown as symbols.

111



ASBM-SA . Validation results

ASBM-SA
EXPERIMENT

y/
H

0

2

4

Ryy/U2o
0 0.005 0.010 0.015 0.020

(a) x/H = 4

ASBM-SA
EXPERIMENT

y/
H

0

2

4

Ryy/U2o
0 0.005 0.010 0.015 0.020

(b) x/H = 6

ASBM-SA
EXPERIMENT

y/
H

0

2

4

Ryy/U2o
0 0.0025 0.0050 0.0075 0.0100

(c) x/H = 10

Figure 5.9: Turbulent flow over a backward facing step at Re
h

= 5100. ASBM-SA predic-
tions for the transverse Reynolds stress (R

yy

/U2

o

) at three x-stations: (a) x/h =4, (b) x/h=6
and (c) x/h=10. Comparison is made to the experiments of Jovic & Driver, [70] shown as

symbols.
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The re-attachment length Xr predicted by DNS is Xr = 6.39 in step-height units. Both SA

and ASBM-SA predict the same Xr = 6.51.

The variation of the skin-friction coe�cient Cf with streamwise distance along the bottom

wall is shown in Fig. 5.10. Both the SA and ASBM-SA closures are in reasonable agreement

with the experimental and DNS results, but the ASBM-SA produces slightly improved Cf

levels in the recirculation bubble and after reattachment.

SA
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DNS
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c f

−0.005

0
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0.010

x/H
−5 0 5 10 15 20 25

Figure 5.10: SA and ASBM-SA model predictions for the skin-friction coe�cient at the
bottom wall. Comparison is made to experiments of Jovic & Driver [70] and the DNS of Le

et al.[71].

5.3.4 Asymmetric di↵user

Steady flow in a two dimensional asymmetric di↵user is considered next. In this type of flow,

adverse pressure gradients are generated leading to a large recirculation bubble. The flow

conditions are chosen to correspond to the reliable and detailed experimental database of Obi

et at. [72] The profile specified at the inlet is obtained from an SA solution for a fully-developed

channel flow corresponding to a Reynolds number of Re =20,000 based on the channel height

and the centerline velocity. At the bottom and top walls a no-slip condition is applied, whereas

periodic conditions are used in the spanwise direction. Finally, a penalty condition is used at

the outlet, ensuring mass conservation. A 148x68x1 non-uniform grid is used, stretched along

the transverse direction so that the y+ < 1 of all grid points adjacent to the walls. Fig. 5.11

shows details of the computational grid, where the stations marked with letters A through D
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correspond to the positions x/h = 6, x/h = 16, x/h = 24 and x/h = 29 respectively, which are

all located inside the recirculation region. Station A roughly corresponds to the experimental

flow separation point. Finally, station R corresponds to the location of the experimental

re-attachment point, which was located approximately at x/h = 30. Comparisons between

model predictions and experimental results are done at these locations.

Figure 5.11: Geometry and mesh details for RANS computations of turbulent flow in an
asymmetry di↵user. The domain inlet is located at a distance of 3H upstream the point at
the beginning of the expansion region, while the outlet is at a distance 49H downstream that
point. The expansion domain is 21H long at the streamwise direction, yielding an expansion
ratio of 4.7. Data is extracted at four stations located within the re-circulation region. The

re-attachment point(R) is also shown.

Fig. 5.12 demonstrates the time development of the maximum velocity residual, ensuring

that fully converged, steady solutions are reached. The residual is normalized by its initial

value and is given by

Res = max


V ⇥�U/�t

(V ⇥�U/�t)o

�
, �U = Un+1 � Un , (5.18)

where n is the number of iteration, �t is the uniform time step, U is the streamwise mean

velocity and V is the volume of the corresponding cell. As shown in Fig. 5.12, the ASBM-SA

model achieves the same final residual levels as the SA closure, an observation that applies

to all cases considered in this work.

Both mean and turbulent quantities are normalized by the channel height H and the reference

bulk velocity Uo, obtained from the channel simulation. The origin of the x coordinate

(x/h = 0) is located at the beginning of the expansion section.

Figure 5.13 showcases the predictions of the ASBM-SA and SA models for the wall static-

pressure coe�cient Cp = (p� po)/
1

2

⇢U2

o and the skin-friction coe�cient Cf along the bottom

wall. The ASBM-SA closure yields a significant improvement in the prediction of Cp relative

to SA, especially after reattachment (see Fig. 5.13a). The ASBM-SA model correctly predicts

both the drop and the subsequent recovery of the pressure, with only a slight overestimation

of the Cp near the outlet. This di↵erence between experiments and predictions has also been
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Figure 5.12: Time history of the mean velocity residual for the ASBM-SA. The instanta-
neous jump in the residual levels, indicates the point where the ASBM coupling is turned

on.

observed in the LES results of Kaltenbach et al.[73] The two models produce similar Cf

predictions that are in good agreement with the experiments. Based on these skin-friction

results, the separation and re-attachment points are predicted by both the SA and ASBM-SA

models to be approximately at x/h = 3.6 and x/h = 33.5 respectively. Thus, both models

over-predict the size of the recirculation bubble. These results are consistent with those of

DalBello et al.[74] who has also computed the same case using the SA model. A slight Cf

oscillation is observed in the solution of both models at x/h ⇡ 20. This wiggle in the Cf

profile is located around the point x/H = 21, which is the point where the geometry exhibits

a sharp change (end of expansion region). Thus, these oscillations in the Cf profile seem

to be associated with the sudden change of the geometry and are most likely caused by the

recirculating flow encountering the inclined wall. These disturbances in the Cf profile are

also known to be exhibited in the solutions of other RANS models[74].

Fig. 5.14 shows the predictions for the mean streamwise velocities at the reference stations.

As shown, the ASBM-SA predictions are in better agreement with the experiments than

the SA predictions at all stations, except at the last one that is located at the edge of the

recirculation region.
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Figure 5.13: SA and ASBM-SA model predictions at the bottom wall for (a) the wall
static-pressure coe�cient and (b) the wall skin-friction coe�cient . Comparison is made to

the experimental values of Obi et al.[72]

Comparisons between the ASBM-SA predictions and the experiments for the diagonal Rxx

and Ryy Reynolds stress components are shown in Figs. 5.15 and 5.16 respectively. The

closure is in fair agreement with the experiments, capturing the peak levels and saddle points

in the profiles. Fig. 5.17 shows comparison between ASBM-SA predictions and SA for the
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Figure 5.14: Turbulent flow over the asymmetry di↵user. Model predictions for the stream-
wise mean velocity U

x

at various x-stations for SA and ASBM-SA closures. Comparison is
made to the experimental values of Obi et al.[72].
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shear stress component Rxy. At the first two stations, ASBM-SA overestimates the near wall

peak magnitude at the bottom wall, whereas SA captures the correct magnitudes. At the last

two-stations however, the closure recovers and provides better agreement with experiments

than the SA closure.
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Figure 5.15: Model predictions for the streamwise components R
xx

at various x-stations
for SA and ASBM-SA closures. Comparison is made to the experimental values of Obi et

al.[72]

5.3.5 Smooth hill

To further evaluate the model performance in configurations involving flow separation, we

consider next a case in which the separation point is not fixed. Thus, the ASBM-SA and SA

models are applied to a model complex terrain, specifically to flow over a steep smooth hill.

The shape of the hill is defined using a modified ‘Witch of Agnesi’ profile. Detailed near-

wall experimental data [69] provide a good data set for model validation. For the sake of

comparison, additional computations for the same case were performed using ASBM couplings

with other EVM, which were implemented by us in the same code. Based on our findings,

we have chosen ASBM-BSL closure for our following discussion because it had shown that

among ASBM couplings it is the one that produces the most reliable results for this case.
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Figure 5.16: Model predictions for the streamwise components R
yy

at various x-stations
for SA and ASBM-SA closures. Comparison is made to the experimental values of Obi et

al.[72]

The computational domain and its mesh details are shown in Fig 5.18. Domain dimensions

are expressed in terms of the hill height H. Thus, the domain has a total height and length

of 4H and 27.73H, respectively, and is divided into three sections. First form left to right is

the inlet section that has a length of 7.5H and contains 64x119x1 grid cells. A second section

with a length of 10H encloses the hill and contains 169x119x1 cells, and finally the outlet

block is 10.23H in length and contains 74x119x1 cells.A grid sensitivity analysis was used in

order to ensure grid independence of the solution. For this purpose, additional computations

on both a coarser (with blocks of 50x100x1, 120x100x1 and 60x100x1) and a finer grid (with

blocks 97x125x1, 331x125x1 and 158x125x1) were performed. It was confirmed that the same

solution was obtained when using the two finer grids, thus verifying that our solutions are

grid converged.

At the inlet, the height of the cell adjacent to the wall is placed at a y+ ⇡ 0.25. The inlet

profile is extracted from a flat-plate boundary layer simulation at Re� = 4772, where the

Reynolds number is based on the freestream velocity u� and the boundary layer thickness �.

An outflow penalty condition was used at the outlet, a no-slip condition at the bottom wall,
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Figure 5.17: Model predictions for the shear stress component R
xy

at various x-stations
for SA and ASBM-SA closures. Comparison is made to the experimental values of Obi et

al.[72]

a slip condition at the top free surface, and periodic conditions were imposed in the spanwise

direction.

Figure 5.18: Geometry and grid design for RANS computations of turbulent flow over the
‘Witch of Agnesi Hill’ at inlet Re

�

= 4772. The domain inlet is located at a distance of 12.5H
from the hilltop, while the outlet is at 15.23H. The domain height is 4H. Data is extracted at
three stations located within the re-circulation region (A,B,C) and one station located near

the experimental re-attachment point.
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Firstly we report on how the prediction for the recirculation region and the profiles of the

turbulent intensities is a↵ected by the choice of carrier closure. We report results for both the

uncoupled and ASBM-coupled models. In particular, we focus on the extent of the predicted

recirculation region and the profiles of the turbulent intensities and the turbulent shear stress

at di↵erent stations along the streamwise direction.

Table 5.1 shows model predictions related to the recirculation zone. As shown, the uncoupled

BSL model gives better results than the rest of the models, followed closely by the SA model.

However, the ASBM-BSL also seems to be more sensitive to the coupling than ASBM-SA.

After comparing all models, we concluded that the BSL and SA models produce the best

predictions, in both the uncoupled and the ASBM-coupled case.

Turbulence Closure Separation Point(x/H) Re-attachment Point(x/H) Ls/H

Uncoupled Case
v2-f 0.26 9.18 8.92
BSL 0.33 6.67 6.34
SST 0.27 8.08 7.81
Wilcox 0.27 9.67 9.40
SA 0.27 7.84 7.57

Coupled with ASBM
ASBM-v2-f 0.23 9.70 9.47
ASBM-BSL 0.27 7.80 7.53
ASBM-SST 0.27 9.1 8.83
ASBM-Wilcox 0.27 10.1 9.83
ASBM-SA 0.27 8.32 8.05

Experiments 0.50 6.67 6.17

Table 5.1: Recirculation zone data

Next, we investigated the stability and robustness of all the ASBM-coupled two-equation

models. To achieve this we have used the following procedure: for each di↵erent ASBM

coupling, we first run the carrier model alone (without the ASBM coupling) until a converged

solution was obtained. Then, we have used that solution as an initial guess for the coupled

run, where the same carrier model was now coupled to ASBM. The convergence results for

this procedure are shown in Figure 5.20. On the horizontal axis we show the number of

iterations, while on the vertical one we show the maximum velocity residual, normalized by

its initial value. This is given by eq. (5.18).

As already mentioned in previous studies, the original ASBM-v2-f resulted in spurious un-

dulations in the contour plots of the mean velocity in the recirculation region, as shown in

Figure 5.19a. The first important finding from this e↵ort is that all the ASBM-coupled ver-

sions of the new carrier models (ASBM-SST, ASBM-BSL, ASBM-Wilcox, ASBM-SA) are
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completely free of these numerical artifacts. For example, Figure 5.19b shows contours of the

streamwise mean velocity as obtained with the ASBM-SA coupled model, but similar results

have been obtained with all the other new couplings of the ASBM. Thus, the artifacts in the

original solution were not related to the ASBM, but were peculiar to v2-f or at least to the

ASBM-v2-f� coupling. Based on these findings, we have decided that this issue has been

closed and at this stage there is no reason to revisit the ASBM formulation for this purpose.

(a) ASBM-v2-f (b) ASBM-SA

Figure 5.19: Contour predictions of the streamwise mean velocity profile for (a) ASBM-SA
and (b) ASBM-v2-f models on the leeward side of the hill.

As expected, all the -! models exhibited very similar behavior, thus in Figure 5.20 we

show only a comparison between the BSL-ASBM and SA-ASBM models. The main plot

in Figure 5.20 shows the residuals during the final stages of convergence with the ASBM

coupling turned on. In each time history, the instantaneous jump of the residual indicates

the iteration at which the ASBM coupling was activated. The insert on the top right of the

figure, shows the time history of the residuals for both stages of the simulations, i.e. including

both the uncoupled and the coupled phases. As shown, in the uncoupled stage, the SA model

achieves lower residuals than the BSL model, indicating the better convergence of the SA

closure. Once the ASBM coupling is activated, we find that the amplitude of the residual’s

oscillations about the mean value is much smaller for SA-ASBM than for BSL-ASBM (by

approximately four times). This indicates the superior robustness of the SA-ASBM coupling,

a conclusion that we have reached repeatedly during the various tests that we have been

carrying out over the last couple of months. Based on these results we plan to direct most of

our future e↵orts in further developing the SA-ASBM coupling, since as it will be shown, its

performance is otherwise comparable to or better than that of the -! family of couplings.

In the figures that follow, all quantities are normalized using the hill height H and the

reference inlet freestream velocity u�. Measuring streamwise distance x/h from the top of
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Figure 5.20: Time history of the mean velocity residual for the ASBM-BSL (blue dashed
line) and ASBM-SA models (red solid line). The main figure shows only the final stages of
convergence for the coupled models, while the insert shows the evolution of the residuals for
the entire simulation range, including both the uncoupled and coupled runs. The instanta-
neous jumps in the residual levels, indicate the points where the ASBM coupling is turned

on.

the hill, profiles are extracted at four di↵erent stations inside the recirculation region (from

x/h=1.25 up to x/h=6.67), where the most notable discrepancies between the models are

expected to occur. The four stations A,B,C, and D correspond to x/h = 1.15, 2.5, 3.75 and

6.67 respectively.

Figure 6.13 shows results for the mean streamwise velocity Ux. In all cases, comparison is

made to experimental measurements and the predictions of the ASBM-BSL model. As shown,

the predictions of all three closures are comparable.

Figure 5.22 shows the corresponding comparison for the case of the wall-normal mean velocity,

Uy. Again, the predictions of the the three closures are comparable, but overall the ASBM-SA

and ASBM-BSL closures seem to provide somewhat improved predictions in the recirculation

zone relative to the SA model.

Next, we compare the predictions of the ASBM-SA model for the turbulent intensities with

experimental measurements and the corresponding predictions of the ASBM-BSL model. The

SA model is not included in this comparison because it cannot predict the turbulent intensi-

ties. Figures 5.23 and 5.24 show the streamwise (Rxx) and wall-normal (Ryy) Reynolds stress

components respectively. In the case of Rxx, the ASBM-SA closure provides slightly better

agreement with the experiments than the ASBM-BSL model throughout the recirculation

zone. For example, at the first station A inside the recirculation region, the ASBM-SA is
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Figure 5.21: Turbulent flow over the ‘witch of Agnesi’ smooth hill. Model predictions
for the streamwise mean velocity U

x

at various x-stations for SA and ASBM-SA closures.
Comparison is made to experimental values[69] and the predictions of ASBM-BSL model.

able to capture more satisfactorily the near-wall peak in Rxx, while at the last station D it

slight improves the predicted Rxx profile. Overall, the ASBM-SA closure exhibits satisfactory

agreement with experiments.

Figure 5.25 shows a comparison of the shear stress predictions of ASBM-SA with the corre-

sponding experimental measurements and the predictions of the SA and ASBM-BSL closures.

In the middle of the recirculation zone (stations B and C), the hybrid closures ASBM-SA and

ASBM-BSL are able to capture the peak of the shear stress more accurately than SA, but

they overpredict the peak at station D, which coincides with the experimental re-attachment

point. Overall, the predictions of the two hybird closures are comparable and they are both

able to capture the near-wall peak in the shear stress reasonably well. However, as shown

in Figure 5.25e, at the top of the hill (station x/h = 0), we notice a problem with both

model predictions, where positive magnitudes for the shear stress are predicted which might

be related to the local nature of the ASBM closure and the lack of memory e↵ects. Fig-

ure 5.26 shows the the variation of the skin-friction co�cient along the hill surface. The

hybrid ASBM-SA and ASBM-BSL closures give comparable results that are in reasonable
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Figure 5.22: Model predictions for the streamwise mean velocity U
y

at various x-stations for
SA and ASBM-SA closure. Comparison is made to experimental values and the predictions

of ASBM-BSL model.

agreement with experiments. It is worth noting that in the recirculation zone, the hybrid

closures are in better agreement with experiments than the SA closure.

Overall the ASBM-SA closure provides comparable or slightly improved predictions relative

to the ASBM-BSL closure. On the other hand, one has to take into account that ASBM-SA

is a one-equation model and as such exhibits some computational performance advantages

relative to the two-equation ASBM-BSL.

5.4 Conclusions

A new coupling between ASBM and the SA one-equation model was presented. To imple-

ment the coupling, consistent profiles for the turbulence scales were extracted from the SA

predictions and fed to ASBM through a set of algebraic expressions[59], applicable for a large

range of turbulent flows. The ASBM-SA closure preserves (not shown here) the full realiz-

ability enjoyed by the ASBM closure and exhibits improved numerical robustness and speed

of convergence relative to other couplings such as the ASBM�v2-f and even the ASBM-BSL.
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Figure 5.23: Model predictions for the streamwise Reynolds stress R
xx

at various x-stations
for SA and ASBM-SA closure. Comparison is made to experimental values and the predic-

tions of ASBM-BSL model.

The performance of the hybrid model was evaluated in several standard benchmark cases.

First, a fully-developed turbulent channel flow was considered, for which model predictions

have shown satisfactory agreement with the experimental data for both mean and fluctuat-

ing quantities. Then a boundary layer simulation was performed, revealing good matching

between CFD and experiment measurements for rms and shear correlations, especially for

y+ > 10. Then the simplest case of separated flow, that of a backward facing step, was

examined. The coupled model managed to capture both peak magnitudes and freestream

values of the mean and fluctuating variables, both in and out the recirculation region, ex-

hibiting its sensitivity in anisotropic features. The ASBM-SA model was also evaluated for

a case of turbulent flow in a planar asymmetric di↵user, where its predictions were found to

be in fair agreement with experiments. Predictions for the static-pressure and skin-friction

coe�cients were within 4% of the experimental values. Finally, the model was challenged in

a more di�cult case involving separation, that of flow over a steep hill. Again, an overall

good agreement between model and experimental predictions was achieved.

Concluding, the new coupling preserves the superior robustness of the SA closure, providing
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Figure 5.24: Model predictions for the transverse Reynolds stress R
yy

at various x-stations
for SA and ASBM-SA closure. Comparison is made to experimental values and the predic-

tions of ASBM-BSL model.

smooth converged solutions with a good convergence rate. At the same time, the hybrid clo-

sure has been able to capture e↵ectively the turbulence anisotropy in all the flows considered

as a result of the ASBM contribution. Future work will focus on testing the coupling over

two-dimensional airfoil surfaces and three-dimensional smooth hills.

A Fortran-90 module containing our implementation of the ASBM is being made available

online[75]. Researchers interested in implementing the ASBM-SA closure in their own CFD

codes can contact the authors for assistance.
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Figure 5.25: Model predictions for the shear stress at various x-stations for SA and ASBM-
SA closure. Comparison is made to experimental values and the predictions of ASBM-BSL

model.
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Figure 5.26: SA and ASBM-SA model predictions for the skin-friction coe�cient. Com-
parison is made to experimental values and the predictions of ASBM-BSL model.
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Chapter 6

Application of the ASBM-SA

closure in a case of active-controlled

flow separation

6.1 Introduction

In this chapter, we consider the application of the ASBM-SA closure to the case of turbulent

flow over a 2D hill with and without separation control. In particular, we have considered the

case of no-flow control, as well as the case where active-control is applied via steady-suction.

During the CFDVAL2004 Workshop[76], these two cases were considered extensively in an

e↵ort to assess the performance of the current engineering turbulence models in strongly

separated flows subjected to favorable/adverse pressure gradients.

Experiments have been conducted in the NASA Langley Transonic Cryogenic Tunnel by

Greenblatt et al. [77]. The shape of the hump is that of a “Modified Glauert-Goldschmied”

hill, similar to the one used by Seifert and Pack [78]. The experiments are nominally two-

dimensional (2D), despite the presence of three dimensional (3D) e↵ects near the side end-

plates. The scenarios involved both uncontrolled and controlled flow (steady suction) for

Reynolds numbers (Re) ranging from 0.37 up to 1.1 million, corresponding to Mach numbers

(M) ranging from 0.04 up to 0.12. One no-flow control case and one active-control case were

selected for the extraction of detailed experimental measurements.

Figure 6.1 shows the geometry of the whole domain, including a detailed view of the flow

control lot. The chord length of the hump is denoted as c, the height of the domain H is 90%

the chord length, while the maximum height of the hump is approximately 0.13 c. The slot is
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located near x/c ⇡ 0.65, where the slot width h is 0.00187 c. Detailed information regarding

the geometry, computational grids and the relevant experiments can be found in [79].

One of the conclusions reached during the CFDVAL2004 Workshop is that blockage e↵ects

stemming from the presence of side plates need to be accounted for in simulations, other-

wise the computed pressure coe�cients levels exhibit significant discrepancy relative to the

experiments, especially over the hump. Thus, the top tunnel surface around hump location

is modified so as to reflect the change in the tunnel cross-sectional area due to the presence

of the side-plates, as described in [79].

Figure 6.1: Sketch of the geometry, with a modification along the top-surface such as to
account for the side-plate e↵ects, as described in [79].

6.2 Validation results

Initially, we considered the case of a turbulent boundary layer over a flat plate, which is

needed to provide the inlet profile for the two cases of the wall-mounted “Modified Glauert-

Goldschmied” hill. Subsequently, we performed a series of computations regarding the no-flow

control and steady-suction cases respectively. In all cases conisdered, we first run simulations

using the SA closure until a time-converged solution was reached. Then, we performed

additional runs starting from the SA converged solutions as an initial map in order to obtain

the predictions of the ASBM-SA closure. The predictions of the ASBM-SA hybrid model

and the standard SA model were then compared to the available experimental data. For each

case, we have conducted grid-convergence analysis, starting from coarser and moving towards

finer grids, in order to provide grid-independent solutions. In order to ensure that the grids

were su�ciently resolved, the cells adjacent to the wall were placed within y+ < 1, except

inside the recirculation region where y+ becomes slightly bigger, reaching values up to 1.4

for the SA closure and up to 1.2 for the ASBM-SA closure. Here, y+ represents wall-normal
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spacing in wall units yu⌧/⌫. Also, all solutions are assumed to become time-converged after

achieving su�ciently small residuals, as discussed later.

Unstructured computational grids were generated using the ICEM-CFD mesh generator for

all cases considered. Using these meshes the numerical solution was advanced using an

unstructured, nodal-based finite-volume code called CDP, developed at the Center of Turbu-

lence Research (Stanford/NASA), and which is used in our group as a general platform for

the study of the incompressible flows. The di↵usive and advection terms in both the mean

and turbulent transport equations are discretized through a second-order accurate centered-

di↵erence scheme, while skewness corrections has been employed. The coupling of the trans-

port equations is done through a time-splitting method, while for the time-advancement a

Crank-Nicholson scheme is used. More details regarding the solver and its various options

are given in [80].

6.2.1 Turbulent boundary-layer.

Initially, we simulated a spatially developing boundary layer flow over a flat plate, so as to

match the experimental data of Greenblatt et al.[77]. These results were then used as the

inlet boundary conditions for the cases involving the 2D hump. The desired Reynolds number

is Re� ⇡ 68, 200, based on the freestream velocity Uo and the boundary layer thickness

� ⇡ 0.074 c. At the inlet, Dirichlet boundary conditions are imposed for the mean and

turbulent variables, such as ⌫̃1/⌫ ⇡ 3 and Uo = 0.1 M , yielding a freestream Reynolds

number Re1 = 929, 000, based on the chord length c of the hump, and the freestream

velocity Uo. At the outlet, a penalty condition is imposed to prevent the occurrence of

reflectional e↵ects while ensuring mass conservation. A slip condition was imposed at the

top surface, a no-slip condition at the bottom wall surface and periodic conditions along

the spanwise direction. In order to obtain grid-independent solutions, three di↵erent meshes

of increasing resolution were considered. For each mesh, geometric functions were used to

define the normal distribution of the nodes, while uniform spacing has been adopted along

the streamwise direction. Grid 1 contains a non-uniform mesh of size 120 x 90 x 1 along

the streamwise, wall-normal and spanwise directions respectively. The corresponding size for

Grid 2 is 130 x 120 x 1 and for Grid 3 is 140 x 150 x 1. The finest grid yields a value of

y+ around 0.5 for the wall-adjacent cell at the location of the extracted data. Figures 6.2a-b

show predictions using the SA closure for the streamwise mean velocity and pseudo-viscosity

respectively. In Figure 6.3 we show a comparison between the predictions of the SA model

using Grid 3 as the baseline grid, and the experimental data for the streamwise mean velocity

Ux, yielding a good agreement.
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Figure 6.2: Grid-convergence analysis for a spatially developing turbulent boundary layer
at Re

�

⇡ 68, 200. SA model predictions for (a) the streamwise mean velocity and (b) the
pseudo-viscosity. Comparison is made among three di↵erent grids: Grid 1 ( ) ; Grid 2
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Figure 6.3: SA model predictions (lines) for the streamwise mean velocity. Comparison is
made to the experiments (symbols) of Greenblatt et al. [77].

6.2.2 No-flow control

The case of flow over a hump having the shape of “Modified Glauert” hill is considered next.

This case was originally conceived for testing the ability of active control to reduce the size

of the existing recirculation bubble. However, from a turbulence modeling perspective, even

the uncontrolled case is interesting due to the presence of strong separation, which proves

to be challenging to turbulence engineering models. Thus, in our numerical experiments, we

considered first the uncontrolled case of flow.

Simulations have been performed using SA and ASBM-SA models, which are compared to the

experimental work of Greenblatt et al. [77] At the inlet surface, profiles for the variables are

obtained from the SA solution for the turbulent boundary layer corresponding to Re� ⇡ 68200

as described in the previous subsection. At the floor surface, as well as at the wall surfaces

inside the cavity, solid wall (no-slip) boundary conditions were applied. A penalty condition
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is imposed at the outlet surface to ensure that mass flow exit the domain properly, while slip

conditions are used at the top surface and periodic conditions for the spanwise direction. A

grid-sensitivity analysis was conducted where two grid were considered. The coarser grid con-

tains approximately 103,000 grid points, whereas the finer grid posses approximately 160,000

grid points. Mesh details are shown in Figure 6.4, with a zoomed view of the cavity region.

(a)

(b) (c)

Figure 6.4: Unstructured computational grid with details of the slot region.

Figures 6.5a-b show SA model predictions for the wall-static pressure coe�cient cp = (p �
p
0

)/1

2

⇢U2

o and skin-friction coe�cient cf = ⌧w/
1

2

⇢U2

o respectively. Based on these results, the

coarser grid is shown to be fine enough for the current case.
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Figure 6.5: E↵ect of grid on SA model predictions for the uncontrolled case, for (a) the
wall-static pressure coe�cient and (b) the skin-friction coe�cient. Two grids are shown:

coarse grid ( ) ; fine grid ( ).

Due to the algebraic nature of the ASBM closure, numerical di�culties are encountered for

the cases where strongly separated flows are considered, as the present ones. During previous

works, a filtering scheme was applied in order to obtain smooth solution, improving that way

the numerical stability of the solution. However, use of the scheme in the current case yielded

a mismatch between SA and ASBM-SA predictions for the skin-friction coe�cients in regions

where a good agreement was expected, such as upstream of the leading edge of the hill and

downstream the recirculation region. This problem was resolved by separating the domain

into two zones, one prior the leading edge where the filtering scheme is not active, and the

region downstream the leading edge where the scheme is switched on (Fig. 6.6). Fig. 6.7 shows

a comparison between SA and ASBM-SA predictions using both approaches for the filtering

scheme, revealing the significant role the filtering details play on the skin-friction distribution

all along the bottom surface. In contrast, the pressure coe�cient remains una↵ected by the

choice of filtering scheme.

Figure 6.6: Separation zones showing where the filtering scheme is active (on) or not (o↵).

Figure 6.8 displays the evolution of the maximum mean streamwise velocity residual. The

residual is divided by its initial value and is defined by
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Figure 6.7: E↵ect of zonal filtering on (a) the wall static-pressure coe�cient and (b) the wall
skin-friction coe�cient for the no-flow control case. SA ( ) and ASBM-SA ( ) are
compared to the ASBM-SA predictions when filtering is active in the entire domain ( )

and the experimenal values (symbols) of [77].

Residual = max


V ⇥�Ux/�t

(V ⇥�Ux�t)
0

�
, �Ux = Un+1

x � Un
x , (6.1)

where n refers to the n-th iteration, �t to the current time step and V is the volume of

the corresponding cell. For both SA and ASBM-SA models, a drop of at least 5 orders of

magnitude for the residuals compared to the initial field is achieved, which is believed to be

su�cient to provide time-converged solutions.
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Figure 6.8: Time history of the streamwise mean velocity residual for the uncontrolled
case. The sudden jump in the residual levels indicates the point where the ASBM coupling

is switched on.

In order to both accelerate our simulations and overcome some stability issues related to the

ASBM-SA computations inside the cavity in the case of no-suction, additional computations

using similar meshes but without the presence of the cavity were conducted. Instead, we

impose a solid-wall condition along the slot exit. Figures 6.9a-b show SA predictions for

the mean velocity streamlines at the vicinity of the hump in the presence and absence of

the cavity respectively, demonstrating the trivial discrepancies between the two approaches.
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Figure 6.10 shows the corresponding comparison for the wall-static pressure coe�cient, which

again reveals the negligible e↵ect on the results of the cavity absence when the flow control

is inactive (no suction).

(a)

(b)

Figure 6.9: SA model predictions for the streamlines of the mean flow approaching the
hump (a) in the presence of the cavity and (b) in the absence of the cavity.
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Figure 6.10: SA model predictions in the presence ( ) or absence ( ) of the cavity
for the wall-static pressure coe�cient .

In the following figures, all turbulent and mean quantities ( except cf , cp ) are normalized

based on the chord length c and the reference inlet freestream velocity Uo. Setting the leading

edge of the hump as the origin of the streamwise distance (x/c = 0), profiles are extracted

at three di↵erent stations inside the recirculation bubble as measured by the experiments

(x/c = 0.66, 0.8, 1.0) and one station at the recovery region (x/c = 1.2), denoted as stations

A, B, C, D respectively (Figure 6.11).
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Figure 6.11: Geometrical and mesh details in the absence of cavity. Data is extracted in
four stations, denoted as A, B, C andD. The leading-edge point (LE) and the re-attachment

point (R) are also shown.

Figure 6.12 shows the predictions of the ASBM-SA and SA closures for the variation of the

pressure (Cp) and skin friction (Cf ) coe�cients along the wall surface. Comparison is made to

experimental measurements. The ASBM-SA model captures accurately the peak magnitude

of the pressure coe�cient around x/c ⇡ 0.57. In the range �1  x/c  1.1, that is from

the inlet up to about the re-attachment point, the ASBM-SA provides slightly improved

Cp predictions when compared to SA. Right after re-attachment, the ASBM-SA predicts a

slightly delayed recovery of Cp as compared to the experiments (and the SA closure). The two

models produce comparable agreement with the experiments for the skin-friction coe�cient.

ASBM-SA provides an improvement right after the upstream edge of the hill (x/c ⇡ 0.2),

while SA predicts correctly the magnitude near the sharp geometry change that occurs around

x/c ⇡ 0.65. Based on Table 6.1, both models overpredict the recirculation bubble, with

ASBM having the tendency to delay the re-attachment of the flow further downstream, an

observation which is in agreement with previous cases in which separated flows over 2D hills

were considered, such as the “Witch of Agnesi” hump, as described in detail in [49].

Figure 6.13 shows results for the streamwise mean velocity Ux at the four stations. As shown

in Figures 6.13a-b, at the first two stations ASBM-SA provides slightly improved predictions

relative to the SA model, while SA is in better agreement with the experimental data at

the next two stations, mostly due to the greater delay of re-attachment in the ASBM-SA

predictions.

Next, we consider the performance of the ASBM-SA closure for the turbulent intensities and

the fluctuating shear stress with respect to experimental results. The SA model is included

only in the comparison for the fluctuating shear stress component, since it cannot provide

predictions for the turbulent intensities. Figure 6.14 displays the streamwise Reynolds stress

components Rxx. At station A, ASBM-SA captures the near-wall peak magnitude, yielding a

reasonable predictions for Rxx. At the remaining three stations (x/c = 0.8, 1.0, 1.2), ASBM-

SA is able to capture satisfactorily the peak magnitude. We note that the wiggles near

y/c = 0.2 at station A (Fig. 6.14a) originate from the algebraic expressions for the estimation
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Figure 6.12: SA ( ) and ASBM-SA ( ) model predictions for the no-flow con-
trol case for (a) the wall static-pressure coe�cient and (b) the wall skin-friction coe�cient.

Comparison is made to experimental values (symbols) of[77].
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Figure 6.13: Turbulent flow over the “Glauert-Goldschmied” 2D hill for the no-flow control
case. Model predictions for the streamwise mean velocity U

x

at various x-stations for SA
( ) and ASBM-SA ( ) closures. Comparison is made to experimental values of

Greenblatt et al.[77].

of the turbulent kinetic energy (not shown here). Following term by term the algebraic

procedure for the calculation of kinetic energy, we found that this issue is mostly likely

related to the local mean velocity gradients. These wiggles are also present in previous works

[49], for which similar findings were deduced. Also, the location y/c = 0.2 where the wiggles

appear is close to the interface between two grid blocks. Overall, we believe that this is a

localized e↵ect which does not a↵ect the quality of the solution.
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Figure 6.14: Turbulent flow over the ”Glauert-Goldschmied” 2D hill for the no-flow control
case. ASBM-SA model predictions (lines) for the streamwise Reynolds stress component R

xx

at various x-stations are shown. Comparison is made to experimental values (symbols) [77].

Figure 6.15 depicts the corresponding predictions for the transverse Reynolds stress com-

ponent Ryy. ASBM-SA closure strongly overpredicts the near-wall magnitude at station A,

while a fair agreement with the experiments is achieved at the remaining stations.
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Figure 6.15: Turbulent flow over the “Glauert-Goldschmied” 2D hill for the no-flow control
case. ASBM-SA model predictions (lines) for the transverse Reynolds stress component R

yy

at various x-stations are shown. Comparison is made to experimental values (symbols) [77].

Figure 6.16 shows SA and ASBM-SA predictions for the fluctuating shear stress component.

At the first station, ASBM-SA exhibits a similar behavior as for the transverse Reynolds stress

component. At the remaining three stations, ASBM-SA provides noticable improvement

relative to the SA model, in both the near-wall and freestream regions. This improvement is

evident in the whole range of the recirculation bubble, suggesting a satisfactory response of

the hybrid model to the strong anisotropic e↵ects that characterize this region.
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Figure 6.16: Turbulent flow over the “Glauert-Goldschmied” hill for the no-flow control
case. Model predictions for the shear stress component R

xy

at various x-stations for SA and
ASBM-SA closures. Comparison is made to experimental values [77].

6.2.3 Steady suction

Even though we perform URANS computations, we consider essentially steady cases, thus

we define the steady mass transfer momentum coe�cient

cµ =
⇢hU2

jet

1/2c⇢U2

o

, (6.2)

where Ujet is the total jet velocity. For the current case, cµ is set equal to 0.241%, correspond-

ing to a constant mass flow rate of ṁ = 0.01518 kg/s being sucked through the slot, in order

to match the experimental conditions of Greenblatt et al. [77]. Figure 6.17 shows ASBM-SA

model predictions for the wall-normal spacing along the floor surface for the uncontrolled

and controlled cases, needed to ensure that our solutions are obtained in su�ciently resolved

grids. As expected, a sharp increase in y+ levels occurs at the location of the slot exit where

no-wall is present.
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Figure 6.17: ASBM-SA model predictions for the streamwise variation at the bottom
surface for the normal spacing at the wall normalized in wall-units. Results are shown for

both the no-flow control ( ) and the steady-suction ( ) cases.

Results for the wall-static pressure coe�cient are shown in Figure 6.18, where she the predic-

tions of the SA and ASBM-SA models are compared to the experimental data of Greenblatt

et al.[77]. The ASBM-SA closure manages to capture accurately the magnitude and the lo-

cation of the first sharp change right after the slot, located around x/c ⇡ 0.67, followed by a

small recovery delay, as compared to the SA model, till the trailing edge of the hill (x/c = 1)

where the two models coincide again.
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Figure 6.18: SA ( ) and ASBM-SA ( ) model predictions for the steady-suction
case for the wall static-pressure coe�cient. Comparison is made to experimental values [77].

Figure 6.19 displays results for the streamwise mean velocity Ux at the four stations. As

shown, SA provides slightly better agreement with the experiments than the ASBM-SA

model. In figure 6.20 we see the corresponding comparison for the transverse mean velocity

Uy. In general, SA predictions are in better agreement with the experimental data compared

to ASBM-SA model.
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Figure 6.19: Turbulent flow over the “Glauert-Goldschmied” hill for the steady-suction
case. Model predictions for the streamwise mean velocity U

x

at various x-stations for SA
and ASBM-SA closures. Comparison is made to experimental values [77].
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Figure 6.20: Turbulent flow over the “Glauert-Goldschmied” hill for the steady-suction
case. Model predictions for the transverse mean velocity U

y

at various x-stations for SA and
ASBM-SA closures. Comparison is made to experimental values [77].

Table 6.1 shows details regarding the recirculation region. SA predicts more accurately the
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re-attachment point for both cases, providing an indication why SA closure obtains better

results than the hybrid model for the mean statistics.

Table 6.1: Details of SA and ASBM-SA model predictions regarding the recirculation
bubble for each case. Comparison is made to the experimental work of Greenblatt et al.[77].

Case Model sep.loc. sep.loc. Error reatt.loc. reatt.loc. Error
experiment CFD (%) experiment CFD (%)

no-flow control SA ⇡ 0.67 0.663 1.0 1.11± 0.003 1.235 11.3
no-flow control ASBM-SA ⇡ 0.67 0.656 2.1 1.11± 0.003 1.330 19.8
steady suction SA ⇡ 0.68 0.676 0.6 0.94± 0.005 1.113 18.4
steady suction ASBM-SA ⇡ 0.68 0.665 2.2 0.94± 0.005 1.180 25.5

Figure 6.21 shows the corresponding comparison for the streamwise Reynolds stress com-

ponent Rxx. At three of the four stations, ASBM-SA correctly predicts the near-wall peak

magnitude and the freestream values, yielding a fair agreement with the experiments.
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Figure 6.21: Turbulent flow over the “Glauert-Goldschmied” hill for the steady-suction
case. Model predictions for the streamwise Reynolds stress component R

xx

at various x-
stations for SA and ASBM-SA closures. Comparison is made to experimental values [77].

In Figure 6.22, the agreement is qualitative between the ASBM-SA predictions and the exper-

imental measurements for the transverse Reynolds stress component Ryy. Combining these

results with the analogous ones for Rxx reveals the sensitivity of the algebraic model to the

anisotropic nature of the flow.
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Figure 6.22: Turbulent flow over the “Glauert-Goldschmied” hill for the steady-suction
case. Model predictions for the transverse Reynolds stress component R

yy

at various x-
stations for SA and ASBM-SA closures. Comparison is made to experimental values [77].

Results for the for the fluctuating shear stress component Rxy are shown in Figure 6.23.

As shown, the hybrid ASBM-SA model is able to provide significantly improved predictions

compared to the SA closure in the whole range of the recirculation region. Overall, ASBM-SA

provides a satisfactory agreement with experiments.

145



Validation results

y/
c

0.1

0.2

Rxy/U2o
−0.006 −0.004 −0.002 0

(a) station A, x/c = 0.66

y/
c

0

0.1

0.2

0.3

Rxy/U2o
−0.050 −0.025 0

(b) station B, x/c = 0.8

y/
c

0

0.1

0.2

0.3

Rxy/U2o
−0.03 −0.02 −0.01 0

(c) station C, x/c = 1.0

y/
c

0

0.1

0.2

0.3

Rxy/U2o
−0.015 −0.010 −0.005 0

(d) station D, x/c = 1.2

Figure 6.23: Turbulent flow over the “Glauert-Goldschmied” hill for the steady-suction
case. Model predictions for the fluctuating shear stress component R

xy

at various x-stations
for SA and ASBM-SA closures. Comparison is made to experimental values [77].

The active control e↵ect on the recirculation bubble is visualized in Figure 6.24. ASBM-SA

model predictions for the streamlines of the mean velocity for both cases are shown, revealing

a noticeable reduction of the bubble size.

146



Validation results

(a)

(b)

Figure 6.24: ASBM-SA model predictions for the streamlines of the mean velocity for (a)
the uncontrolled case and (b) the controlled case .

6.2.4 An alternative expression for the turbulence lengthscale.

Until now, a standard expression is adopted in the current version of the ASBM-SA model

in order to obtain the turbulence lengthscale L, as given by

L = CLmax

✓
3/2

✏
, Cn(

⌫3

✏
)1/4

◆
, (6.3)

where  is the turbulent kinetic energy, ✏ is the dissipation rate, ⌫ is the kinematic viscosity.

The main disadvantage of expression (6.3) is that it contains limited physical information

regarding the structure of the local flow field, since it is based solely on the turbulent variables

 and ✏. Furthermore, this expression is calibrated from previous works [6] for cases where

the ASBM is coupled with the four-equation v2-f model. All the above make the applicability

of expression (6.3) to the ASBM-SA closure questionable.
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6.2.4.1 Details of the Rahmann’s lengthscale expression.

The model coe�cient Cµ is determined by the following expressions

Cµ =
↵
1

1� 2

3

⌘2 + 2⇠2
, ⌘ = ↵

2

TtS , ⇠ = ↵
3

TtW , (6.4)

where Tt is a turbulence timescale, and W , S are the invariants of the mean strain rate and

vorticity tensor respectively, defined by

S =
p
2SijSji , W =

p
2⌦ij⌦ji . (6.5)

The alpha model coe�cients are defined by
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where Pk/✏ is the relative strength between the production and the dissipation rate and ⇧b

is an invariant of the Reynolds stress tensor. These parameters are modeled as

⇧b = Cv
Pk

✏
,

Pk

✏
= Cv⇣

2 , Cv =
1

2(1 + TtS
p
1 + <2)

, ⇣ = TtSmax(1,<) , (6.7)

where < = |W/S| is a dimensionless parameter. Finally, the turbulence lengthscale is esti-

mated by

L2 = ⇣(9.0 + CµReT )

r
⌫3

✏
, ReT =

2

⌫✏
. (6.8)

Detailed analysis of the model is given in [81].

6.2.4.2 Validation

Consequently, we repeat our computations for the uncontrolled case, this time using an

expression for the lengthscale as described in Rahmann et al. [81]. The elegance of this

choice stems from the fact that it is constructed for use in another one-equation model, the

Baldwin-Barth (BB) model [82], and from the fact that it is sensitized to both vorticity and
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shear dominated flows that are far from equilibrium. Figs. 6.25 show a comparison between

ASBM-SA results using both expressions with the SA predictions and the experiments for

the pressure and wall-static skin-friction coe�cients. The choice of algebraic expression is

shown to have trivial e↵ect on the results for the specific case, while the numerical stability

of the algorithm remained also una↵ected.
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Figure 6.25: ASBM-SA model predictions when the new ( ) and the old ( )
lengthscale expression is used for the no-flow control case for (a) the wall static-pressure
coe�cient and (b) the skin-friction coe�cient. Comparison is made to SA model predictions

( ) and the experimental values (symbols) [77].

Fig 6.26 shows the corresponding ASBM-SA predictions at station A for the fluctuating

intensities and fluctuating shear stress. Choosing the new lengthscale expression resulted in

improved predictions for the near-wall peak magnitude for all statistical correlations, while

similar results are produced at the remaining stations.
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Figure 6.26: ASBM-SA predictions using the new ( ) and the old ( ) lengthscale
expression at station A for the no-flow control case. Comparison is made to the SA predictions
( ) and the experimental values (symbols) [77] for (a) the streamwise Reynolds stress
component R

xx

, (b) the transverse Reynolds stress component R
yy

and (c) the fluctuating
shear stress component R

xy

.

6.2.5 Conclusions

The ASBM-SA closure has been tested for the case of a flow over a two-dimensional smooth

hill in the shape of a “Modified Glauert-Goldschmied” hump both in the presence and absence

of separation control. For both cases considered, the ASBM-SA model produced satisfactory

predictions for the streamwise Reynolds stress component Rxx, while a qualitative agreement

with the experiments was achieved for the transverse component Ryy. ASBM-SA closure

provided improved predictions compared to SA for the shear stress in the entire domain. Re-

garding the mean quantities, the predictions of both closures are comparable, providing fair

agreement with the experiments. Overall, the hybrid model managed to capture satisfactory

the traits of these highly anisotropic flows, while maintaining the high robustness of the SA

model, at a good convergence rate. A new expression for the estimation of the turbulence

lengthscale, suitable for flows far from equillibrium, is adopted and tested for the no-flow

controlled case. This choice led to improved predictions for the near-wall peak magnitudes of

the statistical correlations, while exhibiting similar robustness to the previous choice. Use of

separated zones for the activation of the filtering scheme resulted to smoother mean velocity

profiles in the recirculation region, and more meaningful skin-friction profiles upstream and

downstream the separated region.
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Validation results

As part of future work we intend to ascertain the performance of the hybrid model over chal-

lenging two-dimensional flows, such as turbulent flows around a wall-mounted cube and plane

wall jets, while an extension to three-dimensional smooth hills will be attempted. Regarding

the refinement issues encountered in the current and previous works, further consideration is

needed to understand why ASBM-SA delays further the re-attachment compared to SA for

all validation cases considered until now, even though it gives better predictions for the shear

stress over the entire region of the recirculation. We have already started developing more

advanced filtering schemes, suitable for highly deformed meshes, since we believe that the

choice of filtering scheme plays a role on the delay of flow’s re-attachment, and contributes

to yielding larger recirculation bubbles.
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Chapter 7

2D airfoil simulations using the

ASBM-SST hybrid model.

7.1 Introduction

In this chapter the main objective was to obtain converged smooth solutions with the full

ASBM closure for flow over the VR7 rotorcraft airfoil in a wide range of flow parameters.

Another objective was to further investigate the performance of the ASBM model for the

flow over the symmetric NACA-0015 airfoil, since this type of NACA airfoil is thicker than

the VR7 airfoil. Particularly, we focus on testing the response of the algebraic structure-

based model to compressibility e↵ects which are encountered in compressible flows, for Mach

numbers ranging from 0.06 up to 0.3. In order to achieve that, we used a compressible solver,

called SUmb, as the platform for coupling the ASBM closure to the SST model, leading to the

ASBM-SST hybrid model. Due to the complexity of this solver, we have spent considerable

time in order to incorporate the ASBM module in the solver in such a way that it is elegant

for others to use it. Additionally, due to the highly nonlinear algebraic nature of the ASBM

closure, we have developed a number of numerical improvements which enabled us to perform,

for the first time, successful computations for these type of flows. Particularly, new smoothing

expressions were constructed that are suitable for deformed meshes in order to improve the

convergence and stability characteristics of the ASBM computations. Also, we developed an

extended blending methodology that is applicable in compressible flow solvers which enabled

model refinements.
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2D simulations using ASBM-SST hybrid model.

7.1.1 Outline

Section 7.2 shows details related to three independent techniques that are developed in order

to encounter the stability issues stemming from the non-linear nature of the ASBM clo-

sure. Particularly, it contains proper smoothing expressions for two-dimensional (2D) and

three dimensional (3D) highly stretched meshes, blending expressions for the mean transport

equations, whilst it introduces the concept of zonal separation, in which the computational

domain is divided in two zones. Sections 7.3 and 7.4 discuss the performance of the ASBM-

SST hybrid model for a number of 2D static cases over two types of airfoils, namely VR-7 and

NACA-0015 respectively. In Sections 7.5 and 7.6, 2D pitching runs are performed in order to

further ascertain the performance of the closure at di↵erent freestream Mach and Reynolds

numbers, again for flows over two types of airfoils, VR-7 and NACA-0015 respectively. SST

and ASBM-SST model predictions for a number of integrated mean quantities, such as lift,

drag and pressure coe�cients, are then compared to detailed experimental measurements.

7.2 Computational Formulation

The use of a suitable smoothing expression is motivated by the nonlinear algebraic nature

of the ASBM closure, combined with the need for highly deformed meshes surrounding the

airfoil surfaces. Smoothing is typically utilized in ASBM implementations to provide im-

proved convergence and stability characteristics. The final smoothing expression that we

have reached takes into account the volumes of the nodes, and satisfies the limiting case of

completely uniform grids (cube volumes). The expression is applicable to 3D grids, even

though in this work it has been applied only to 2D grids.

7.2.0.1 Smoothing expression

In order to construct a suitable smoothing of a variable �, we divide the nodes in three

categories named A,B,C, in respect to their distance from the reference node (referenced

with index 0). The expression takes into account the volume which encloses each node. The

equations satisfy the limiting state of uniform grids. The 2D expression is given by
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whereas the 3D expression is given by

�̄ =
�
0

8
+

7

8
�ave
rest ,

�̄ave
rest =

P
6

i=1

( �

i

2V
i

)A +
P

12

i=1

( �

i

4V
i

)B +
P

8

i=1

( �

i

8V
i

)C
P

6

i=1

( 1

2V
i

)A +
P

12

i=1

( 1

4V
i

)B +
P

8

i=1

( 1

8V
i

)C
.

(7.2)

Figure 7.1 shows how neighboring nodes are distributed around reference node 0. Nodes of

type A are the closest to the reference node, type B are the middle ones and C are the most

distant ones. For a grid consisting of hexaedrons, as it is the case in SUmb, the total number

of neighboring nodes is 26.

Figure 7.1: The distribution of neighbor nodes around the reference node with index 0.

7.2.0.2 Blending expressions

This concept, originally introduced by O’Sullivan et al (2010) for incompressible flows, has

been extended to account for compressibility e↵ects in the mean momentum and mean energy

equations. The extended mean momentum equations are given by
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and the energy equation is given by
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where  is the turbulent kinetic energy, ui, p, e denote the mean parts of the velocity, pressure

and total internal energy fields respectively, whilst ↵ is the blending factor, which represents

the fraction of Reynolds stress contribution coming from the ASBM closure,

Rij = u0iu
0
j = ↵RASBM

ij + (1� ↵)RBOUS
ij . (7.5)

For ↵ = 0, eqs. (7.3)-(7.4) reduce to a pure EVM formulation, whereas for ↵ = 1 they

correspond to a pure ASBM scheme. Additionally, qtotj is the total heat flux loss, given by

qtotj =
1

� � 1
(
µ

Pr
+

µT

PrT
)
@C2

s

@xj
. (7.6)

Here, Cs is the sound speed, Pr is the dimensionless Prandtl number and � is the heat

capacity ratio.

7.2.0.3 Zonal Separation

During our computations, ASBM incurred numerical failures at the wake region at the vicinity

the airfoil. These were handled by separating the domain into two distinct regions based on a

reference point. The reference point had coordinates (0,c), which coincides with the trailing
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2D simulations using ASBM-SST hybrid model.

edge point at zero angle of attack and it remained fixed during all simulations. Upstream of

this point, ASBM was active, whereas downstream of the point pure SST model was used

instead. Fig 7.2 shows the “active” zonal region for an airfoil when stall is already present and

separated flow is encountered. Clearly, a significant portion of the recirculation region lies

inside the active region, enforcing ASBM influence on the computations. As shown in Fig 7.2,

the solutions obtained are smooth and continuous across the zonal boundary. The continuity

and smoothness of the solution extends to turbulence quantities such as the turbulent kinetic

energy (not shown here).

Figure 7.2: Separation zones which determine where ASBM is active or not at a = 13.0o

angle of attacks.

7.2.1 SUmb compressible solver.

SUmb is a multi-block structured flow solver developed in the Stanford University. It solves

the compressible Euler, laminar Navier-Stokes and Reynolds-Averaged Navier-Stokes equa-

tions. It has been developed as a completely general solver and it is therefore applicable

to a variety of other types of problems, including external aerodynamic flows. SUmb is a

parallel code, suited for running on massively parallel platforms. For more details regarding

this platform, see [83].
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7.2.2 General guidelines for the validation cases

In all simulations considered, static or dynamic, the maximum height of the cells adjacent

to the airfoil surface ranged from y+ ⇡ 1.0 to y+ ⇡ 2.5, depending on the case, in order to

ensure that the boundary layer was su�ciently resolved. For all computations, the value of

the freestream turbulence intensity Tu was set to 0.001, and the freestream eddy viscosity

ratio ER was set to 0.01, where

Tu =
(2/3)1/2

Uref

����
1
, (7.7a)

ER =
µT

µref

����
1
, (7.7b)

where the subscript ref refers to the reference values. The reference Reynolds averaged

velocity Uref is defined by the farfield Mach number, whilst the reference kinematic velocity

is defined using both the Reynolds and Mach numbers respectively. Consequently, farfield

values for the remaining independent variables used in the model can be set. A constant

specific heat ratio � equal to 1.4 and a Prandtl number equal to 0.72 were assumed, with the

freestream temperature T1 = 288.15 K, corresponding to a speed of sound value of Cs,1 of

340 m/s. Also, the dynamic laminar viscosity µ was calculated using Sutherland’s equation.

The above reference values were used to non-dimensionalize the transport equations. On the

airfoil’s surface, a viscous wall (no-slip) boundary condition was imposed, while a far-field

boundary condition was set by applying freestream values to all variables at the corresponding

sub-faces. In the spanwise direction, symmetry conditions were imposed.

Results and comparisons are made for the lift, drag, moment and pressure coe�cients , defined

by
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L
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where L, D, M are the lift, drag and moment per unit span and U1 the freestream mean

velocity.

Converged solutions for all pure SST runs were obtained first. Subsequently, starting from the

SST converged solution, predictions for a blending factor ↵ = 0.5 were obtained. Using the

converged solution for ↵ = 0.5 as an initial guess, the converged solution for the pure ASBM

computation (↵ = 1) was then obtained. This methodology remained unchanged during all

simulations, both static and dynamic.

7.3 Static Runs for VR-7 airfoil.

Firstly, we consider a turbulent flow over a VR-7 rotorcraft airfoil, at at freestream Mach

numbers of M1 = 0.184, M1 = 0.25 and M1 = 0.30 for a series of fixed angles of attack,

ranging from 0o to 15o. The converged, steady model predictions for the current and following

cases are compared with the static experimental data of [84].

In order to ascertain the performance of the closure at the linear regime, the relative errors

associated with the lift curve slope (LCS) and the zero-lift angle (ZLA) are introduced, given

by

�
1

= |
Ce
L,1 � Cc

L,1

Ce
L,1

|⇥ 100 ,

�o = |ZLAe � ZLAc

ZLAe
|⇥ 100 ,

(7.9)

where superscripts e and c refer to the experimental and computational values respectively.

7.3.1 M1=0.3 with tab.

Firstly we consider the unsteady case at freestream Mach Number of M1 = 0.30, yielding to

a Prandtl-Glauert factor equal to � = 0.9539. A fixed time step equal to 0.0058 s was chosen,

whilst at each time step, 30 Newton-Raphson sub-iterations were imposed, a number which

proved to be large enough in all static cases.

Table 7.1 shows the linear expressions and the associated relative errors for the lift-curve slope.

Clearly, ASBM improves the slope estimation almost 100 percent relative to the pure SST
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results , revealing its sensitivity to the pressure changes. Zero-lift angle remains practically

una↵ected.

Case LCS �
1

ZLA �o

Exp 0.1227 - -1.56 -
SST 0.1036 15.5 -2.13 36.5
ASBM 0.1145 6.7 -2.22 41.0

Table 7.1: Linear expressions and zero-lift angle based on least-squares methods, accom-
panying with their relative errors.
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Figure 7.3: Lift coe�cient C
L

as a function of angle of attack for M1 = 0.3 and Re
c

=
4.25 ⇥ 106. Predictions of the ASBM-SST (dashed line) and SST (solid line) closures are

compared to the experiments of McCroskey et al. [84], shown as symbols.

Fig 7.3 shows a comparison of model predictions and experimental results for the lift coef-

ficient. ASBM closure provides a much better agreement to the experiments relative to the

SST computation, although a slight delay of the onset of stall is noted.

Fig. 7.4 shows model and experimental predictions for the drag coe�cient. Again, we see

negligible changes at small angle of attacks. After the dynamic stall, the ASBM closure tends

to underpredict the CD value by a larger amount than the SST closure, however the devi-

ations are inside error limits, especially near and after stall region where high uncertainties

due to di↵erent e↵ects are encountered, as described by Moulton et al (2010).
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Figure 7.4: Pressure part of the coe�cient of drag C
D

as a function of angle of attack for
M1 = 0.3 and Re

c

= 4.25⇥106. Predictions of the ASBM-SST (dashed line) and SST (solid
line) closures are compared to the experiments of McCroskey et al. [84], shown as symbols.
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Figure 7.5: Pressure coe�cient of lift C
P

as a function of angle of attack for M1 = 0.3 and
Re

c

= 4.25⇥ 106. Predictions of the ASBM-SST (dashed line) and SST (solid line) closures
are compared to the experiments of McCroskey et al. [84], shown as symbols.
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Since the lift coe�cient attains much larger values than the drag coe�cient, based on the

above results for CL it’s reasonable to anticipate improvement of the pressure distribution

along airfoil’s surface, even though the CD predictions are not improved. Fig. 7.5 advocates

this argument. The pressure distribution at the suction side, shows a noticeable improvement,

starting from the leading edge and extending downstream until (x/c) ⇡ 0.8. Near the trailing

edge, the SST closure produces slightly better predictions, however the trailing edge region has

the smallest contribution to the lift integration. This is why the overall coe�cient predictions

dramatically improved.

7.3.2 M1=0.25 with tab.

In order to further assess the performance of the closure, the unsteady case at freestream

Mach Number of M1 = 0.25 was considered at � = 0.9682.

Table 7.2 shows an improvement of the slope close to 50% when ASBM is fully active (↵ = 1),

whereas the marginal e↵ects to the zero-lift angle estimation are again confirmed.

Case LCS �
1

ZLA �o

Exp 0.1235 - -1.526 -
SST 0.1096 11.26 -2.215 45.14
ASBM 0.1135 7.80 -2.218 45.32

Table 7.2: Linear expressions and zero-lift angle based on least-squares methods, accom-
panying with their relative errors.

Figure 7.6 presents both model and experimental calculations for the lift coe�cient, displaying

the notable ability of the ASBM closure to accurately capture CL profile. In the case of the

drag coe�cient, CD, Fig 7.7 shows again the trivial changes at small angle of attacks and

the tendency of the closure to further under-predict the coe�cient in the high angle of attack

regime.

Figure 7.8 shows that, as previously observed, the pure ASBM produces an improved pressure

distribution on the upper side. Again, in the vicinity of the trailing edge SST gives better

predictions than ASBM, but this does not a↵ect the overall advantage of ASBM because of

the small contribution of the trailing edge region to CL.

7.3.3 M1=0.184 with tab.

In order to further test the performance of the closure at lower Reynolds numbers, we per-

formed unsteady computations at freestream Mach Number of M1 = 0.184, following a

similar methodology as in the previous cases.
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Figure 7.6: Same as Fig. 7.3, but for M1 = 0.25 and Re
c

= 3.55⇥ 106.
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Figure 7.7: Same as Fig. 7.4, but for M1 = 0.25 and Re
c

= 3.55⇥ 106.
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Figure 7.8: Same as Fig. 7.5, but for M1 = 0.25 and Re
c

= 3.55⇥ 106.

Table 7.3 shows the linear expressions and the relative errors for the lift-curve slope, revealing

an improvement of the slope prediction close to 100% when ASBM is fully active (relative to

the SST ↵ = 0 computation).

Case LCS �
1

ZLA �o

Exp 0.1185 - -1.573 -
SST 0.1072 9.50 -2.170 37.95
ASBM 0.1117 5.74 -2.119 34.71

Table 7.3: Linear expressions and zero-lift angle based on least-squares methods, accom-
panying with their relative errors.

Fig 7.9 displaying again the superior accurancy of ASBM closure. In Fig. 7.10, we find the

same trends for CD as in the former cases.

7.3.3.1 Pressure tab interpolation.

To further establish the validity of the comparison between CFD and experiments, we adopt

an additional integration method via the Trapezium rule, in accordance to McCroskey et

al. [84]. At the trailing edge point, an interpolation of values between the nearest points to

the edge from the upper and lower surface is utilized. The computational data were linearly

interpolated between computational node locations at the experimental tap locations.Figs.

7.11 graphically represents the small deviations between the two approaches.
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Figure 7.9: Same as Fig. 7.3, but for M1 = 0.184 and Re
c

= 2.6⇥ 106.
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Figure 7.10: Same as Fig. 7.4, but for M1 = 0.184 and Re
c

= 2.6⇥ 106.
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Figure 7.11: Absolute relative errors when integrating with CFD nodes and the experimen-
tal pressure tabs using the Menter -! SST as a carrier model atM1 = 0.25, Re

c

= 3.55⇥106.

7.3.4 VR7 computations without tab.

As mentioned above, convergence issues made necessary the use of zonal decomposition in

order to achieve fully converged ASBM solutions at high angles of attack. During our com-

putations, we concluded that the main source of the instabilities is located in the vicinity of

the trailing edge tab. Based on pure SST runs with and without the trailing edge tab, we

have conlcuded that at higher angles of attack the e↵ect of the tab presence on the computed

integral coe�cients (CL, CD, and CM ) is less than 2%. Hence, we proceeded to obtain full

ASBM solutions over the entire domain (i.e. without zonal separation). The geometry mod-

ifications were applied to the airfoil’s tail region for which the x-coordinate ranges between

0.98c and 1.00c. Additional points were added as needed to ensure a smooth geometry in the

vicinity of the trailing edge. The case we have considered is again for the flow over the VR7

airfoil at freestream Mach Number of M1 = 0.25 and chord length based Rec = 3.55 ⇥ 106

at fixed angles of attack. Again, the SST closure is chosen as a carrier model and the angle

of attack ranges from 0o to 15o.

Fig.7.13 depicts SST and ASBM predictions for the distribution of the pressure coe�cient

along the cross section of the airfoil. No experimental data is available for this angle, however

we clearly see smooth profiles obtained for both closures.
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Figure 7.12: Details of the VR7 mesh design focused in the vicinity of the airfoil trailing
edge.
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Figure 7.13: VR7 Computations at M1=0.25, at Re
c

= 3.55⇥106. Model predictions for
the pressure coe�cient at an angle of attack of ↵ = 15o.
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7.4 Static Runs for NACA-0015 airfoil.

Next, we examined the standard case of a turbulent flow over a symmetric NACA type

airfoil with camber thickness 15% its chord length, denoted as NACA-0015. This scenario is

interesting because NACA-0015 airfoil is thicker than the VR-7, which has camber thickness

12% its chord length instead. Firstly we conducted static runs for fixed angles from 0o up

to 20o, at a constant freestream mach number of M1 = 0.062 and two di↵erent freestream

Reynolds numbers, Rec = 6.55 ⇥ 105, 1.27 ⇥ 106, where Rec is based on the chord length c

and freestream mean velocity Uref .

7.4.1 M1=0.062 and Rec = 6.55⇥ 105, no trip.

First, we considered the unsteady case at freestream Mach Number of M1 = 0.062 and

Rec = 6.55⇥ 105 for a series of fixed angles of attack. The SST closure was chosen as a car-

rier model and the angle of attack was varied from 0o to 20o. The converged steady predictions

of the model for the current and following cases are compared with the static experimental

data of Eastman [85]. Based on the above Mach number, the value of the Prandtl-Glauert

factor is � =
p
1�M2

1 = 0.9981.

Initially, we explored the e↵ect of the far-field boundary placement (domain size) on the

integrated quantities. For this purpose, we computed the same baseline case (M1=0.062 and

Rec = 6.55 ⇥ 105) using three di↵erent domains with a far-field extent of 25c, 35c and 55c

respectively, and in all cases the same number (297x97) of grid nodes. As shown in Fig. 7.14a,

the lift coe�cient predictions are insensitive to the di↵erent domain sizes (0.44% maximum

relative error), whereas as shown in Fig. 7.14b, the predictions for the drag coe�cient display

a stronger dependency with relative errors around 4.5%. However, as discussed in detail in

previous reports on VR-7 computations, the drag coe�cient predictions already su↵er from

significant uncertainties emerging from a number of e↵ects, such as geometrical, blocking,

and even the method used to numerical integration yielding the integral force coe�cients

[86]. Consequently, we believe that the uncertainty associated with the far field extent is of

the same order as the uncertainties already present in the CD values. Based on the above,

we have chosen 25c as the baseline far field extent in order to accelerate the simulations.

Next, we performed grid-convergence analysis in order to determine the proper grid resolution.

We have used three di↵erent grids at a fixed domain extent of 25c, for which di↵erent trailing

edge streamwise spacings �xTE were adopted. The connection between the total number of

cells adjacent to the airfoil surface Na and the streamwise trailing edge spacing is given by
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Figure 7.14: Static computations on a 297 x 97 baseline grid using the SST closure for the
NACA 0015 airfoil with M1 = 0.062 and Re

c

= 6.55⇥105 and at ↵ = 11o. E↵ect of far-field
extent on: (a) Lift coe�cient C

L

; (b) Drag coe�cient C
D

.

�xTE =
c

Na + 1
. (7.10)

Fig. 7.15 shows the predictions of the SST closure for the lift coe�cient CL as a function of

1/N1/2, where N is the total number of grid cells. The discrepancy between the two most

resolved grids is negligible (around 1 %), suggesting that the choice 297 x 97 provides an

adequately resolved grid and this has been adopted for all subsequent computations for this

case. Based on the findings of previous workers who dealt a similar case, such as Consul[87],

we consider the results to be su�ciently converged, when the change in CL is smaller than
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Figure 7.15: Static computations on a 25c farfield extent baseline grid using the SST
closure for the NACA0015 airfoil with M1 = 0.062 and Re

c

= 6.55⇥ 105 at ↵ = 11o. E↵ect
of grid resolution on the lift coe�cient C

L

.

about 1% and the change in CD smaller than 5%, as .
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Figure 7.16: Static computations for the lift coe�cient C
L

as a function of angle of attack
using the ASBM-SST (dashed line) and SST (solid line) closures with M1 = 0.062 and
Re

c

= 6.55⇥ 105. Comparison is made to the experiments of Eastman et al. (1939), shown
as symbols.

Fig. 7.16 shows model and experimental predictions for the lift coe�cient. In the linear

regime, ASBM tends to increase the lift coe�cient values towards the experimental values,

whereas a delay of the onset of stall to a higher angle of attack (which again is in better

agreement with the experiments) yields improved results relative to the SST predictions.

Fig. 7.17 shows the corresponding predictions for lift coe�cient CL as a function of drag
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coe�cient CD. Again ASBM exhibits a small but noteworthy improvement, especially in the

linear regime. At high angles, we see the occurrence of a short drop in lift for both closures.

This can be explained by the sudden spread of the recirculation bubble, which also leads to

a sharp increase in drag, whilst its growth rate and its e↵ect on lift depends on the Reynolds

number, as discussed in Sharpe [88].
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Figure 7.17: Static computations for the lift coe�cient C
L

as a function of the drag
coe�cient C

D

using the ASBM-SST (dashed line) and SST (solid line) closures with M1 =
0.062 and Re

c

= 6.55 ⇥ 105. Comparison is made to the experiments of Eastman et al.
(1939), shown as symbols.

7.4.2 M1=0.062 and Rec = 1.27⇥ 106, no trip.

In order to further assess the performance of the ASBM closure, the unsteady case at

freestream Mach Number of M1 = 0.062 and Rec = 1.27 ⇥ 106 was considered. Again

the angle of attack varies from 0o to 20o and the same Prandtl-Glauert factor as before is

used (� = 0.9981).

The methodology used for the evaluation of the results was the same as before, keeping

all model parameters unchanged during all simulations. Based on the findings from the

previous case, we adopted a fixed domain extent of 25c, without any further investigation.

Furthermore, grid-convergence analysis regarding lift coe�cient predictions suggested that a

297 x 97 grid was su�cient for our purposes due to the marginal relative errors (around 0.5

% ), as shown in Fig. 7.18.
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Figure 7.18: Static computations on a 25c farfield extent baseline grid using the SST
closure for the NACA 0015 airfoil with M1 = 0.062 and Re

c

= 1.27⇥ 106 at ↵ = 11o. E↵ect
of grid resolution on the lift coe�cient C

L

.

Fig. 7.19 shows results for the lift coe�cient CL as a function of the angle of attack. As in

the previous case, ASBM is found to improve the CL predictions relative to the SST over the

entire range of angles of attack. The ASBM also captures more accurately the stall angle.

The moderate improvement brought about by ASBM is also evident in Fig. 7.20, where CL

is shown as a function of CD.
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Figure 7.19: Static computations for the lift coe�cient C
L

as a function of angle of attack
using the ASBM-SST (dashed line) and SST (solid line) closures with M1 = 0.062 and
Re

c

= 1.27⇥ 106. Comparison is made to the experiments of Eastman et al. (1939), shown
as symbols.
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Figure 7.20: Static computations for the lift coe�cient C
L

as a function of the drag
coe�cient C

D

using the ASBM-SST (dashed line) and SST (solid line) closures with M1 =
0.062 and Re

c

= 1.27 ⇥ 106. Comparison is made to the experiments of Eastman et al.
(1939), shown as symbols.

7.5 Pitching Runs for NACA0015

Next, we examine the performance of the ASBM closure for a turbulent flow over a VR-7 ro-

torcraft airfoil undergoing pitching motions. We consider three cases at di↵erent parameters,

described in Table 7.5, whilst model predictions are compared with the experimental data

of [89]. Converged solutions for all pure SST runs were obtained after approximately 190

time steps, using a fixed time step equal to 0.03189s. At each time step, 30 Newton-Raphson

sub-iterations were imposed, a number which proved to be adequate in all cases.

7.5.1 Grid-sensitivity analysis at M1=0.1235 and Rec = 1.48⇥ 106.

First, we conducted a grid analysis at a freestream Mach Number of M1 = 0.1235 and

Rec = 1.48 ⇥ 106 for a fixed angle of attack of ↵ = 11o using the SST closure. The an-

gle of attack was chosen to correspond to the higher end of the pitching angles, where the

largest discrepancies during the pitching motion in both drag and lift coe�cient are expected

to occur. Based on the above Mach number, the value of the Prandtl-Glauert factor is

� =
p
1�M2

1 = 0.9923. We computed the same baseline case for four di↵erent meshes,

starting from the coarsest grid (197x77) and moving towards the finest mesh (397x117).

Fig. 7.21 shows the predictions of the SST closure for the lift coe�cient CL and the pressure

172



2D simulations using ASBM-SST hybrid model.

part of the drag coe�cient CD,p as a function of 1/N1/2, where N is the total number of grid

cells. The discrepancy between the three most resolved grids is negligible for both coe�cients,

less than 1% and 3% for the lift and drag coe�cients respectively, suggesting that the choice

237 x 97 provides an adequately resolved grid.
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Figure 7.21: Static computations on a 25c farfield extent baseline grid using the SST
closure for the NACA0015 airfoil with M1 = 0.1235 and Re

c

= 1.48⇥106 at ↵ = 11o. E↵ect
of grid resolution on (a) the lift coe�cient and (b) the pressure-part of the drag coe�cient.

Based on a grid-convergence analysis, we have adopted a 237x97 baseline grid with a 25c far-

field extent for all NACA0015 pitching cases considered. The details of the various parameters

for each case are shown in Table 7.5, where k is the reduced frequency, ! is the angular velocity

of the pitching. For all cases considered, the freestream Mach number M1 equals to 0.1235.

Case Mean (o/rad ) Amplitude (o/rad ) Osc.Freq (Hz) ! (rad/s) Re (106) k
1 0 /0.0000 5.4 /0.0942 0.488 3.06619 1.49 0.02
2 3 /0.0524 8 /0.1396 0.612 3.84531 1.48 0.026
3 4 /0.0698 8 /0.1396 0.245 1.53938 1.48 0.01

Table 7.4: Details regarding the various parameters used for the pitching computations as
described in Green and Giuni [89].

7.5.2 Case 1.

We first consider the case where the NACA0015 airfoil undergoes pitching motions about the

quarter chord (c/4), described by

↵ = 0.0 + 5.4 sin(!t), k = 0.02 ,

k =
!c

2U1
,

(7.11)

where U1 is the far-field air speed and t is the actual computational time. We consider

the case with Rec = 1.49 ⇥ 106, with a mean angle of 0o and a pitch oscillation amplitude
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�↵ = 5.4o. In all cases, we have run the simulation for almost 3 periods T, where T = 2⇡
! ,

allowing the airfoil to settle into a periodic state (closed loop). In order to ensure that our

results are time-converged, we have first performed a time convergence analysis using the

SST closure. Fig. 7.22 illustrates that 250 sub-iterations per time step are adequate to obtain

fully time converged solutions. We have adopted this number of sub-iterations for the ASBM

run as well (currently without any further investigation).
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Figure 7.22: SST predictions for the evolution of the lift coe�cient C
L

when 250 sub-
iterations (solid lines) and 350 sub-iterations (dashed lines) per time step are chosen for
pitching computations over NACA 0015 airfoil on a 237⇥97 baseline grid with M1 = 0.1235,
Re

c

= 1.49⇥106 and k = 0.02. Comparison is made to experiments of Green and Giuni [89],
shown as symbols.

Fig. 7.23a shows model predictions and experimental results for the lift coe�cient. The

ASBM-SST closure tends to increase the width of the pitching loop by over-predicting the

separation in CL during the upswing and downswing motions. The ASBM-SST also tends to

overpredict the level of CL relative to experiments near the positive extremum of the pitch-

ing angles and to underpredict it near the negative extremum. SST seems to provide better

agreement with the experiments relative to ASBM-SST. In the case of the drag coe�cient

(fig. 7.23b), ASBM-SST provides improved predictions for pitching angles below approxi-

mately 3o, while SST predictions are closer to the experiments than ASBM-SST for angles

above 3o. Both closures miss the peak in CD,p near the positive extremum of the pitching

motion.
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Figure 7.23: Pitching computations for the NACA 0015 airfoil with M1 = 0.1235, Re
c

=
1.49 ⇥ 106 and k = 0.02 for (a) the lift coe�cient C

L

and (b) the pressure part of the drag
coe�cient C

D,p

, as a function of the angle of attack using ASBM-SST (dashed blue line) and
SST (solid red line) closures. Comparison is made to the experiments of Green and Giuni

[89], shown as symbols.

7.5.3 Case 2.

Next,we consider a case where the NACA 0015 airfoil undergoes pitching motions about the

quarter chord (c/4), described by

↵ = 3.0 + 8.0 sin(!t), k = 0.026 ,

k =
!c

2U1
.

(7.12)

Fig 7.24 shows the time convergence analysis for this case, which suggests that a number of

250 sub-iterations is su�cient to obtain fully time-converged results.

Fig. 7.25a shows the comparison of the SST and ASBM-SST predictions for the lift coe�cient

in this case. Again the SST captures more accurately the profile of the pitching loop over the

entire angle of attack range. As before, ASBM-SST tends to increase the separation between

the CL magnitudes during the upswing and downswing motions and to overpredict the mag-

nitude of CL near the positive extremum of the cycle. This increase becomes more profound

as we move towards higher angles, closer to the dynamic stall. As shown in Fig. 7.25b, the

SST predictions are also in better agreement with the experiments than the ASBM-SST pre-

dictions for the drag coe�cient in the positive angle region, while ASBM-SST provides more

accurate results in the negative range.
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Figure 7.24: Pitching computations for the NACA 0015 airfoil on a 237⇥ 97 baseline grid
using the SST closure with M1 = 0.1235, Re

c

= 1.48⇥ 106 and k = 0.026. E↵ect of number
of sub-iterations per time step on the evolution of the lift coe�cient C

L

: 250 sub-iterations
(solid lines) and 350 sub-iterations (dashed lines) per time step.
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Figure 7.25: Pitching computations for the NACA 0015 airfoil with M1 = 0.1235, Re
c

=
1.48⇥ 106 and k = 0.026 for (a) the lift coe�cient C

L

and (b) the pressure part of the drag
coe�cient C

D,p

, as a function of the angle of attack using ASBM-SST (dashed line) and SST
(solid line) closures. Comparison is made to the experiments of Green and Giuni [89], shown

as symbols.

7.5.4 Case 3

In the last NACA0015 case considered, the evolution of the angle of attack is described by

↵ = 4.0 + 8.0 sin(!t), k = 0.01 ,

k =
!c

2U1
.

(7.13)

Fig. 7.26a shows again the tendency of ASBM-SST to over-estimate the lift magnitude over

most of the angle-of-attack range and particularly in the positive extremum. In the case of
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the drag coe�cient CD,p ASBM-SST again provides better estimates than SST for negative

angles. For positive angles, both closures under-predict CD,p relative to the experiments, but

during the airfoil downswing phase of the pitching motion, the under-prediction by ASBM-

SST is more pronounced.
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Figure 7.26: Pitching computations for the NACA 0015 airfoil with M1 = 0.1235, Re
c

=
1.48 ⇥ 106 and k = 0.01 for (a) the lift coe�cient C

L

and (b) the pressure part of the drag
coe�cient C

D,p

, as a function of the angle of attack using ASBM-SST (dashed line) and SST
(solid line) closures. Comparison is made to the experiments of Green and Giuni [89], shown

as symbols.

7.6 Pitching Runs for VR7

Next, we proceed to examine the performance of the ASBM-SST closure for turbulent flow

over a VR7 airfoil undergoing pitching motions, for which experimental data is available[84].

In order to reduce the factors that potentially a↵ect the numerical stability of our compu-

tations, we have chosen two cases for which the reduced frequency k is similar to the ones

adopted for the NACA cases. In contrast to the previous runs, the range of the angle of attack

extends above the stalling angle, thus strong hysteresis e↵ects are expected, making the study

of these two cases a more interesting task. Also, we note that the maximum thickness of the

VR7 airfoil is 11.4% of the chord length c, which is lower than the corresponding parameter

for the NACA0015 (15%).

First, we have performed unsteady computations at a fixed angle ↵ = 11o with M1 = 0.30

and Rec = 4.25⇥ 106 in order to ensure that our results are grid-independent. Four di↵erent

grids were considered, starting from the coarsest grid which contained 197⇥77⇥1 grid nodes

and moving towards the finest grid which contained 397⇥117⇥1 nodes. Fig. 7.27 shows SST

predictions for the integrated coe�cients {CL, CD,p} as a function of the number of nodes.
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Based on these results, we have chosen 297 ⇥ 97 ⇥ 1 as the baseline grid for the pitching

computations.
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Figure 7.27: Computations on a 25c farfield extent baseline grid using the SST closure for
the VR7 airfoil with M1 = 0.30 and Re

c

= 4.25⇥ 106 at ↵ = 11o. E↵ect of grid resolution
on (a) lift coe�cient and (b) pressure-part of the drag coe�cient.

Table 7.5 gives details for the parameters as they were imposed during the subsequent simu-

lations.

Case Mean (o/rad ) Amplitude (o/rad ) Osc.Freq (Hz) ! (rad/s) Re (106) k
1 4.1 /0.07156 10 /0.1745 1.3307 8.3612 4.25 0.025
2 4.1 /0.07156 10 /0.1745 2.6614 16.722 4.25 0.050

Table 7.5: Details regarding the various parameters used for the pitching computations as
described in McCroskey et al [84].

7.6.1 Case 1

The evolution of the angle of attack is described by

↵ = 4.1 + 10.0 sin(!t), k = 0.025 ,

k =
!c

2U1
.

(7.14)

Fig. 7.28 shows SST and ASBM-SST predictions for the lift and drag coe�cients. At low

angles of attack (↵ < 7), both closures produce similar results. As the stalling angle is

approached and the hysteresis e↵ects become significant, SST predictions are in better agree-

ment with the experiments than the ASBM-SST ones. The ASBM-SST closure tends to shift

the cross over of the CL loop towards higher angles, while it under-predicts the magnitude of

the drag coe�cient CD,p during the downwash motion.
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Figure 7.28: Pitching computations for the VR7 airfoil with M1 = 0.30, Re
c

= 4.25⇥ 106

and k = 0.025 for (a) the lift coe�cient C
L

and (b) the pressure part of the drag coe�cient
C

D,p

, as a function of the angle of attack using ASBM-SST (dashed line) and SST (solid line)
closures. Comparison is made to the experiments of McCroskey et al.[84], shown as symbols.

7.6.2 Case 2

The angle of attack is evolved according to the following expression

↵ = 4.1 + 10.0 sin(!t), k = 0.05 ,

k =
!c

2U1
.

(7.15)

Fig. 7.29 shows again the tendency of the ASBM-SST closure to delay the appearance of

the crossover in the lift coe�cient CL values till more positive angles of attack and to un-

derestimate the pressure part of the drag coe�cient during the downswing of the airfoil

motion. These consistent behaviour points to the need to understand better the response of

the ASBM-SST closure to hysteresis e↵ects, since at angles far from the stalling angle, both

closures provide comparable results.
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Figure 7.29: Pitching computations for the VR7 airfoil with M1 = 0.30, Re
c

= 4.25⇥ 106

and k = 0.050 for (a) the lift coe�cient C
L

and (b) the pressure part of the drag coe�cient
C

D,p

, as a function of the angle of attack using ASBM-SST (dashed line) and SST (solid
line) closures. Comparison is made to the experiments of McCroskey et al. [84], shown as

symbols.

7.7 Conclusions

We have performed both static and dynamic computations for a number of di↵erent freestream

parameters. For the static cases, we have been able, for the first time, to obtain full ASBM

solutions, from 0o up to 20o for the NACA-0015 cases and from 0o up to 15o for the VR-7

cases, achieving 2-3 orders of magnitude reductions in the L2 norm of the mean and turbulent

variables. For all the static cases considered, ASBM augmented the lift coe�cient magnitude

towards the experimental values. The ASBM also predicts a delay on the onset of stall onset

till higher angles of attack, which is in better agreement with the experimental results. Thus,

overall the ASBM predictions are providing better agreement with the experimental results

when compared to the results obtained with SST closure. These results have been verified to

be fully converged and free of boundary e↵ects through a series of grid and far-field boundary

extent convergence analyses.

Regarding the dynamic cases, we have been able for the first time to to obtain full ASBM so-

lutions for all cases, achieving 2-3 orders of magnitude reductions in the L2 norm of the mean

and turbulent variables. Zonal separation was necessary only for the pitching computations

where VR-7 airfoil was used. We have performed a total of five di↵erent pitching computa-

tions, three for the symmetric NACA0015 airfoil and two for the VR7 airfoil. Comparable

values for the freestream parameters were used in both sets of computations. In all the cases

considered, SST provided better agreement than ASBM-SST to the experimental values for

the lift coe�cient, due to the tendency of ASBM to overpredict the lift coe�cient magnitude.

The ASBM-SST closure decreases the drag coe�cient magnitude achieving better agreement

with experimental data for negative values of the angle of attack. For positive angles of attack
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near the dynamic stall, ASBM-SST experiences more intensively the hysteresis e↵ect com-

pared to SST, yielding a faster decrease of the drag coe�cient than it should. As was done

for the static case, we ensured that these results are fully converged and free of boundary

e↵ects through a series of grid and far-field boundary extent convergence analyses.

We are currently exploring ways to obtain full ASBM solutions without resorting to zonal-

separation for the case of pitching airfoils. We also plan to focus on understanding why the

ASBM-SST closure seems to magnify unrealistically the hysteresis e↵ect near the positive

extremum of the pitching cycle, despite the fact that ASBM-SST was found to perform

better than SST during dynamic stall without pitching.
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Chapter 8

Conclusions.

8.1 Structure-based model for passive scalar transport.

At the conclusion of this thesis, we have managed to develope, for the first time, a structure-

based model which accounts for the statistics of a passive-scalar field. In order to achieve

that, we have derived a set of transport equations using the triple-decomposition scheme.

After performing a term by term modelling based on physical considerations, we evaluated

the model so that it matches asymptotic rates for simple decaying cases. The model is

constructed so that it is sensitive to the choice of low-wave spectrum.

The performance of the model was tested in a large number of cases, exhibiting encouraging

results. The model responds adequately in the presence of frame rotation e↵ects for homo-

geneous shear turbulence in the presence of mean passive scalar gradient. Also, the model

provided good predictions for one irrotational case, particularly that of an Axisymmetric

Contraction for which experimental data was availiable for comparison.

Motivated by the success of the proposed structure based model for passive scalar transport,

we have set a number of objectives for the near future. Currently, a transport model for

the passive scalar dissipation rate is being developed, stemming directly from the large-scale

model equations. This modeled equation will accompany the passive scalar variance equation.

In addition, we are exploring the potential of using ASBM instead of the extended IPRM

model for the estimation of the structure tensors and their products. However, in order to

achieve closure in this case, an algebraic expression for the scalar-flux is needed, suitable

for rotating frames. Thus, we are in a process of extending the explicit scalar-flux model of

Younis as described in [56] to account for frame-rotation e↵ects.
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Also, we work intensively towards the extension of the proposed model to stably-stratified

flows. This e↵ort requires the inclusion of additional terms in the IPRM conditional expres-

sions for the Reynolds stress and the modeling of the buoyancy-related terms that appear in

the transport equations for the turbulent kinetic energy  and large-scale enstrophy !̃2. The

model parameters related to the additional terms were evaluated so that the model matches

the correct decay rates for the simple case of decaying buoyancy-generated turbulence at high

Re and Pe numbers.

The extended model is currently validated in a number of stably-stratified flows for Richardson

number ranging from zero to unity, showing very promising results. Moreover, the model is

shown to be sensitive on the relative angle between the mean velocity gradient and the mean

passive scalar gradient, for angles ranging from 0o (parallel) up to 90o (perpendicular).

8.2 Coupling of the ASBM with EVMs.

We have accumulated a significant understanding about the behaviour, strengths and weak-

nesses of ASBM for applications in aerodynamics. Our own assessment is that ASBM remains

a promising contestant for adoption in aerodynamics, but we have also identified a few im-

portant weaknesses that must be addressed if the model is to achieve its full potential. We

also believe that the experience with ASBM provides su�cient grounds for optimism with

regards to the potential of other classes of Structure-Based Models, such as the Interacting

Particle Representation Model (IPRM). These issues are analysed in greater detail below in

a discussion organized along the two main tracks of work carried out over the last four years,

namely the the ASBM-SA and ASBM-SST closures.

8.2.1 ASBM-SA hybrid model

8.2.1.1 Main Accomplishments:

• We have managed to couple, for the first time, the ASBM closure with one-equation

Eddy Viscosity Models (EVM), most notably the Spallart-Allamaras (SA) model. We

have used suitable algebraic expressions for the extraction of the turbulence scales, as

described in Rahmnan et al. [59, 81].

• Successful validation of the performance of the ASBM-SA model over a wider range of

test cases than what had been accomplished with previous couplings (e.g. with v2-f

and Menter’s -!. ). Overall, ASBM-SA obtained good predictions for the turbulent

correlations (intensities, shear stress) for all test cases.
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• With ASBM-SA we have achieved superior numerical stability compared to previous

couplings, while also achieving good convergence rate. Additionally, the improved nu-

merical stability leads to the elimination of artificial spurious strikes occurring in the

recirculation regions of strongly separated flows (such as smooth hills) when other cou-

plings are used (such as v2-f).

8.2.1.2 Weaknesses-Limitations:

• Overestimation of the size of the recirculation region in separated flows, as already

observed in all previous ASBM couplings.

• Numerically unstable for certain 3D flows (e.g. square duct flow), a weakness which we

believe is related to the physical content of the ASBM model.

• Unrealizable shear-stress predictions at the top of smooth hills. We believe this defi-

ciency is related to the physical content of the ASBM closure. In particular, we believe

that the RDT state map needs to be revised or completely replaced with an improved

scheme.

• Use of a filtering/smoothing scheme, needed to improve the stability of the model,

significantly influences the wall-shear stress profile (e.g. on NASA hump case). The

current schemes are constructed for uniform grids, however more advanced schemes

should be developed for the cases where highly stretched grids are present, such as in

complex flows (e.g. separated flows). Currently, we believe that this deficiency is partly

responsible for the overestimation of the recirculation bubble.

8.2.2 ASBM-SST hybrid model

8.2.2.1 Main Accomplishments:

• A series of static computations for a wide range of angle of attacks and freestream

parameters were performed in order to ascertain the performance of the ASBM-SST

hybrid model, for a flow over two types of airfoils, NACA0015 and VR7.

• In order to obtain smooth, fully converged solutions, we developed advanced filtering

schemes suitable for both 2D and 3D highly stretched grids. Currently, these schemes

are suitable for structured-grids, however e↵orts are focused on extending them on

unstructured grids.

• For the VR7 computations, additional stability techniques were developed, needed to

obtain converged solutions, such as zonal separation and blending methods.
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Conclusions

• We successfully performed, for the first time, computations for a flow over an airfoil

undergoing pitching motions. Initially we considered three di↵erent cases of pitching

computations over a NACA0015 airfoil, for which the ranges of angle of attacks were

chosen to be below the stall angle. Neither zonal separation nor blending approach

were used. Next, two di↵erent cases of pitching computations over a VR7 airfoil were

considered, for which the same angle of attack was chosen. This time, the range of angle

of attacks included the stall angle, but computations utilised the stability techniques

mentioned above.

• For all static computations, ASBM-SST provided improved predictions for the lift and

pressure coe�cient respectively.

8.2.2.2 Weaknesses-Limitations:

• In all pitching computations, ASBM-SST showed a strong tendency to overestimate the

lift coe�cient around the stall angle, yielding a faster decrease of the drag coe�cient

than it should. We believe that this deficiency is somehow related to the existence of

hysteresis e↵ects, thus further analysis of the impact these e↵ects have on ASBM-SST

is needed.

• In the case of the VR7 computation with pitching, resorting to zonal separation remains

necessary, something we deem to be undesirable. As part of future work we will seek

ways to improve the numerical stability of the ASBM-SST closure in order overcome

the need to use of this technique.

• We believe that modifications on the fundamental formulation of the ASBM closure are

required in order to improve the ability of the closure to capture complex e↵ects such

as the ones encountered in pitching motions.
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Appendix A

Details on the large-scale passive

scalar model.

A.1 The complete IPRM model for passive scalar transport

The evolution equation for the normal vector ni and the conditional Reynolds stress are given

by

dni

dt
= �Gkink +Gkmnknmni , (A.1)

and

dR|n
ij

dt
=� (Gv

ik + 2⌦f
ik)R

|n
kj � (Gv

jk + 2⌦f
jk)R

|n
ki + (Gv

km +Gn
km + 2⌦f

km)⇥

(R|n
imnknj +R|n

jmnkni)�

2C

1

R|n
ij � C2

2

R|n
qq(�ij � ninj)

�
.

(A.2)

Regarding the evolution of the passive scalar field, the conditional expressions for the passive

scalar variance and the scalar-flux vector are given by

d

dt

 
�2|n

2

!
= �Q|n

i ⇤i �AijR
|n
ij , (A.3)

and
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d

dt
Q|n

i = �R|n
ij⇤

�
j � (Gv

ik + 2⌦f
ik)Q

|n
k � C

1

Q|n
i + (Gv

mk +Gn
mk + 2⌦f

mk)Q
|n
k nmni , (A.4)

where the e↵ective gradients are given by

Gn
ij = Gij +

Cn

⌧
rikdkj , Gv

ij = Gij +
Cv

⌧
rikdkj , (A.5)

and

⇤�
i = ⇤i +

CvhVq�i
⌧�hV 2i risdsq , Aij =

Cvh�2i
⌧�hV 2i risdsj , (A.6)

with Cn = 2.2Cv = 2.2. The turbulence and scalar time scales are given by

⌧ =
CvhV 2i

✏
risdsmrmi , ⌧� = Cv

h�2i
✏�

rijrisdsj . (A.7)

The turbulent kinetic energy and scalar dissipation rates are determined by the algebraic

models

✏ = F✏!̃ + ⌫!̃2 , ✏� = F��!̃ + �ã2 , (A.8)

with the model parameters F✏ and F� determined by

F✏ = C✏� , � = 3fijdji , (A.9)

F� = C✏�
� , �� = 9riqd

s
qjrji , (A.10)

along with the set of scale evolutions equations of the ELSE model,

d

dt
= �(2)rijSji � [F✏!̃ + ⌫!̃2] , (A.11a)

d!̃

dt
= !̃fijSji � [C!̃2

T

� �C!̃2

P
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, (A.11b)

d�

dt
= �u0i�

0⇤i � [�ã2 + F��!̃], (A.11c)

dã
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ã3

�
� dsmjSjmã� [C!̃2
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P

]ã!̃ + [C!̃2
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� ��C!̃2

P

]⇤!̃ . (A.11d)
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All model constants are summarised in Tables 3.1 and 3.2.

A.2 Analogy between fij and dsij

We seek to show the connection between the scalar-variance and the mean-squared-magnitude

scalar gradient with the scalar dimensionality tensor dsij . The Fourier Representation of the

dimensionality tensor is

Ds
ij = (

L

2⇡
)3
Z

kikj
k2

h�̂�̂⇤id3k =

Z
kikj
k2

E�(k)d
3k . (A.12)

Also, the Fourier representations of �0 and a0w are

�0 =
X

k

�̂e�ik
m

x
m , a0w =

X

k

Ĝwe
�ik

m

x
m , (A.13a)

a0w = �0,w =
X

k

�ikw�̂e
�ik

m

x
m , (A.13b)

) Ĝw = �ikw�̂ . (A.13c)

Based on eq. (A.13) we can express ha0ia0ji as

ha0ia0ji =
X

k

X

k0

hĜi(k)Ĝj(k
0)ie�i(k

m

x
m

+k0
m

x0
m

) , (A.14)

where here h.i denotes ensemble averaging. Since we consider one-point statistics, we set

xm = x0m. Also, we define a new wave-number vector k00 = �k0. In order for ai to be a real

variable, Ĝq( k0) = Ĝq(�k00) = Ĝ⇤
q(k

00). Substituting back into eq. (A.14) leads

ha0ia0ji =
X

k

X

k00

hĜi(k)Ĝ
⇤
j (k

00)ie�i(k
m

�k00
m

)x
m . (A.15)

Next, we take into account the orthogonality condition

1

L3

Z
e�i(k

m

�k00
m

)x
mdx = �(k� k00) . (A.16)
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Applying three dimensional spatial averaging on eq. (A.14) and using the orthogonality con-

dition gives

ha0ia0ji =
X

k

hĜi(k)Ĝ
⇤
j (k)i . (A.17)

We set �ki =
2⇡
L
i

and assume isotropic conditions, (Lx = Ly = Lz = L) so that eq. (A.17)

becomes

ha0ia0ji =
X

k

hĜi(k)Ĝ
⇤
j (k)i(

L

2⇡
)3�k

1

�k
2

�k
3

. (A.18)

Based on eq. (A.18) we define the scalar gradient co-spectrum as

Q̃ij = (
L

2⇡
)3hĜi(k)Ĝ

⇤
j (k)i . (A.19)

For �ki ! 1 the scalar gradient spectrum is defined through the expression

Q̂ij = lim
L!1

Q̃ij , (A.20)

thus eq. (A.18) becomes

ha0ia0ji =
Z

Q̂ijd
3k . (A.21)

Next we relate Q̃ij with the scalar dimensionality tensor dsij , through the identity

Q̃ij

k2
= (

L

2⇡
)3
⌧
(ki�)(kj�)⇤

k2

�
= (

L

2⇡
)3
kikj
k2

h�̂�̂⇤i . (A.22)

We define the passive scalar-spectrum as

E�(k) = (
L

2⇡
)3h�̂(k)�̂⇤(k)i , (A.23)

at the limit L ! 1, which yields the following expression

Q̂ij(k)

k2
=

kikj
k2

E�(k) . (A.24)
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Thus the scalar dimensionality tensor can be expressed as

Ds
ij =

Z
kikj
k2

E�(k)d
3k =

Z
Q̂ij

k2
d3k . (A.25)

A.3 Dimensional analysis

The energy and passive scalar spectra E(k, t) and E�(k, t) respectively, can be expressed as

a series of Taylor coe�cients. Since large scale eddies contain most of the passive scalar or

kinetic energy, the expansion is taken around k = 0, such as

E(k, t) = 2⇡k2(Bo +B
2

k2 + ...) ,

E�(k, t) = 2⇡k2(Co + C
2

k2 + ...) ,
(A.26)

from which the kinetic and scalar energy fields can be deduced by three-dimensional integra-

tion in the wave-space. Near k = 0, higher order terms can be neglected. If Bo = 0, only

B
2

remains as the leading coe�cient [90], whereas if B
2

= 0 and Bo 6= 0 [91], Bo drives the

evolution of the flow. Using dimensional analysis, we find that

Bo _ t�2L5 , (A.27a)

B
2

_ t�2L7 , (A.27b)

Co _ �0
2L3 , (A.27c)

C
2

_ �0
2L5 , (A.27d)

where L is a characteristic length scale.

High Reynolds and Peclet numbers

At high Reynolds and Peclet numbers, di↵usion terms do not have major impact on the

evolution of the fields, which are determined through nonlinear interactions. For {Co, Bo}
leading coe�cients, it can be shown to be invariants, so that the dimensional analysis results

in
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(A.28)

For zero {Bo, Co} and nonzero {B
2

, C
2

}, there are no longer strictly invariant quantities.

Even so, making the assumption that {B
2

, C
2

} vary slowly compared to the energy and

scalar variance respectively, approximate expressions can be derived. The resulted similarity

expressions are shown below
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(A.29)

In the case of decaying turbulence in presence of a mean scalar gradient �, the leading

coe�cients of the passive scalar spectrum {Co, C2

} become functions of time which depend
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on the energy spectrum, defined as

Co(t) _ �2Bot
2 , (A.30a)

C
2

(t) _ �2B
2

t2 . (A.30b)

For {Co, Bo} leading coe�cients, the dimensional analysis results in
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(A.31)

Respectively, when {C
2

, B
2

} are the leading coe�cients, dimensional analysis yields
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(A.32)

Low Reynolds and Peclet numbers

At low Reynolds and Peclet numbers, higher order interactions can be neglected, since the

range of scales in which cascade process takes place becomes narrow. Thus, the behavior of

the flow at large times depend solely on viscosity e↵ects, and low wave-number spectrum.

For {Bo, Co} spectra, one finds
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whereas for {B
2

, C
2

} spectra we have
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Preliminary work on the

development of a Structure-based

model for MagnetoHydroDynamic

(MHD) flows.

B.1 Brief introduction

Magnetohydrodynamics deals with electrically conducting flows in the presence of magnetic

fields. Those flows can be described by solving Navier-Stokes and Maxwell equations in a

coupled manner. The reason for that is the existence in such flows of induced electric cur-

rents which lead to the appearance of an additional mechanism of energy dissipation which

is based on Joule e↵ects, namely as Joule dissipation. This kind of flows play an important

role in the evolution of many physical phenomena, such as the evolution of planetary ac-

cretion disks, while they are present in engineering applications, such as fusion plasma and

magnetic stirring. Most popular turbulence models used in CFD codes are based on tradi-

tional models, such as -✏, modified by adding ad-hoc terms in order to represent magnetic

e↵ects. These terms lack of information regarding the influence that the large-scale structure

of the turbulent fields plays on the interaction between the velocity and the magnetic field.

As it is already extensively described in this work, Structure-based Models are sensitized by

construction to the turbulent structures through the use of structure-tensors, a trait that

makes them elegant for use in the development of appropriate turbulence models for MHD

applications. Preliminary work of Kassinos and Reynolds [92] in homogeneous unstrained

MHD turbulence enforces the validity of this idea, while consequent work of Kassinos et al.
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[47] served supportively by focusing on the further understanding of combined e↵ects of frame

rotation and mean rotation. Furthermore, Kassinos et al. [93] proposed a simplification of

the coupled equations based on the quasi-linear assumption, in which the non-linear terms

involving the fluctuating magnetic field are discarded. Their results agreed very well with the

full MHD equations at least for magnetic Reynolds numbers up to Rm = 50. This conclusion

is important for modeling purposes because it suggests that simplified equations can be solved

instead of the full MhD equations for the study of MHD flows lying at the proposed range of

validity.

B.1.1 General approach and objectives

The significant influence that the large-scale have on the dynamics of the turbulent statistics

has urged us to explore the potential of constructing a complete Structure-based model for

MHD applications, capable on taking into account these e↵ects. Motivated by the success of

the SBM for the passive scalar statistics, we put e↵ort on extending the applicability of the

Interaction Particle Representation Model for these flows. The Quasi-Linear assumption is

adopted such that it leads to simpler modeling expressions, while some preliminary work is

shown for the development of transport equations for the scales of the magnetic field which

are also sensitized to the details of the large-scale field. In Section B.2 we introduce the

governing equations of an incompressible, electrically conductive fluid. In order to describe

the structure of the magnetic field, a set of relevant turbulence tensors is also presented.

In Section B.3 we extend the IPRM model to account for the magnetic statistics, while in

Section B.4 a set of transport equations for the structure-based magnetic scales is presented

and discussed, which in future work will be used to bring the complete SBM into a closed

form. In Section B.5 we introduce linearized expressions for the transport equations of the

magnetic scales which are suitable for modeling purposes. Preliminary results for two test

cases are shown in Section B.6, whereas conclusions and a list of future activities is given in

Section B.7.

B.2 Mathematical Background

B.2.1 Governing equations

The transport equations of an electrically conductive fluid flow is governed by the continuity,

momentum and induction equations,
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@ui
@t

+ uqui,q = �1

⇢
p,i + bqbi,q + ⌫ui,qq , (B.1a)

@bi
@t

+ uqbi,q = bqui,q + ⌘bi,qq , (B.1b)

uq,q = 0 , (B.1c)

bq,q = 0 , (B.1d)

where bi is the magnetic field expressed in alfven units (1/
p
µ⇤⇢), ui and p are the instanta-

neous velocity and pressure fields respectively, ⌘ is the magnetic di↵usivity, ⌫ is the kinematic

viscosity, ⇢ is the fluid density and µ⇤ is the fluid magnetic permeability.

The flow variables can be decomposed into a mean and a fluctuating part by applying the

Reynolds decomposition

ui = ui + u0i , bi = bi + b0i , p = p+ p0 . (B.2)

For the case of homogeneous turbulence, use of eq. (B.2) into eqs. (B.1) leads to the following

set of governing equations for the fluctuating and mean variables

u0q,q = 0 , uq,q = 0 , (B.3a)

b0q,q = 0 , bq,q = 0 , (B.3b)

@u0i
@t

+ uqu
0
i,q = �u0qui,q + bqb

0
i,q �

p0,i
⇢

� (u0qu
0
i),q + (b0qb

0
i),q + ⌫u0i,qq , (B.3c)

@b0i
@t

+ uqb
0
i,q = bqu

0
i,q + b0q ui,q � (u0qb

0
i),q + (b0qu

0
i),q + ⌘b0i,qq , (B.3d)

@ui
@t

+ uqui,q = �
p,i
⇢

+ ⌫ui,qq , (B.3e)

@bi
@t

= bqui,q . (B.3f)

B.2.2 Quasi-Linear approach.

We further simplify eqs. (B.3) by adopting the so-called Quasi-Linear (hereafter QL) ap-

proximation, in which we discard all the non-linear terms involving the fluctuating magnetic

field and keep the non-linear convective term in the fluctuating momentum equation. Thus

eqs. (B.3c),(B.3d) are simplified to the following forms
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@u0i
@t

+ uqu
0
i,q = �u0qui,q + bqb

0
i,q �

p0,i
⇢

� (u0qu
0
i),q + ⌫u0i,qq , (B.4a)

@b0i
@t

+ uqb
0
i,q = bqu

0
i,q + b0qui,q + ⌘b0i,qq . (B.4b)

Note that, compared to the analogous QL expression for the purely hydrodynamic case,

eq. (B.4a) has an additional term which depends solely on the magnetic field. This term is

linear, meaning it is also present in the RDT limit. Regarding eq. (B.4b), all terms are linear

in terms of the fluctuating quantities, thus it has the same form at the RDT limit.

B.2.3 One point turbulence magnetic structure tensors

In the presence of magnetic fluctuations, additional e↵ects occur in the flow in respect to

the pure hydrodynamic case, which influence the status of the turbulent field. The orien-

tation of the magnetic fluctuations determines the joule dissipation mechanism, thus having

a significant impact on the morphology of the eddies and consequently to the velocity field.

Furthermore, the correlation between the magnetic and the velocity fluctuations is known for

playing important role to the dynamics of both fields, thus contributing to the turbulence

anisotropy. As a result, additional one-point structure tensors are introduced which can be

used to describe the contribution of the magnetic field to the anisotropy of the turbulent

structure. In order to define the new tensors we introduce the fluctuating magnetic potential

vector  b0
i , which is used to define the magnetic field as follows

b0i = ✏ijk 
b0
k,j . (B.5)

In analogy to the energy field, the magnetic stress tensor describes the spatial orientation

of the magnetic intensities and it is related to the magnetic potential through the following

identity,

Rb
ij = b0ib

0
j = ✏ist✏jpq b0

t,s 
b0
q,p , rbij = Rb

ij/(R
b
qq) . (B.6)
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The one-point structure tensors which describe solely the anisotropy of the magnetic field are

defined by,

Rb
ij = b0ib

0
j , rbij = Rb

ij/R
b
kk, r̃bij = rbij � �ij/3 , (B.7a)

Dm
ij =  b0

k,i 
b0
k,j , dmij = Dm

ij /D
m
kk, d̃mij = dmij � �ij/3 . (B.7b)

The correlation between the velocity and the magnetic field is represented by the cross-helicity

tensor Hij , defined by

Hij = b0iu
0
j = ✏ist✏jpq b0

t,s 
0
q,p, hij = Hij/

q
RqqRb

ss, h̃ij = hij � �ij/3 , (B.8)

where  0
i is the fluctuating stream function vector. Note that the cross-helicity tensor Hij is

not normalized by its trace Hqq. This happens because it might become ill-defined in cases

where its trace takes zero or negative values. Since we consider homogeneous turbulence, it

is useful to express these tensors as integrals in Fourier space,

Rb
ij =

Z
Em

ij (k)d
3k , (B.9a)

Dm
ij =

Z
kikj
k2

Em
qq(k)d

3k , (B.9b)

Hij =

Z
Xij(k)d

3k , (B.9c)

where Em
ij ⇠ hb̂ib̂⇤j i is the magnetic energy spectrum and Xij ⇠ hb̂iû⇤j i is the cross-helicity

spectrum. Note that the tensor trace Dm
qq is identical to the magnetic variance b0ib

0
i.

B.2.4 Averaged equations

Starting from the quasi-linear expressions of eq. (B.4), a set of transport equations for the

fluctuating statistics is derived. Firstly, the evolution of the Reynolds stress components is

given by
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du0iu
0
j

dt| {z }
Langrangian term

= �u0iu
0
quj,q � u0ju

0
qui,q| {z }

production due to

mean velocity field

�2⌫u0i,qu
0
j,q| {z }

viscous dissipation

related term

�u0iu
0
qu

0
j,q � u0ju

0
qu

0
i,q| {z }

higher-order

re-distribution term

�1

⇢
u0ip

0
,j �

1

⇢
u0jp

0
,i

| {z }
pressure-strain rate

re-distribution term

+ bq

✓
u0ib

0
j,q + u0jb

0
i,q

◆

| {z }
Joule dissipation term

.

(B.10)

The additional term compared to hydrodynamic case that appears in eq. (B.10) contains the

mean magnetic field and is called Joule-dissipation term, because it is a sink term related to

Joule energy losses. Note that Fourier analysis shows that this term acts evenly in all scales,

thus it can not be neglected at high Reynolds number flows. The time history of the statistics

of the magnetic fluctuations is found by the following equation

d(b0ib
0
j)

dt| {z }
Langrangian term

= �bq

✓
u0ib

0
j,q + u0jb

0
i,q

◆

| {z }
production due to

mean magnetic field

+

✓
b0ib

0
quj,q + b0jb

0
qui,q

◆

| {z }
production due to

mean stretching

�2⌘b0i,qb
0
j,q| {z }

magnetic dissipation

related term

,
(B.11)

where the magnetic tensor b0ib
0
j is the analogous for the magnetic fields to what the Reynolds

stress tensor is for the energy field. In contrast to the Reynolds stress equation, the mean

magnetic field acts now as a source term, accompanied with another production mechanism

due to mean stretching and a dissipation mechanism due to magnetic di↵usivity. This expres-

sion is elegant for modeling purposes due to its simplicity, since it stems from the linearized

expression of eq. (B.4b). Additionally, the transport equation for the cross-helicity tensor

b0iu
0
j is needed to be considered for modeling purposes, which at the QL limit becomes

d(b0iu
0
j)

dt| {z }
Langrangian term

= �b0iu
0
quj,q| {z }

production due to

mean velocity field

+ ⌫b0iu
0
j,qq| {z }

viscous dissipation

related term

� 1

⇢
b0ip

0
,j

| {z }
pressure-magnetic

re-distribution term

� b0i(u
0
qu

0
j),q| {z }

higher-order

re-distribution term

+ bqb0ib
0
j,q| {z }

Joule dissipation

related term

+ bqu0ju
0
i,q| {z }

production due to

mean magnetic field

+ b0qu
0
jui,q| {z }

production due to

mean velocity field

+ ⌘u0jb
0
i,qq| {z }

magnetic di↵usive

related term

.

(B.12)
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B.3 An extended Interaction Particle Representation Model

for magnetic field transport

We seek to further extent this model to account for magnetic e↵ects. We start by introducing

an additional particle property, the magnetic vector B, which is the particle representation

of the Fourier mode of the magnetic fluctuating field. Based on the exact expression (B.4b)

the evolution of this property is a linear expression and can be given by

dBi

dt
= �B̄qViNq +GiqBq �Gb

iqVq , (B.13)

where the dissipation term is modeled in terms of the magnetic e↵ective gradient Gb
ij which

is defined as

Gb
iq =

CvhViBqi
⌧bq2

, q2 = hV 2i , (B.14)

where Cv is set to be equal to unity. The reason why we have used the concept of e↵ective

gradients stems from the standard view of energy transfer through a cascade mechanism,

which assumes that at su�ciently high Reynolds number the dissipation of energy takes place

mostly in the small scales, with a rate that is determined by the rate of energy transfer from

the large-scale eddies to the smaller ones. In that sense, this term represents the non-linear

turbulence interactions between large-scale structures and the smaller ones. More arguments

that will justify the specific form of this term are given in the section regarding the magnetic

scales, in which an alternative expression for the magnetic dissipation is given. Note that the

same idea was successfully adopted for the development of a structure-based model for the

passive-scalar model. The magnetic time-scale ⌧b is defined by

⌧b = Cv
hB2i
✏b

rbiqrqi , (B.15)

which leads the following ratio between the turbulence and the magnetic time scale

⌧

⌧b
=

hV 2i✏b
hB2i✏

riqdqsrsi
rbiqrqi

. (B.16)

The conditional expressions for the one-point tensors are given by

B|n
ij = hBiBj |ni , Dm|n

ij = hB2ninj |ni , H |n
ij = hBiVj |ni . (B.17)
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The conditional evolution equations for the magnetic properties are

dB|n
ij

dt
= �B̄qNq(H

|n
ij +H |n

ji ) + (GiqB
|n
qj +GjqB

|n
qi )� (Gb

jqH
|n
iq +Gb

iqH
|n
jq) , (B.18)

and

dH |n
ij

dt
= �(Gv

jk + 2⌦f
jk)H

|n
ik +

✓
Gv

km +Gn
km + 2⌦f

km

◆
H |n

imnknj � C
1

H |n
ij

+ B̄qNq

✓
B|n

ij �R|n
ij

◆
�Gb

iqR
|n
qj +GiqH

|n
qj ,

(B.19)

Based on our experience, we have chosen to modify the expression for the conditional magnetic

dissipation

Gb
iqhBjVq|ni =

Cv

⌧bq2
hBqViihBjVq|ni . (B.20)

We adopt instead the following approximation

Cv

⌧bq2
hBqViihBjVq|ni ⇡

Cv

⌧bq2
hBjBqiR|n

qi , (B.21)

because this form is known to be more stable numerically, and it is successfully used to model

the di↵usive term in the structure-based model for the passive-scalar transport. Substituting

back into eq. (B.18) yields

dB|n
ij

dt
= �B̄qNq(H

|n
ij +H |n

ji ) + (GiqB
|n
qj +GjqB

|n
qi )� (AiqR

|n
qj +AjqR

|n
qi) , (B.22)

where the e↵ective gradient is expressed as

Aij =
Cv

⌧bq2
hBiBji . (B.23)

Lastly, the transport for the conditional Reynolds stress tensor with the inclusion of the joule

term becomes
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dR|n
ij

dt
= �

✓
Gv

jk + 2⌦f
jk

◆
R|n

ki �
✓
Gv

ik + 2⌦f
ik

◆
R|n

kj + [Gv
km +Gn

km + 2⌦f
km]⇥

✓
R|n

imnknj +R|n
jmnkni

◆
+BqNq

✓
H |n

ij +H |n
ji

◆
�

2C

1

R|n
ij � C2

2

R|n
qq

✓
�ij � ninj

◆�
.

(B.24)

B.4 A set of structure-based scales for the magnetic field

In this section, we have chosen the magnetic variance and the magnetic enstrophy as the

eligible scales for the magnetic field, and we derive a set of transport equations which can

be used in the future for the development of a two-equation structure-based model sensitized

to large-scale anisotropies. Applying the triple decomposition method to eq. (B.4) leads to a

set of transport equation for each contributor to the instantaneous magnetic field, which are

Mean magnetic squared magnitude:
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Large-Scale magnetic variance:
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ũ
q

b̄
i,q| {z }

transfer from

mean

+ b̃
i

b̃
q

ū
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Small-Scale magnetic variance:
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Comparison between eqs. (B.26), (B.27) suggests that magnetic variance is transfered from

large-scales towards small scales in a similar fashion as occurs in both the analogous energy

and passive scalar cases. This picture is consistent with Richardson’s idea about cascade

mechanism, a picture which will be used later on in order to re-express the magnetic dissipa-

tion term in an alternative form.

Applying the operator ✏spi
@

@x
p

in eq. (B.3) yields the analogous expressions for the magnetic

enstrophy vector hs. Below we summarize the transport equations for the mean and the

large-scale contributors.

Mean magnetic enstrophy:
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ũ
m,q

� ũ
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Large-Scale magnetic enstrophy:
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As clearly shown from eqs. (B.28), (B.29), the derived expressions include a large number of

complex terms, making further analysis of them a di�cult task to perform. This is done at

the next sub-section, in which the Quasi-Linear approach is adopted, which leads to simplified

equations.

The magnetic field also contributes to the evolution of the enstrophy field !, since additional

terms depending solely to the magnetic field occur in its transport equation. The evolution

equation for the instantaneous vorticity vector is derived by applying the operator ✏spi
@

@x
p

to

eq. (B.4),

@!s

@t
+ uq!s,q = !qus,q + ⌫!s,qq + bqhs,q � bs,qhq . (B.30)

Applying to eq. (B.30) the triple decomposition scheme yields the following transport equa-

tions for the contributors of the enstrophy field,

Mean enstrophy:
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Large-scale enstrophy:
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Small-scale enstrophy:
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B.5 Linearized equations

As mentioned above, the derived expressions include long and complicated terms, making

them not elegant for modeling purposes. Instead, we choose as a starting point for the

modeling process the corresponding expressions for the case of homogeneous turbulence at

the QL limit. At this limit, the set of transport equations for the fluctuating statistics

simplifies as follow:
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Note that the second term of the RHS of eq. (B.34) is related to the joule e↵ects and acts as a

sink term, while this term is also present in the evolution equation for the magnetic variance

(B.36) in which it acts as a source term. The latter statement suggests the existence of an

energy exchange mechanism which leads to a transfer of energy from the turbulent energy

field to the magnetic variance field. Note also that, by comparing the enstrophy equations,

we see the presence of an exchange mechanism in all scales. This observation is important

since it further reduces the terms that we need to model.

B.5.1 Alternative expression for magnetic dissipation

Decomposing the magnetic dissipative term in eq. (B.36) into a large and a small part leads

to the following alternative expression for the time evolution of the magnetic variance field,

@b0ib
0
i/2

@t
+ ūq(b0ib

0
i/2),q = �b̄qb0i,qu

0
i + b0qb

0
iūi,q �


⌘hb00i,qb00i,qi+ ⌘b̃i,q b̃i,q

�
. (B.38)

According to Richardson idea [51], the small scales adapt quickly to the changes that emerge

to the large-scale structures. Consequently, these changes determine the rate at which the

smallest scales dissipate magnetic energy, similarly to the energy and passive scalar fields.

Thus, we assume that the rate at which magnetic variance is dissipated equals the rate at

which magnetic variance is transfered through the cascade mechanism, such as

����hu00qb
00
i ib̃i,q

���� ⇡
����⌘hb

00
i,qb

00
i,qi
���� . (B.39)
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Substitution of eq. (B.39) back into the dissipation term of eq. (B.40) yields

@b0ib
0
i/2

@t
+ ūq(b0ib

0
i/2),q = �b̄qb0i,qu

0
i + b0qb

0
iūi,q � ✏b , (B.40)

where the magnetic dissipation ✏b is alternatively expressed as

✏b = �hu00qb00i ib̃i,q| {z }
transfer from

large to small

+ ⌘b̃i,q b̃i,q| {z }
dissipation by

large scales

. (B.41)

The first term refers to the transfer of magnetic variance through the cascade mechanism

and involves higher-order turbulence interactions. This alternative form is used to derive the

modeled expression for the dissipation term in the Particle Representation Space based on

the e↵ective gradients concept (B.14). The second term refers to the dissipation of magnetic

variance by the large-scales.

B.6 Preliminary results

Even though the structured-based model is incomplete and no computations can be per-

formed, some preliminary results were obtained after approaching the Joule term that is

present in the conditional evolution equation for the Reynolds stress tensor (B.24) as

B̄qNq(H
|n
ij +H |n

ji ) ⇡ �2
q

B̄qNqB̄sNsR
|n
ij . (B.42)

This form is valid at the limit of very low Rm, where the joule time scale is much smaller

than the turbulence time scale. Thus, the magnetic field adapts rapidly to the changes of the

velocity field, reaching the so-called quasi-static state. Expression (B.42) has the advantage

that it brings eq. (B.24) into a closed form without the need to solve the transport equations

for the conditional cross-helicity tensor H |n
ij and magnetic tensor B|n

ij . The turbulence scales

are provided by a -✏ model with the addition of an ad-hoc magnetic term, given by

d✏

dt
= �


Co✏

q2
+ Csūp,qrqp + C!

p
⌦n⌦mdnm +

Cm

⌧m

B̄qB̄s

B̄2

dqs

�
✏ , (B.43)

where ⌧m is the Joule time scale, ⌦i is the mean vorticity vector and the constants are chosen

to be
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Co = 11/3.0 , Cs = 3.0 , C! = 0.01 , C! = 2.9 . (B.44)

We consider the case of homogeneous shear in a rotating frame at high Reynolds number for

which DNS data is availiable[47]. A spanwise mean magnetic field and a transverse mean

velocity gradient are imposed. The configuration of the mean flow is given by

ūi,j = S�i1�j2 , ⌦f
i = ⌦f�i3 , Bi = B�i3 . (B.45)

In the presence of frame-rotation, an important parameter is the ratio of the frame rotation

rate ⌦f to the mean shear rate S, given by

⌘f =
2⌦f

S
. (B.46)

where the frame-rotation rate is related to the frame-rotation tensor through the identity

⌦f = �⌦f
12

, (B.47)

and the initial conditions are determined by the shear parameter S⇤, defined as

S⇤ =
Sq2

✏
. (B.48)

Figure B.1 shows IPRM predictions for the time evolution of the turbulent kinetic energy at

Sq2o/✏o = 3.58 and frame rotation rate ⌘f = 0.5 for two di↵erent magnetic Reynolds numbers,

Rm = 1 and Rm = 50. This frame rotation rate is of particular interest since it corresponds

to the most unstable hydrodynamic case. For the low Rm case, we observe that IPRM

predictions are in good agreement with the DNS results except at large times, as expected

due to the choice of eq. (B.42). For the high Rm case, IPRM is not capable of producing

good matching with the DNS data, partly due to the fact that the quasi-static limit is not

valid anymore. Even so, IPRM correctly predicts that the kinetic energy should increased at

large times.
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Figure B.1: IPRM model predictions ( lines ) for the time evolution of the turbulent
kinetic energy. Comparison is made with DNS results ( symbols ) of Kassinos et al.[47] for
homogeneous shear turbulence with transverse mean scalar-gradient at Sq2

o

/✏
o

= 3.58 and
frame rotation rate ⌘

f

= 0.5. Two di↵erent magnetic Reynolds numbers are shown: (a)
(�, ) R

m

= 1.0; (⇤, ) R
m

= 50.0.

B.7 Conclusions

The initial steps for the development of an extended IPRM model are presented which takes

into account the presence of a magnetic field in a turbulent field. Additional transport

equations for the evaluation of the magnetic scales are derived and discussed using the triple

decomposition scheme. We propose the magnetic variance and the magnetic enstrophy as

the proper scales to characterize the fluctuating magnetic field. These equations are strongly

coupled to the corresponding scales for the velocity field, a trait that needs to be taken into

account during the modeling process. An alternative expression for the magnetic dissipation is

proposed based on the cascade mechanism which will be used to provide a modeled expression

sensitized to the turbulence structure tensors. Further work is needed in order to reach a

complete structure-based model, which needs to fulfill the following tasks:

• Obtain the asymptotic decay rates for the magnetic variance and the magnetic enstrophy

in the limit of both very high and very low Reynolds numbers in order to evaluate the

model parameters which appear in the magnetic scales.

• Model the additional magnetic terms which occur in the evolution equations for the

turbulence scales through simple cases.

• Perform DNS computations for homogeneous shearless and shear turbulent flows in the

presence of uniform external magnetic field for validation purposes.
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Appendix C

Details on the extended stochastic

models using e↵ective gradients.

C.1 Model 1

C.1.1 Derivation of the transport equation for eddy-axis tensor aij.

The non-linear e↵ects are incorporated into the di↵erential of the eddy-axis vector through

the e↵ective gradients as follow

dai = Ga
ikakdt�Ga

ksakasaidt , (C.1a)

) dai
dt

= Ga
ikak �Ga

ksakasai . (C.1b)

The di↵erential of the velocity magnitude V = (VkVk)1/2 is given by

dV = d([ViVi]
1/2) =

1

2
(ViVi)

�1/2d(ViVi) =
1

2V
d(ViVi) . (C.2)

Expanding the expression for the di↵erential of d(ViVi) yields,

1

2V
d(ViVi) =

1

2V
[(Vi + dVi)(Vi + dVi)� ViVi] =

1

2V
[2VidVi + dVidVi] . (C.3)
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Substituting eq. (C.3) in eq. (C.2) and using eq. (2.72) for the velocity di↵erential in the

absence of frame rotation gives,

dV =
1

2V
[2Vi(�Gv

ikVkdt+ PNidt� C
1

Vidt� C
2

V ✏ipqdWpnq)]

+
1

2V


(�Gv

ikVkdt+ PNidt� C
1

Vidt� C
2

V ✏ipqdWpnq)(�Gv
iqVqdt+ PNidt

� C
1

Vidt� C
2

V ✏irsdWrns)

�
.

(C.4)

Keeping terms of order O(dt) one finds

dV =
1

2V
[�2Gv

ikViVkdt+ 2P NiVi|{z}
zero

dt� 2C
1

V 2dt+ C2

2

V 2✏ipq✏irsdWpdWrnqns]

=
1

2V
[�2Gv

ikViVkdt� 2C
1

V 2dt+ C2

2

V 2(�pr�qs � �ps�qr)dWpdWrnqns]

) dV =
1

2V
[�2Gv

ikViVkdt� 2C
1

V 2dt+ C2

2

V 2(dWpdWpnsns � dWsdWqnqns)] .

(C.5)

Combining eqs. (C.1), (C.5) yields an expression for the di↵erential of the vector

Ai = V ai:

dAi = d(V ai) = (V + dV )(ai + dai)� V ai = V dai + aidV + dV dai

= V [Ga
ikakdt�Ga

ksakasaidt] + ai


1

2V
[�2Gv

iqViVqdt� 2C
1

V 2dt

+ C2

2

V 2(dWpdWpnsns � dWsdWqnqns)]

�

= Ga
ik(V ak)dt�Ga

ksakas(V ai)dt�Gv
qkvkvq(V ai)dt� C

1

(V ai)dt

+
C2

2

2
(V ai)[dWpdWp � dWsdWrnsnr]

) dAi = Ga
ikAkdt�Ga

ksakasAidt�Gv
qkvkvqAidt� C

1

Aidt

+
C2

2

2
Ai[dWpdWp � dWsdWrnsnr] .

(C.6)

The dV.dai has terms of higher order than O(dt), thus it does not contribute to dAi. In order

to evaluate d(AiAj) we use the following identity
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d(AiAj) = (Ai + dAi)(Aj + dAj)�AiAj = AidAj +AjdAi + dAidAj . (C.7)

Again, we retain terms up to O(dt), thus we neglect dAidAj . Substituting eq. (C.6) in

eq. (C.7) yields,

d(AiAj) = Ga
ikAkAjdt+Ga

jkAkAidt� 2Ga
ksakasAiAjdt� 2Gv

qkvkvqAiAjdt

� 2C
1

AiAjdt+ C2

2

AiAj [dWpdWp � dWsdWrnsnr] .
(C.8)

A useful identity is

hAiAjdWpdWqi ⇡ hAiAjihdWpdWqi = Aijdt�pq . (C.9)

Ensemble averaging eq. (C.8) and use of eq. (C.9) yields,

d(Aij) = Ga
ikAkjdt+Ga

jkAkidt� 2Ga
kshakasAiAjidt� 2Gv

qkhvkvqAiAjidt

� 2C
1

Aijdt+ C2

2

Aij [�pp � nsns]dt .
(C.10)

Dividing eq. (C.10) by dt yields the transport equation for Aij

dAij

dt
= Ga

ikAkj +Ga
jkAki � 2Ga

ksq
2Za

ijks � 2Gv
qkhvkvqAiAji+ 2[C2

2

� C
1

]Aij , (C.11)

where Za
ijks = hV 2a

i

a
j

a
k

a
s

i
q2

is a fully symmetric tensor and the model parameters C
1

, C
2

are

chosen to be

C
1

= C2

2

=
8.5

⌧
⌦sfpqnpnq, ⌦s =

p
⌦s
k⌦

s
k, ⌦s

i = ✏ipqrqkdkp . (C.12)

A very good model for Za
ijpq has already been constructed by Kassinos et al. [2]. Substituting

the expressions from eq. (C.12) in eq. (C.11) yields,
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dAij

dt
= Ga

ikAkj +Ga
jkAki � 2Ga

ksq
2Za

ijks � 2Gv
qkhvkvqAiAji . (C.13)

Comparing eq. (C.13) with the analogous RDT equation as given in [2], we see that they are

identical if instead of Ga,v
ij we use Gij .

Now, we seek to derive the transport equation for the normalized eddy-axis tensor

aij =
A

ij

A
kk

. We start from the following equation

daij
dt

=
d

dt
(
Aij

Akk
) =

Ȧij

Akk
� Aij

Akk

˙Akk

Akk
=

Ȧij

q2
� aij

˙Akk

q2
. (C.14)

The transport equation of Akk is found as follow

dAww

dt
= 2Ga

wkAkw � 2Ga
ksZ

a
wwks � 2Gv

qkhV 2 awaw| {z }
1

vkvqi

= 2Ga
wkAkw � 2Ga

ksAks � 2Gv
qkRkq = �2Gv

qkRkq

= �2(Sqk + ⌦qk +
Cv

⌧
rqsdsk)Rkq = �2(Sqk +

Cv

⌧
rqsdsk)Rkq = �2ŜqkRkq ,

(C.15)

where the term involving the mean rotation tensor is zero (symmetric-antisymmetric product)

and Ŝij is an e↵ective strain rate tensor, defined by

Ŝqk = Sqk +
Cv

⌧
rqsdsk . (C.16)

Notice that Ŝqk is not a symmetric tensor. Substituting eq. (C.16) in eq. (C.15) yields,

daij
dt

= Ga
ikakj +Ga

jkaki � 2Ga
ksZ

a
ijks � 2

Gv
qk

q2
hvkvqAiAji+ 2aijŜqkrkq . (C.17)

Now we express the fourth and the fifth term of eq. (C.17) in terms of aij and the remaining

structure parameters. For simplicity we deal with each term separately. We substitute the

algebraic constitutive equation for the Reynolds stress into the fifth term to obtain
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2a
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Ŝ
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+ �
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s
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Ŝ
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[✏
ksy
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yq

+ ✏
qsy

a
yk
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ij

[2�Ŝ
qk
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kq

+ (1� �)Ŝ
qq

� (1� �)Ŝ
qk

a
kq

] +
�⌦

s

⌦
[Ŝ

qk

✏
ksy

a
yq

+ Ŝ
qk

✏
qsy

a
yk

]a
ij

.

(C.18)

Substituting the expression for Ŝij into eq. (C.18) yields,

2aijŜqkrkq = aij [(3�� 1)(Sqk +
Cv

⌧
rqwdwk)akq + (1� �)

Cv

⌧
rqwdwq] + 2�

⌦s

⌦
Sqk✏ksyayqaij

+ �
⌦s

⌦
aij

Cv

⌧
(rqsdsk)[✏ksyayq + ✏qsyayk] + (1� �)Sqqaij

= aij(3�� 1)Sqkakq + 2�
⌦s

⌦
Sqk✏ksyayqaij + aij [(3�� 1)

Cv

⌧
rqwdwkakq]

+ �
⌦s

⌦
aij

Cv

⌧
(rqsdsk)[✏ksyayq + ✏qsyayk] + (1� �)

Cv

⌧
rqsdsqaij + (1� �)Sqqaij .

(C.19)

Next, we deal with the fourth term of eq. (C.17). We use the conditioned expression for the

Reynolds stress

hVkVq|aiaiaj = R|a
kqaiaj = Ṽ 2[

(1� �̃)

2
(�kq � akaq) + �̃akaq +

�̃

2

⌦s

⌦
(✏kstataq + ✏qstatak)]aiaj ,

(C.20)

where the symbol |ai denotes particle properties averaged over a constant eddy-axis vector

ai.

Substituting eq. (C.20) in the fourth term yields,

�
2Gv

qk

q2
hvkvqAiAji = �

2Gv
qk

q2
hRkqaiaji = �2

Gv
qk

q2
h Ṽ

2(1� �̃)

2
(�kq � akaq)aiaji

� 2
Gv

qk

q2
hṼ 2�̃akaqaiaji � 2

Gv
qk

q2
h Ṽ

2�̃

2

⌦s

⌦
(✏kstataq + ✏qstatak)aiaji

= �
Gv

qk

q2
hṼ 2(1� �̃)[�kqaiaj � akaqaiaj ]i �

2Gv
qk

q2
hṼ 2�̃akaqaiaji

� 2
Ŝqk

q2
h Ṽ

2�̃

2

⌦s

⌦
(✏kstataq + ✏qstatak)aiaji � 2

⌦qk

q2
h Ṽ

2�̃

2

⌦s

⌦
(✏kstataq + ✏qstatak)aiaji .

(C.21)
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The last term of eq. (C.21) is zero, as shown below

� 2

q2
[h⌦qk

Ṽ 2�̃

2

⌦s

⌦
✏kstataqaiaj + ⌦qk

Ṽ 2�̃

2

⌦s

⌦
✏qstatakaiaji] =

� 2

q2
[h⌦qk

Ṽ 2�̃

2

⌦s

⌦
✏kstataqaiaj � ⌦kq

Ṽ 2�̃

2

⌦s

⌦
✏qstatakaiaji] .

(C.22)

Interchanging the indices yields

� 2

q2
[h(⌦qk � ⌦qk)

Ṽ 2�̃

2

⌦s

⌦
✏kstataqaiaji] = 0 . (C.23)

Substituting eq. (C.23) into eq. (C.21) yields,

� 2
Gv

qk

q2
hvkvqAiAji = �

Gv
qk
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⌦
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= � 1

q2
[Gv

qqhṼ 2(1� �̃)aiaji+Gv
qkh�(1� �̃)Ṽ 2akaqaiaji]�

2Gv
qk

q2
hṼ 2�̃akaqaiaji

� 1

q2
Cv

⌧
hṼ 2�̃

⌦s

⌦
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2Sqk
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2�̃
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⌦
(✏kstataqaiaj)i

= � 1
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⌧
rqwdwqhṼ 2(1� �̃)aiaji+

Gv
qk
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2Gv
qk
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� 1
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hṼ 2�̃

⌦s

⌦
(✏kstataqaiaj)i

� 1

q2
SqqhṼ 2(1� �̃)aiaji .

(C.24)

Averaging over all eddy-axis vectors yields,

�2
Gv

qk

q2
hvkvqAiAji = �Cv

⌧
rqwdwq(1� �)aij + Sqk(1� �)Za

kqij +
Cv

⌧
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� 2�SqkZ
a
kqij � 2�

Cv

⌧
rqwdwkZ

a
kqij � 2�

⌦s

⌦
Sqk✏kstZ

a
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� Cv

⌧
�
⌦s

⌦
✏kstZ

a
tqij(rqpdpk + rkpdpq)� (1� �)Sqqaij .

(C.25)
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The final expression for the fourth term of aij transport equation is

� 2
Gv

qk

q2
hvkvqAiAji = (1� 3�)SqkZ

a
kqij � 2�

⌦s

⌦
Sqk✏kstZ

a
tqij � (1� �)Sqqaij

| {z }
RDT term

� aij
Cv

⌧
rqwdwq(1� �) + (1� 3�)

Cv

⌧
rqwdwkZ

a
kqij �

Cv

⌧
�
⌦s

⌦
✏kstZ

a
tqij(rqpdpk + rkpdpq)

| {z }
slow term

.

(C.26)

Adding the fourth and the fifth terms of eq. (C.17) together yields,

2aijŜqkrkq �
2Gv

qk

q2
hvkvqAiAji = aij(3�� 1)Sqkakq + 2�

⌦s

⌦
Sqk✏ksyayqaij
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a
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⌧
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Cv

⌧
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Cv

⌧
rqsdsq(1� �) + (1� 3�)

Cv

⌧
rqsdskZ
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⌧
�
⌦s

⌦
✏kstZ

a
tqij(rqpdpk + rkpdpq)

+
Cv

⌧
�
⌦s

⌦
✏kstatqaij(rqpdpk + rkpdpq) .

(C.27)

The sixth term of eq. (C.27) cancels with the seventh term, leading to the expression

2aijŜqkrkq �
2Gv

qk

q2
hvkvqAiAji = Sqk(3�� 1)[aijakq � Za

kqij ] + 2�
⌦s

⌦
Sqk✏ksy[ayqaij � Za
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+
Cv

⌧
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⌦
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slow term

.

(C.28)

Substituting eq. (C.28) in eq. (C.17) results to the following expression

daij
dt

= Ga
ikakj +Ga

jkaki � 2Ga
ksZ

a
ijks + Sqk(3�� 1)[aijakq � Za

kqij ]

+ 2�
⌦s

⌦
Sqk✏ksy[ayqaij � Za

yqij ] +
Cv

⌧
rqwdwk(3�� 1)[aijakq � Za

kqij ]

+ �
⌦s

⌦

Cv

⌧
(rqwdwk + rkwdwq)✏kst[atqaij � Za

tqij ] .

(C.29)
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In order to decompose eq. (C.29) into an RDT and a slow part, we need to find an expression

for the e↵ective gradient Ga
jk. Thus we assume that it has the following form

Ga
ij = Gij +

Ca

⌧
sikwkj , (C.30)

where sij , wij might be normalized structure tensors. Substituting eq. (C.30) in eq. (C.29)

and assuming that sij = rij , wij = dij yields,

da
ij

dt
= G

ik

a
kj

+G
jk

a
ki

� (3�+ 1)S
qk

Za

ijkq

+ S
qk

(3�� 1)[a
ij

a
kq

] + 2�
⌦

s

⌦
S
qk

✏
ksy

[a
yq

a
ij

� Za

yqij

]
| {z }

RDT term

+
Cv

⌧
r
qw

d
wk

(3�� 1)[a
ij

a
kq

� Za

kqij

] + �
⌦

s

⌦

Cv

⌧
(r

qw

d
wk

+ r
kw

d
wq

)✏
kst

[a
tq

a
ij

� Za

tqij

]
| {z }

slow term-velocity contribution

+
Ca

⌧
d
qk

[r
iq

a
kj

+ r
jq

a
ki

]� 2Ca

⌧
r
kq

d
qs

Za

ijks

| {z }
slow term-eddy contribution

.

(C.31)

The specific form of eq. (C.31) reproduces correctly the RDT limit of the transport equations.

C.1.2 Derivation of the transport equation for the jetal parameter �.

In order to achieve the closure of the system we need to incorporate modified transport

equations for the remaining structure parameters which take into account the non-linear

e↵ects. Starting with the vortical parameter �, its transport equation can be derived through

the following equation

d�

dt
=

1

q2
[h
dR|a

ij

dt
aiaji+ hR|a

ij

d

dt
(aiaj)i �

hR|a
ijaiaji
q2

hdq
2

dt
i] . (C.32)

We consider the second term first. Use of eq. (C.1) leads to the following expression

d(aiaj)

dt
= Ga

iqaqaj +Ga
jqaqai � 2Ga

qsaqasaiaj . (C.33)
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Substituting back into eq. (C.32) yields,

hR|a
ij

d

dt
(a

i

a
j

)i = hṼ 2[
(1� �̃)

2
(�

ij

� a
i

a
j

) + �̃a
i

a
j

](Ga

ik

a
k

a
j

+Ga

jk

a
k

a
i

� 2Ga

ks

a
k

a
s

a
i

a
j

)i+ �(...)

= hṼ 2[Ga

ik

�̃a
k

a
i

+Ga

jk

�̃a
j

a
k

� 2�Ga

ks

a
k

a
s

]i+ h Ṽ
2�

2

⌦
k

⌦
[✏
ikt

a
t

a
j

Ga

iq

a
q

a
j

+ ✏
jkt

a
t

a
i

Ga

jq

a
q

a
i

]i

= 2h Ṽ
2�̃

2

⌦
k

⌦
✏
ikt

[a
t

Ga

iq

a
q

]i .

(C.34)

or

hR|a
ij

d

dt
(aiaj)i =

�⌦k

⌦
✏iktG

a
iqAqt . (C.35)

The third term of eq. (C.32) is

hR|a
ijaiaji
q2

dhq2i
dt

= h(1� �̃)

2
(�ij � aiaj)aiaji ⇥ �2Sv

kqRqk + h�̃aiajaiaji ⇥ �2Sv
kqRqk

+ h �̃
2

⌦k

⌦
(✏iktataj + ✏jktatai)aiaji ⇥ �2Sv

kqRqk

= �2�Sv
kqRqk .

(C.36)

Next, we consider the first term of eq. (C.32), given by

h
dR|a

ij

dt
aiaji = �hGv

ikR
|a
kjaiaji �Gv

jkhR
|a
kiaiaji

+ (Gn
km +Gv

km)h[R|a
imnknj +R|a

jmnkni]aiaji � h[2C
1

R|a
ij � C2

2

R|a
kk(�ij � ninj)]aiaji .

(C.37)

Re-expressing,

�Gv
ikhR

|a
kjaiaji = �Gv

ikhṼ 2[
(1� �̃)

2
(�kj � akaj) + �̃akaj ]aiaji

�Gv
ik[h

Ṽ 2�̃

2

⌦q

⌦
(✏kqtataj + ✏jqtatak)aiaji]

= �Gv
ikhṼ 2[

(1� �̃)

2
(aiak � aiak) + �̃akai]i �Gv

ik[h
Ṽ 2�̃

2

⌦q

⌦
✏kqtatajaiaji]

= �Gv
ikhṼ 2�̃akaii �Gv

ik✏kqt
�

2

⌦q

⌦
Ati ,

(C.38)
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yields the simplified equation

�Gv
ikhR

|a
kjaiaji = �Gv

ik�Aki � ✏kqtG
v
ik

�⌦q

2⌦
Ati . (C.39)

Summation of the first two terms of eq. (C.37) yields,

�Gv
ikhR

|a
kjaiaji �Gv

jkhR
|a
kiaiaji = �2Gv

ik�Aki � ✏kqtG
v
ik

�⌦q

⌦
Ati . (C.40)

Next, we consider the fourth term of eq. (C.37) which is given by

�h[2C
1

R|a
ij � C2

2

R|a
kk(�ij � ninj)]aiaji = �2�hC

1

Ṽ 2i+ hC2

2

Ṽ 2i

= (1� 2�)hC
1

Ṽ 2i ,
(C.41)

where the slow rotational-randomization coe�cient is expressed by

hC
1

Ṽ 2i = 8.5

⌧
⌦⇤fpqDpq =

8.5

2⌧
⌦⇤q2[1� fpqaqp] . (C.42)

Substituting eq. (C.42) in eq. (C.41) yields,

� h[2C
1

R|a
ij � C2

2

R|a
kk(�ij � ninj)]aiaji = (1� 2�)

8.5⌦⇤

2⌧
q2[1� fpqaqp] . (C.43)

Substituting all simplified terms back to eq. (C.32) leads,

d�

dt
= �

⌦k

⌦
✏iktG

a
iqaqt �

�⌦q

⌦
✏kqtG

v
ikati + 2�(Sv

kqrqk � Sv
ikaki)

| {z }
RDT term

+(1� 2�)
8.5⌦⇤

2⌧
(1� fpqaqp)

| {z }
slow term

.

(C.44)

The first two terms of eq. (C.44) can be put into the form

�
⌦k

⌦
✏iktG

a
iqaqt � �

⌦k

⌦
✏iktG

v
siats = �

⌦k

⌦
✏ikt[G

a
isast �Gv

siats]

= �
⌦k

⌦
✏ikt([⌦isast � ⌦siats] + ats[

Ca

⌧
riqdqs �

Cv

⌧
rsqdqi]) .

(C.45)

Substituting eq. (C.45) in eq. (C.44) yields,
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d�

dt
= 2�

⌦k

⌦
✏ikt⌦isasat + 2�Sv

kq[rqk � aqk] + (1� 2�)
8.5⌦⇤

2⌧
(1� fpqaqp)

+ �
⌦k

⌦
✏iktats[

Ca

⌧
riqdqs �

Cv

⌧
rsqdqi] .

(C.46)

The relation between the antisymmetric part of the mean velocity gradient tensor and the

mean rotation vector is given by

⌦ij =
1

2
✏jiz⌦z . (C.47)

Substituting eq. (C.47) in eq. (C.46) yields,

d�

dt
= ✏ikt✏izs�

⌦k

⌦
⌦zasat + 2�Sv

kq[rqk � aqk] + (1� 2�)
8.5⌦⇤

2⌧
(1� fpqaqp)

+ �
⌦k

⌦
✏iktats[

Ca

⌧
riqdqs �

Cv

⌧
rsqdqi]

= (�kz�ts � �ks�tz)�
⌦k

⌦
⌦zasat + 2�Sv

kq[rqk � aqk] + (1� 2�)
8.5⌦⇤

2⌧
(1� fpqaqp)

+ �
⌦k

⌦
✏iktats[

Ca

⌧
riqdqs �

Cv

⌧
rsqdqi]

= �
⌦s⌦t

⌦
[�st � asat] + 2�Sv

kq[rqk � aqk]

+ (1� 2�)
8.5⌦⇤

2⌧
(1� fpqaqp) + �

⌦k

⌦
✏iktats[

Ca

⌧
riqdqs �

Cv

⌧
rsqdqi] .

(C.48)

Thus the final equation for the evolution of � reduces to the following form

d�

dt
= �

⌦s⌦t

⌦
[�st � asat] + 2�Sv

kq[rqk � aqk]
| {z }

RDT term

+ (1� 2�)
8.5⌦⇤

2⌧
(1� fpqaqp) + �

⌦k

⌦
✏iktats[

Ca

⌧
riqdqs �

Cv

⌧
rsqdqi]

| {z }
slow term

.
(C.49)

C.1.3 Derivation of the transport equation for the stropholysis scalar �.

Next, we consider the stropholysis scalar �. A useful identity is
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hR|a
ij

⌦z

⌦
✏izmamaji = �

⌦k⌦z

⌦2

1

2
(q2�kz �Akz) . (C.50)

For our analysis, some useful identities are given below

d⌦k

dt
= ⌦rSkr ,

d

dt
(
1

⌦
) = �⌦k

⌦3

d⌦k

dt
, (C.51)

d⌦2

dt
= 2⌦k

d⌦k

dt
,

d

dt
(
1

⌦2

) = �2
⌦k

⌦4

d⌦k

dt
. (C.52)

Taking the time-derivative of eq. (C.50) yields,

h(
dR|a

ij

dt
)
⌦z

⌦
✏izmamaji+ hR|a

ij

d

dt
(
⌦z

⌦
)✏izmamaji+ ✏izmhR|a

ij

⌦z

⌦

d

dt
(amaj)i =

(
d�

dt
)
⌦k⌦z

⌦2

1

2
(q2�kz �Akz) + �

d

dt
(
⌦k⌦z

⌦2

)
1

2
(q2�kz �Akz) + �

⌦k⌦z

2⌦2

d

dt
(q2�kz �Akz) .

(C.53)

Use of eqs. (C.51) leads to the following expression

d

dt
(
⌦k⌦z

⌦2

) =
⌦k⌦r

⌦2

Szr +
⌦z⌦r

⌦2

Skr + ⌦k⌦z(�2
⌦q

⌦4

d⌦q

dt
)

=
1

⌦2

(⌦k⌦rSzr + ⌦z⌦rSkr)� 2
⌦k⌦z⌦q⌦r

⌦4

Sqr .
(C.54)

Substituting eq. (C.54) in the second term of the RHS of eq. (C.53) yields,

�
d

dt
(
⌦

k

⌦
z

⌦2

)
1

2
(q2�

kz

�A
kz

) =
�

2
[
1

⌦2

(⌦
k

⌦
r

S
zr

+ ⌦
z

⌦
r

S
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)� 2⌦
k

⌦
z

⌦
q

⌦
r

S
qr

⌦4

](q2�
kz

�A
kz

)

=
�

2

q2

⌦2

[⌦
z

⌦
r

S
zr

+ ⌦
z

⌦
r

S
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� 2⌦
q

⌦
r

S
qr

]� q2�

2⌦2

[(⌦
k

⌦
r

S
zr

+ ⌦
z

⌦
r

S
kr

)a
kz

� 2
⌦

k

⌦
z

⌦
q

⌦
r

⌦2

S
qr

a
kz

]

= � q2�

2⌦2

[⌦
z

⌦
r

S
kr

a
zk

+ ⌦
z

⌦
r

S
kr

a
kz

� 2
⌦

k

⌦
z

⌦2

⌦
q

⌦
r

S
qr

a
kz

]

= �2q2�

2⌦2

[⌦
z

⌦
r

S
kr

a
zk

� ⌦
k

⌦
z

⌦
q

⌦
r

⌦2

S
qr

a
kz

] .

(C.55)

or
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�
d

dt
(
⌦k⌦z

⌦2

)
1

2
(q2�kz �Akz) = q2�[

⌦k⌦z⌦q⌦r

⌦4

Sqrakz �
⌦z⌦r

⌦2

Skrakz] . (C.56)

The third term of the RHS of eq. (C.53) is given by

d

dt
(q2�kz�Akz) = �2Sv

kmRmk�kz�Ga
kqAqz�Ga

zqAqk+2Ga
pqq

2Za
kzpq+2Gv

qshR|a
sqakazi . (C.57)

Consequently,

�⌦k⌦z

2⌦2

d

dt
(q2�kz �Akz) = ��Sv

kmRmk + �
⌦k⌦z

⌦2

[�Ga
kqAqz + Sa

pqq
2Za

kzpq + Sv
qshR|a

sqakazi] .
(C.58)

Next, we deal with the LHS of eq. (C.53). The third term of this equation is treated as follow

✏izmhR|a
ij

⌦z

⌦

d

dt
(amaj)i = ✏izmhṼ 2[

(1� �̃)

2
(�ij � aiaj)]

⌦z

⌦
[Ga

mqaqaj +Ga
jqaqam

� 2Ga
qsaqasamaj ]i+ ✏izmhṼ 2�̃aiaj

⌦z

⌦
[Ga

mqaqaj +Ga
jqaqam � 2Ga

qsaqasamaj ]i

+ ✏izmhṼ 2

�̃

2

⌦k

⌦

⌦z

⌦
(✏iktataj + ✏jktatai)[G

a
mqaqaj +Ga

jqaqam � 2Ga
qsaqasamaj ]i

= ✏izmhṼ 2

(1� �̃)

2

⌦z

⌦
[Ga

mqaqai +Ga
iqaqam �Ga

qsaqasamai �Ga
mqaqai]i

+ ✏izmhṼ 2�̃
⌦z

⌦
[Ga

mqaqajaiaj ]i+ ✏izmh Ṽ
2�̃

2

⌦k

⌦

⌦z

⌦
✏iktataj [G

a
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jqaqam

� 2Ga
qsaqasamaj ]i+ ✏izm

⌦z

⌦
h Ṽ

2�̃

2

⌦k

⌦
✏jktataiG

a
mqaqaji

= ✏izmh Ṽ
2(1� �̃)

2

⌦z

⌦
[Ga

iqaqam �Ga
qsaqasamai]i+ ✏izmhṼ 2�̃

⌦z

⌦
Ga

mqaqaii

+
�

2

⌦k⌦z

⌦2

[�zk�mt � �zt�mk]hṼ 2ataj [G
a
mqaqaj +Ga

jqaqam � 2Ga
qsaqasamaj ]i

+
�

2

⌦k⌦z

⌦2

✏izm✏jktG
a
mqhṼ 2ataiaqaji

= q2✏izm
(1� �)

2

⌦z

⌦
[Ga

iqaqm �Ga
qsZ

a
qsmi] + q2�✏izm

⌦z

⌦
Ga

mqaqi

+
q2�

2
�mt[G

a
mqaqt �Ga

qsZ
a
qsmt]�

q2�

2

⌦m⌦t

⌦2

[Ga
mqaqt �Ga

qsZ
a
qsmt] ,

(C.59)

or
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✏izmhR|a
ij

⌦z

⌦

d

dt
(amaj)i = q2✏izm

(1� �)

2

⌦z

⌦
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iqaqm �Ga
qsZ

a
qsmi] + q2�✏izm

⌦z

⌦
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mqaqi

+
q2�

2
(�mt �

⌦m⌦t

⌦2

)(Ga
mqaqt �Ga

qsZ
a
qsmt) = q2[✏izm

(1� �)

2

⌦z

⌦
Ga

iqaqm + �✏izm
⌦z

⌦
Ga

mqaqi]

� q2�

2

⌦m⌦t

⌦2

[Ga
mqaqt �Ga

qsZ
a
qsmt] .

(C.60)

Now, the second term of the LHS of eq. (C.53) is given by

hR|a
ij

d

dt
(
⌦z

⌦
)✏izmamaji = hṼ 2[

(1� �)

2
(�ij � aiaj)

d

dt
(
⌦z

⌦
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+ hṼ 2�̃aiaj
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⌦
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2
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⌦
(✏iktataj + ✏jktatai)

d
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(
⌦z

⌦
)✏izmamaji

=
q2�

2

⌦k

⌦
✏ikthat

d

dt
(
⌦z

⌦
)✏izmami = q2�

2
(�kz�mt � �km�tz)

⌦k

⌦

d

dt
(
⌦z

⌦
)amt .

(C.61)

The following useful identity is derived if we use eqs. (C.51)

d

dt
(
⌦z

⌦
) =

1

⌦

d

dt
⌦z + ⌦z

d

dt
(
1

⌦
) =
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⌦
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⌦q]
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⌦
Szr �

⌦z⌦q

⌦3

⌦rSqr .
(C.62)

Substituting back into eq. (C.61) yields,
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(C.63)

or

hR|a
ij

d

dt
(
⌦z

⌦
)✏izmamaji =

q2�⌦m⌦r

2⌦2

amt[
⌦t⌦q

⌦2

Sqr � Str] . (C.64)
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Next, we deal with the first term of the LHS of eq. (C.53), which is the most complicated one

h(
dR|a

ij

dt
)
⌦z

⌦
✏izmamaji = �Gv

ikhR
|a
kj

⌦z

⌦
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|a
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kq +Gv

kq]

✓
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⌦
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◆
+ slow term .

(C.65)

The first term of eq. (C.65) is treated as follow
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ikhṼ 2�̃akaj

⌦z

⌦
✏izmamaji

�Gv
ikh
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Ṽ 2�̃⌦q⌦z

2⌦2

[✏kqt✏izmatam + ✏jqt✏izmatakamaj ]i

= �Gv
ikhṼ 2�̃
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Thus we obtain
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Use of Mahoney’s isotropic identities leads to the following expression for the second term of

eq. (C.67)
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(C.68)

Substituting eq. (C.68) back into eq. (C.67) one obtains,
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The second term of eq. (C.65) is treated as follow
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(C.70)
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Adding eqs. (C.69) and (C.71) together, one finds
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or
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Next, we consider the term involving the fourth moments, given by
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The first term is zero due to the orthogonality condition niai = 0. The second term can be

written in the more suitable form
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We deal with the term involving Gv
ik and generalize for (Gv
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ik). We decompose the fourth

moment into three parts as follow
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The vortical contribution is found to be zero,
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The contribution from the helical term is treated as follow
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Expanding the first term of eq. (C.81), one finds
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Substituting back into eq. (C.81) yields,
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Simplifying,
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Substituting from eq. (C.84) in eq. (C.76) yields,
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(C.85)

Collecting all terms together gives the expression for the total term
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(C.86)

where G⇤
ij is defined by

G⇤
ij = Gv
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ij . (C.87)

Next, we deal with the slow term as follow
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= �2�
⌦z⌦z

2⌦2

h8.5
⌧

⌦⇤fpqnpnqṼ
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= �� 8.5
⌧

h⌦⇤fpqD
|a
pqi+ �

⌦m⌦t

⌦2

8.5

⌧
h⌦⇤fpqD

|a
pqatami .

(C.88)

Substituting the expression D|a
ij =

˜V 2

2

(�ij � aiaj) in eq. (C.88) yields,
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(C.89)

Thus the final expression for the slow term is given by
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Now we seek to further simplify the derived expressions for the terms of eq. (C.50). For

simplicity we will deal with each term separately. Starting from the first term we have
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(C.91)

Simplification of eq. (C.91) yields the final expression,
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Next, we consider the third term of eq. (C.53),
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(C.93)

The last term of eq. (C.93) can be put into the following form
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Substituting back into the third term of eq. (C.53) yields,
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Now we consider the most complicated term of eq. (C.53) as follow
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(C.96)

Collecting terms and simplifying yields,
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or
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where the contribution of the slow term due to slow randomization is given by
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We re-arrange eq. (C.53) to obtain
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In order to simplify our following calculations, we separate the terms based on their contri-

bution. The eddy axis contribution is given by
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whereas the vorticity contribution is
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and the normal contribution is
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The most contribution is given by velocity, which is decomposed in two parts, the non-

stropholysis part,
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and the stropholysis part
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Adding all -F terms together yields the final expression for the transport equation of �,
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(C.106)

The above equation captures correctly the RDT limit given in TF61.

237



Appendix C. Details on the extended stochastic models using e↵ective gradients.

C.2 Model 2.

The final goal of the following analysis is to construct a model which, in contrast to Model

1, predicts non-zero � and � for irrotational flows which are subjected to slow deformations.

We start by introducing the expression for the e↵ective eddy rotation rate
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Some useful products regarding this vector are given below
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The constitutive equation of the Reynolds stress is given by
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A set of useful identities is given below
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The main idea is to use again the concept of e↵ective gradients as described in [24], combined

with the e↵ective eddy rotation rate. Below we derive the transport equations of the structure

parameters.

C.2.1 Derivation of the transport equation for the eddy-axis tensor aij.

We start by introducing the transport equation of Aij
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ikAkj +Ga
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The transport equation for the energy-weighted normalized eddy-axis tensor can be found

through the identity
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We introduce the symmetric tensor Sa,n,v
ij and the antisymmetric tensor ⌦a,n,v

ij , which are

defined as follow
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Again, contraction of the Aij transport equation yields the energy evolution equation
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where the transport equation of the normalized tensor is given by
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The last term of eq. (C.115) can be shown to be
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Simplifying the fourth term yields,
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where Wijklpq is a fully-symmetric sixth-order tensor. A non-singular model for this tensor is

already constructed by Kassinos in TF61, consistent with the model used here for Z tensor.

Substituting eqs. (C.117),(C.116) in eq. (C.115) yields the final expression for the transport

equation of aij by
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C.2.2 Derivation of the transport equation for the jetal parameter �.

As before, the transport equation of scalar � can be found through the expression
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Re-expressing the RHS of eq. (C.119) yields,
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Following similar analysis as before, the first part of the first term of eq. (C.119) is found to

be
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while for the pure slow term we can obtain
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Adding both terms back into the first term of eq. (C.119) yields the simplified expression
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Also, the third term of the RHS of eq. (C.119) is simply given by

1

q2
(�

hR|a
ijaiaji
q2

dq2

dt
) = 2�Sv

qkrkq . (C.124)

Lastly, addition of all terms yields the final expression for the � transport equation
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C.2.3 Derivation of the transport equation for the stropholysis scalar �.

The third term of the RHS of eq. (C.53) can be shown to be
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A simplified expression of the second term is
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Regarding the manipulation of the fourth term of eq. (C.53), a useful identity is given by
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while the fourth term of eq. (C.53) can be shown to be
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Next, the first term of eq. (C.53) is decomposed as follow
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We deal with each term of eq. (C.130) individually. Thus, the first term is given by
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while the second term can be shown to be
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Adding both terms yields the expression
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Next, the pure slow part of eq. (C.130) is shown to be
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The third term of eq. (C.53) involves the fourth order pressure-strain tensor, which is decom-

posed at three parts, similarly to the previous analysis. Again, the vortical contribution is

zero

Gv
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⇥
✏izmamaji = 0 , (C.135)

where the jetal contribution is not, given by
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The expression for the helical contribution is found to be
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Adding all contributions together yields,
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which leads to the final expression for the first term of � transport equation
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Summarizing, all the simplified expressions for the RHS terms of eq. (C.53) are given below
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Adding all the above expressions and further simplifying yields the final expression for the

transport equation of �
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Endly, the following expressions are needed in order to bring the system of equations into a

closed form
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C.2.4 Derivation of the transport equation of the normalized Dimension-

ality tensor dij.

Next, we derive the transport equation for the normalized dimensionality tensor at the slow

limit. We start from the di↵erential of the normal vector, given by

dNi = �Gn
kiNkdt . (C.146)

The transport equation of its normalized vector can be expressed as follow
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while the transport equation of its magnitude is simply
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Substituting eq. (C.148) in eq. (C.147) one finds
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The di↵erential of the vector V ni is

d(V ni) = (V + dV )(ni + dni)� V ni = V dni + nidV + dV dni = dDi . (C.150)

Substituting the expressions for dV and dni in eq. (C.150) yields,
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Using eq. (C.151) one finds
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Averaging over all particles yields,
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or
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where the higher order tensors are defined as
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Now, the normalized energy-weighted tensor is given by
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A useful identity is
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Substituting eq. (C.154) in eq. (C.157) one obtains,
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C.3 Derivation of Mijpq using eddy e↵ective rotation rate vec-

tor.

We start our analysis by introducing the conditioned form of this tensor, which can be

decomposed in three components
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(C.159c)

where v,j and h refer to the vortical, jettal and helical components respectively.

Compare to the original expression derived by Kassinos & Reynolds in TF61, in eq. (C.159)

we have replaced the mean rotation vector ⌦i with the eddy e↵ective rotation rate vector, in

an attempt to incorporate additional structural information through a modified stropholysis

term. A useful identity is given by

✏irt✏jzs = (�ij�rz�ts + �iz�rs�tj + �is�rj�tz)� (�ij�rs�tz + �iz�rj�ts + �is�rz�tj) . (C.160)

Applying eq. (C.160) into the vortical part of eq. (C.159) yields,

248



Appendix C. Details on the extended stochastic models using e↵ective gradients.

Mv|a
ijpq

V 2

=
(1� �)

8
�
ij

[(�
zz

�
pq

+ �
zp

�
zq

+ �
zq

�
zp

� �
zz

a
p

a
q

)a
t

a
t

� (�
sz

�
pq

+ �
sp

�
zq

+ �
sq

�
zp

� �
sz

a
p

a
q

)a
z

a
s

]

+
(1� �)

8
[(�

si

�
pq

+ �
sp

�
iq

+ �
sq

�
ip

� �
si

a
p

a
q

)a
j

a
s

� (�
ji

�
pq

+ �
jp

�
iq

+ �
jq

�
ip

� �
ij

a
p

a
q

)a
s

a
s

]

+
(1� �)

8
[(�

jz

�
pq

+ �
jp

�
zq

+ �
jq

�
zp

� �
jz

a
p

a
q

)a
z

a
i

� (�
zz

�
pq

+ �
zp

�
zq

+ �
zq

�
zp

� �
zz

a
p

a
q

)a
i

a
j

]

=
(1� �)

8
�
ij

[(3�
pq

+ �
pq

+ �
pq

� 3a
p

a
q

)� (�
pq

a
z

a
z

+ a
p

a
q

+ a
p

a
q

� a
z

a
z

a
p

a
q

)]

+
(1� �)

8
[a

j

(a
i

�
pq

+ a
p

�
iq

+ a
q

�
ip

� a
i

a
p

a
q

)� (�
ij

�
pq

+ �
jp

�
iq

+ �
jq

�
ip

� �
ij

a
p

a
q

)]

+
(1� �)

8
[a

i

(a
j

�
pq

+ a
q

�
jp

+ a
p

�
jq

� a
j

a
p

a
q

)� a
i

a
j

(3�
pq

+ �
pq

+ �
pq

� 3a
p

a
q

)]

=
(1� �)

8
�
ij

[5�
pq

� 3a
p

a
q

� �
pq

� a
p

a
q

]

+
(1� �)

8
[a

i

a
j

�
pq

+ �
iq

a
p

a
j

+ �
ip

a
q

a
j

� a
i

a
j

a
p

a
q

� �
ij

�
pq

� �
jp

�
iq

� �
jq

�
ip

+ �
ij

a
p

a
q

]

+
(1� �)

8
[a

i

a
j

�
pq

+ �
jp

a
i

a
q

+ �
jq

a
i

a
p

� a
i

a
j

a
p

a
q

� a
i

a
j

(5�
pq

� 3a
p

a
q

)] .

(C.161)

Averaging over all particles (carrying di↵erent ai) one finds
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Thus the final form of the vortical component of Mijpq is given by
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(C.163)

Contracting eq. (C.163) by setting p = q yields,
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Also, the continuity condition is satisfied if we set i = p
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The jetal component is simply given by
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Next, we deal with the most complicated component, which is the helical part
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The first part is treated as follow
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Using eq. (C.160), we expand the term ✏qrs✏iptGa
rnZsntj to obtain

✏
qrs

✏
ipt

Ga

rn

Za

sntj

= [�
qi

�
rp

�
st

+ �
qp

�
rt

�
si

+ �
qt

�
ri

�
sp

� �
qi

�
rt

�
sp

� �
qp

�
ri

�
st

� �
qt

�
rp

�
si

]Ga

rn

Za

sntj

= Ga

pn

Za

tntj

�
qi

+ �
qp

Ga

tn

Za

intj

+Ga

in

Za

pnqj

�Ga

tn

Za

pntj

�
qi

� �
pq

Ga

in

Za

snsj

�Ga

pn

Za

inqj

= Ga

pn

a
nj

�
qi

+Ga

rn

�
pq

Za

ijnr

+Ga

in

Za

pqnj

�Ga

rn

Za

pnrj

�
qi

� �
pq

Ga

in

a
nj

�Ga

pn

Za

inqj

.

(C.169)

Substituting eq. (C.169) back into eq. (C.168) yields,
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The second part is treated similarly, leading to the final form for the helical part of the fourth

moment
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Contracting eq. (C.171) by setting p = q gives
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which coincides with the stropholysis part of the Reynolds stress constitutive equation.
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Details of the stability

manipulation of the ASBM closure.

D.1 Blending method.

The idea behind the blending concept is to relate a fraction of the solution with a more

stable algorithm, particularly that of an eddy viscosity model (EVM), and the remaining

fraction with a less stable closure, such as ASBM. The fraction, expressed by a blending

factor ↵, starts from zero (pure EVM) and progressively increases until it reaches unity (purely

ASBM). O’Sullivan [94] already developed and successfully implemented a blending method

for incompressible momentum equations. Here we derive suitable blending expressions for the

momentum and energy transport equations, used in order to improve the robustness of the

ASBM closure when low-compressibility flows cases are conisdered, such the ones described in

Chapter 7. In order to derive the blended expressions, the Reynolds stress tensor is expressed

as a sum of two distinct parts,
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Substituting eq. (D.1) into the incompressible mean momentum equations and applying the

Boussineq approximation yields,
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Here this idea is extended in order to account for compressible flows. Accordingly, the mean

momentum and energy equations are given by
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(⇢ūi(ē+ p̄)�ij) =

@

@xi
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Applying the Boussineq approximation yields,
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ũ
j

) +
@

@x
j

[(p+
2

3
⇢)�

ij

] =
@

@x
j

[(µ+ µ
T

)[
@ũ
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Substituting eq. (D.1) into eqs. (D.4) and after a little bit of algebra yields the final blending

expressions
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and

253



Appendix D. Details of the stability manipulation of the ASBM closure.

@(⇢ē)
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[ūj⇢u0iu

0
j ] +

@

@xi
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@ūi
@xj

+
@ūj
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