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Virtual crowds are important in a variety of applications such as computer games, movies,

training simulations and safety modeling. Increasing processing power enables designers and

programmers to add multitudes of virtual characters in real-time applications. Despite these ad-

vances, there is a significant gap between rendered appearance and simulated behaviour of crowds.

This thesis is addressing some of the shortcomings of data driven techniques for simulating and

evaluating crowd behaviours.

Firstly, the Perception Action Graph (PAG) framework is proposed for efficient data-driven

crowd simulation. By employing this framework using as input data from videos of real world

crowds, fast, consistent and believable steering behaviours for human crowds can be generated.

Secondly, we propose a multi-objective data-driven framework for crowd evaluation. This

method employs recent methods in Machine Learning for novelty/outlier detection under multiple

criteria. Using as input well behaved crowds, the proposed framework identifies abnormal parts

of the simulation and pinpoints them for further examination.

Finally, we believe that by gaining a higher level understanding of crowd behaviours is a

step towards better crowd simulation, evaluation and authoring. A method that annotates pedes-

trian trajectory segments into higher level descriptors is presented that uses both local and global

knowledge of crowd trajectories. This method successfully identifies behaviours such as wander-

ing around and group formations.
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Chapter 1

Introduction

“The intelligence of that creature known as a crowd is the square root of the num-
ber of people in it.”
(Terry Pratchett, Jingo)

1.1 Crowds

A crowd is a number of persons or living beings gathered or considered together. Typically

crowds are defined by a common sense of purpose or emotions, such as a crowd of spectators

at an event (e.g. a concert or football game) or people walking around and shopping in a mall

or busy street (Figures 1.1a and 1.1b). Crowds are everywhere, they can be planned as in the

case of crowds in a football game or flashmobs of people dancing or they can emerge such as

pedestrians in a street going their ways. Crowds can be destructive or they can be constructive,

they can be small or large, they might seem purposeful or completely random, they might be noisy

or completely silent. They can be all or some of the above, but one thing is for sure; crowds

are everywhere and they constitute a large part of what we know as our world, our environment,

our lives and therefore their absence in virtual worlds we thrive on creating is a necessity for the

believability of that world.

1
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(a) (b)

Figure 1.1: (a)Two different crowds; a football team with its fans. One can consider both as a
crowd with a common purpose; to enjoy and respect the game. (b) People moving around in a
shopping mall.

During the past years, with the sudden explosion of computing power, the large dependence of

the movie industry on Visual FX and the rise of Computer Games as the reigning king in entertain-

ment, a large interest on creating more believable virtual worlds has risen. A large portion of what

makes a world more realistic; aside from realistic lighting, rendering and plausibility is animation

not just of individual characters but of large crowds. Additionally, the rise of robotics led to the

design and implementation of autonomous robots which have been affected in their design either

from nature (such as insect like flying robots or humanoid ones) or they are completely based on

the application (e.g. assembly robots).

Crowds in nature Crowds are abundant in nature– even for animals without the cognitive

capabilities of human beings, such as ants or bees which are highly social families of insects (Fig-

ure 1.2a). Starling birds exhibit incredible collective behaviour such as creating amazing forma-

tions without each individual bird having a sense of the whole (Figure 1.2b). This collective kind

of behaviour might be considered as nature’s way of balancing the limited cognitive capabilities

of individual animals for the species common good.

Artificial Crowds Crowds can also consist of non living entities, such as a group of computers

trying to solve a complex problem (e.g. unfolding the DNA sequence of the human species) orPan
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(a) (b)

Figure 1.2: (a) Ants are probably some of the most social insects on planet Earth; all ants in a
colony socialize and collaborate on collecting food to transfer back to their base. (b) Starling
birds.

swarms of robots collaborating to explore unknown areas (Figure 1.3a). Some of the robotic

creatures that appeared have been heavily influenced by nature, such as Sony’s AIBO dog like

robot (Figure 1.3b) and Robot Quadrotors [41] (Figure 1.3c) that synchronize to play the theme of

James Bond using real musical instruments.

1.2 Virtual Human Crowds

Due to their presence in our everyday lives, there has been a growing demand for simulating

human crowds that populate virtual scenes. A virtual environment breaths and feels more alive

when autonomous virtual entities, such as virtual humans and animals are added into it. Since

it is currently not feasible to simulate even a single virtual human to absolute perfection (both

in behaviour and appearance), simulation is different depending on the target application which

may have completely different basic requirements; be it a movie or game, training simulation or

evacuation scenario, interactive or not.

Movies Movies have benefited considerably from the addition of realistic virtual humans both

to enhance the believability of a virtual scene such as city and to add virtual characters that interact

Pan
ay

iot
is 

Cha
ral

am
bo

us



4

(a) (b)

(c)

Figure 1.3: (a) A swarm of robots collaborating to escape from their prison (b) Sony’s AIBO
robots are inspired from nature. (c) A swarm of insect like robots collaborating to play the James
Bond theme (video: http://youtu.be/_sUeGC-8dyk)

with the real actors. Classic examples of movies that benefited from the addition of virtual char-

acters include the Lord of the Rings trilogy (Figure 1.4 top row), King Kong (Figure 1.4 bottom

row) and World War Z (Figure 1.5). Crowds in these kind of movies are generated and added as

a post-processing step (Figures 1.4–1.5) using specialized software such as Massive [57] which

up to this moment is probably the de facto standard for realistic crowds. Most of the simulations

developed for movies though are short term (i.e., they last a few seconds) and animators/directors

are interested in having control on the generated simulation; spectators can notice this in the

fast transitions between scenes or camera angles that are used as a way to concatenate the short
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Figure 1.4: Crowd simulation is being used extensively in movie productions. Some crowds
generated by Weta’s Massive [57]. (top row) Massive crowds of competing armies of agents fight
in the Lord of the Rings Trilogy (2001-2003). (bottom row) Background crowds from the movie
King Kong (2005) are generated from a crowd simulator, whereas the front part of the crowd
consists of real life actors.

clips together. Simulations from these kinds of systems are typically expensive to generate and

practically difficult to use in a real time system such as games.

Games Nowadays, more and more games employ crowds to enhance the user experience and

the virtual world (Figure 1.6). Depending on the type of game, crowd behaviour can differ. In a

strategy based game for example, such as Battle for Middle Earth II virtual characters collaborate

on defeating opponents whereas in games such as Assasin’s Creed or Grand Theft Auto V they act

as a means to increase the sense of believability and immersion of the player. Some games take the

level of realism even further, by trying to emulate life of people such as the best selling The Sims

games (Figure 1.6 bottom left). In The Sims series of games, virtual humans have different needs

(like sleep, duty, socialization, hunger and amusement) and evaluate different activity options that

will fulfill those needs using the concept of Utility; i.e., a representation of preferences over some

goods and services.Pan
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Figure 1.5: An example scene from the World War Z (2013) movie where virtual zombies were
added in a post processing step to the scene with real actors.

Other But virtual humans can be simulated for other reasons also; and what really could be

more interesting than understanding life itself? Biologists and cognitive scientists have long been

interested in studying the collective bahaviour of people and animals and have developed a lot of

models for doing so. In most of these models; scientists are mostly interested in the collective

behaviours and not so much on individual behaviours and therefore these models employ either

simplified individual rules or global ones.

One of the most important and widely used applications of crowd simulation is in safety mod-

eling such as crowd evacuation scenarios to understand how buildings are to be designed. In

these kinds of simulations, individual human behaviours are not so important as the global one,

and therefore most of these simulations assume simple representations; both for behaviour and

appearance.Pan
ay

iot
is 

Cha
ral

am
bo

us



7

Figure 1.6: Recent advancements in computing power allow games to add multitude of computer
controlled secondary characters that enhance the gameplay and the realism of the game. (top
row) Screenshots from Electronic Arts Assasins Creed (2007), Battle for Middle Earth II (2006),
(bottom row) The Sims 3 (2009) and Rockstars Grand Theft Auto V(2013) respectively. Each one
has different crowd requirements, with the Sims games for example requiring smaller “intelligent”
crowds whereas crowds in Assasin’s Creed act as an enhancement to the scene.

Requirements Crowds have been studied for architectural visualizations, safety, urban model-

ing etc, with each field having different requirements. Requirements for performance, realism and

control are in most cases conflicting and are highly dependant on the user of the system and the

target applications. For example, movies should have realistic looking characters with believable

behaviour and at the same time the designer needs to have full control on the output without nec-

essarily the result be generated in real-time (except perhaps for previewing purposes). In safety

modeling on the other hand, the basic requirement is the aggregate behaviour of all the virtual

characters and not each individual characters’ behaviour, giving less emphasis on the appearance

of each individual character. An overview of the techniques for simulating crowds can be read in

Chapter 2.Pan
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Complexity of a Crowd Simulator Crowd simulation can be thought of consisting of dif-

ferent layers with different researchers emphasizing on different aspects of it. Each layer can be

thought of as a component that needs to be implemented in a simulator to capture the complexity

of human beings (Figure 1.7):

• Environment modeling deals with modeling static geometry, obstacles, buildings, weather

etc., anything that the virtual humans come across. Typically, the environment is anno-

tated with behavioural annotations to indicate allowed behaviours and suggest actions to be

performed.

• Behaviour is responsible for the modeling of crowd response to the environmental condi-

tions (i.e., to the environment and other virtual characters) and it can range from individual

to collective behaviour. This component is typically divided into more than one layers,

depending on the required complexity and believability compared to real world crowds

– High Level Behaviour: is responsible for the more goal oriented cognitive simulation

of either individual characters or the whole crowd such as decision making and task

scheduling

– Middle Level / Path Finding: is commonly used so that virtual characters find paths

to move from one point of interest to another and is some times merged in the High

Level layer

– Low Level Steering / Navigation: is responsible for moving the characters in the scene

whilst they are trying to accomplish some goals (such as following a path) and (typi-

cally) at the same time trying to avoid any collisions with other characters or obstacles

as realistically as possible.Pan
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• Character Animation that is responsible for animating the virtual characters. Typical an-

imations for a crowd simulation system are walking, talking, waving, social interactions

etc.

• Rendering / Appearance is responsible for displaying the virtual characters and their actions

in their environment. Depending on the crowd size and the application requirements, render-

ing can range from something as simple as a dot per character or something as complicated

as a dedicated rendering engine capable of displaying realistic human characters.

Depending on the application; be it crowds for a movie or an evacuation scenario, some or all

of the above mentioned components might need to be implemented. Usually these components

are not completely independent since there should be some kind of data exchange between them.

For example, the behaviour component is responsible for decision making and in order to do so it

needs data from both the environment and behaviour components. The animation and rendering

components are responsible mostly for the appearance of the crowd; i.e., how each individual

virtual characters is rendered and animated. In more advanced crowd simulation systems there

is some data exchange between the animation and behaviour components so that depending on

the available animations of different characters different actions should be taken and vice versa;

depending on the actions the appropriate animations should be supported. If for example a virtual

character is not equipped with a running animation its movement speed cannot be over the walking

speed or if a character is equipped with a side stepping animation, different angular changes at

steering can be triggered such as a sudden 90 degree change in movement.

Crowd Authoring In addition to simulating all these layers, tools that help authoring crowd

simulation scenarios such as [12, 18, 20, 44, 50, 57] are typically developed. Most of these tools

should be able to implement all of the above componentes; or at least integrate into other toolsPan
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Figure 1.7: A typical crowd simulator for virtual humans has to deal with most of these compo-
nents depending on target applications.

(such as rendering with Autodesk’s Maya [58]) and most importantly be flexible, easy, fast and

efficient all at the same time.

Crowd Analysis and Evaluation One often overlooked aspect of synthesizing virtual crowds

is their evaluation. Human beings are accustomed to real life crowds in their everyday lives and can

identify abnormal crowd behaviours easily when these occur. In a real-time simulation though;

such as the ones in computer games it is quite difficult and expensive to capture all possible

problematic observations by hand and therefore sophisticated approaches need to be applied.

1.3 Problem statement / Motivation/ Contributions

As part of this thesis, data-driven methods to simulate, evaluate and extract higher level un-

derstanding of crowds are proposed. Over the past years, a multitude of approaches have been

proposed to address these issues with most of them relying on empirical rules and observations;

typically a set of rules are used to empirically and explicitly define the behaviour of crowds forPan
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simulation purposes. Rules are also used to evaluate crowds such as for example the principle of

least effort that defines that people prefer the fastest route to accomplish a goal.

Recently, data-driven techniques have been proposed as alternatives to extract these rules im-

plicitly from data of either real life crowds or well behaved simulations. By using data, complex

rules can be implicitly derived that can capture the subtle behaviour variation inherent in real

world crowds. Since data describe correct (or desired) behaviours implicitly, evaluation can also

be performed. This thesis addresses some of the limitations of data-driven approaches such low

performance and quality of simulations and almost non existent methods for evaluation. More

specifically, a new data-drive framework for simulation is proposed (the PAG) that displays large

performance gains(typically more than an order of magnitude of performance gains can be ob-

served) over traditional approaches with good collision quality [7]. Also, a data-driven frame-

work based on multi-criteria anomaly detection is presented to evaluate both real and simulated

crowds [9]. Finally, a method to annotate crowd behaviours with high level descriptors is presented

that can give more intuitive descriptions of crowds [6]. A short description of the contributions

over traditional approaches is presented over the next few paragraphs.

1.3.1 Data-Driven Crowd Simulation

Data-driven approaches for simulating virtual crowds have been recently proposed as alterna-

tives to manually defining the rules that govern crowd behaviour. By using data of real crowds,

the burden of manually defining very complex rules that describe desired crowd behaviours is re-

moved. The main issue with these approaches is performance, since typically at each simulation

frame expensive queries have to be applied to retrieve the best possible actions to be performed by

the virtual humans.
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Figure 1.8: Example Simulations employing the PAG Example renderings of crowd simulations
generated by the PAG data-driven crowd simulation framework that is proposed in this thesis.2

We propose a data-driven framework for crowd simulation, and more specifically crowd steer-

ing [7]. The proposed method interlinks examples of crowd behaviour into a structure called the

Perception–Action Graph (PAG) which can be used at run-time to efficiently synthesize believable

virtual crowds. The given examples encodes a character’s temporal state from tracked data of real

or simulated data at any given moment in time.

Nodes of the proposed graph structure represent groups of similar states (the agent’s percep-

tion) whereas the graph’s edges indicate transformations and actions (trajectory segments)) that
2Some of the 3D models of the characters were found for free or bought from various 3D libraries on the Internet

such as TurboSquid and the Unity Asset Store whereas the buildings were bought from the Unity Asset Store.Pan
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lead from one state to another. The proposed method has been tested in various scenarios using

a number of different input data and was compared against the nearest neighbors alternative ap-

proach which is used in most crowd data driven approaches. The results indicate performance

improvements of an order of magnitude with similar and most of the times better quality – assum-

ing that enough data is given as input to the simulator.

Publications A number of publications related to this work has been published [4,5,32] and/or

are currently under print [7].

1.3.2 Crowd Evaluation

Evaluating crowd simulations if a difficult problem that has not been studied yet extensively

enough in the literature. The main issue with evaluation is that deciding on what is a correct

simulation is most of the times biased that depends on the point of view of the evaluator. Typ-

ically three approaches are followed to evaluate crowds: user based, statistical and data-driven

approaches. User based evaluations are a common approach due to an important factor; human

beings are accustomed to real life crowds in their everyday lives and in the end they are going

to be the final users/viewers of the system. This kind of evaluations though pose some problems

due to a user’s bias to the real world. If the task for example is evaluating the crowd navigation

of characters and the characters do not have human like appearance with human like animations,

users might not rate the navigation quality of the simulation correctly due to their real life biases

to real world appearance. Statistical approaches on the other hand, try to measure some statistics

and data such as speed histograms of people, interpersonal distances or distance to goal and rate a

simulation’s quality in different scenarios such as the SteerBench suite [93]. This approach is still

problematic though, since statistics are note linked to real world experience and the ranking could
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be objective to the selection of statistics. This is where data–driven techniques come in place,

where user based experience (or real world data to be precise) are linked to the statistics.

A new data-driven crowd analysis framework is introduced [9], that formulates the problem of

crowd evaluation as anomaly detection and applies multi-criteria anomaly detection methods and

more specifically kLPE [110] and Pareto Depth Analysis (PDA) [29], a state-of-the-art anomaly

detection technique from the field of machine learning. PDA is uniquely appropriate for the crowd

analysis problem due to its ability to handle multiple criteria in a robust way. The main advantages

of the proposed approach are:

• It enables unsupervised anomaly detection, i.e., there is no requirement on manually label-

ing the reference data.

• By comparing a simulation against a known dataset both atypical behaviours as well as

missing features from the simulation (Novelty Detection) can be identified.

• Given a simulation consisting of mostly nominal behaviours, atypical behaviours can be

identified by using the simulation itself as reference (i.e., in essence Outlier Detection).

• Through combining individual and social evaluation criteria, it allows the identification of

issues related to the social behaviours of the agents, which are normally much harder to

detect.

• Through the introduction of randomized PDA, a variation of PDA, the analysis of crowd

simulations is enabled at interactive rates.

Publications This work is currently under preparation and is expected to be submitted at a

Computer Graphics journal [9].
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1.3.3 Crowd Behaviour Annotation

Being able to extract higher level understanding of pedestrians from their trajectories can have

a wide array of applications such as crowd synthesis, crowd evaluation and outlier detection.

Having a method for automatic labelling of trajectories, or parts of them, with behaviour tags such

as walking, standing still, talking to another person or as being part of a group, real and virtual

crowds can be better understood, evaluated and simulated.

As far as crowd synthesis is concerned, trajectories from large databases could be extracted

so that they exhibit a particular behaviour pattern and then used to train a data driven crowd

simulator resulting in more believable crowds. Typical methods to evaluate a virtual crowd consist

of quantitative approaches such as gathering statistics from the simulated trajectories and getting

scores for various tasks such as time to reaching goals, minimum time to collision, average speeds

etc. or qualitative approaches that employ typically user evaluations. By comparing higher level

characteristics of the simulation and to real world data, we believe that better evaluation algorithms

can be developed.

In this thesis, a set of features that help in high level classification of trajectories is proposed

based on both local and global characteristics of trajectories. This selection of the two type of

features is capable of capturing behaviours that only one type of them would fail due to both local

interactions between pedestrians and global state. By training a Random Forest Classifier, we

display high accuracy in classification of new data; both simulated and real.

Publications This work has been presented at a conference [6] and is currently being ex-

tended.
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1.4 Thesis Outline

In Chapter 2, relative work to this thesis on crowd simulation, evaluation and analysis are

presented, while in Chapter 3 required knowledge to generate and analyse agent based crowds

are presented. In Chapter 4, the Perception–Action Graph is presented as the proposed data–

driven crowd simulation framework whereas in Chapter 5, our multi–criteria analysis framework

for evaluating real and virtual crowds is presented Chapter 6 a simple approach for higher level

annotation of crowd behaviours is presented and finally Chapter 7 presents possible future work

and extensions to the work presented in this thesis.
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Chapter 2

Related Work

“If I have seen further it is by standing on the shoulders of giants.”
Sir Isaac Newton

2.1 Virtual Crowds

As it was already mentioned in Chapter 1, a complete crowd simulation system should consider

the following components (Figure 2.1):

• Human Behaviour, which can be divided into more layers depending on required complexity

– from higher level goal oriented ones to lower level mechanical ones

• Virtual human animation

• Environment representation

• Rendering and appearance

In the remainder of this section we present literature work on the behaviour components of

crowd simulation, which are the most relevant to our work. In Section 2.2 we we look at issues

18
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Figure 2.1: Components of a Crowd Simulator A typical crowd simulator has to deal with most
of these components.

concerning the overall problem of crowd behavior whereas in Section 2.3 we give more emphasis

on crowd steering. Since this thesis addresses the problem of simulating virtual humans, for the

remainder of this chapter when discussing for crowd simulation we are implicitly referring to

humans unless noted.

2.2 Crowd Behaviour

Typical examples of complete crowd behaviour systems are the Sims series of games (Fig-

ure 1.6), the Pennsylvania train station simulation by Shao et al. [89] and the HiDAC system by

Pelechano et al. [72, 73].

A complete crowd simulation framework for relatively large crowds in a simulated version of

the Pennsylvania Train Station, having an architecture similar to the approach just discussed was

introduced by Shao et al. [89] (Figure 2.2). Similarly, the HiDAC system by Pelechano et al. [72]

implements a two layered architecture for each individual agent having a high and low level com-

ponent (Figure 2.3). Each individual character in the Sims series of games is modeled as an agentPan
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Figure 2.2: Autonomous Pedestrians Shao et al. [89] introduced a complete simulation frame-
work for autonomous pedestrians in a relatively large crowd simulation of the Pennsylvania Train
Station.

(the Sim) with certain physical characteristics (age, height, sex), current internal/psychological

state (happy, sad, hungry, etc) and a set of goals. The main focus on these games is the higher

level behaviour of the Sims and therefore they try to optimize a utility function based on these

states [95] whereas local collision avoidance with other Sims is not implemented.

2.2.1 High Level Behaviour

High level behaviour is responsible for giving purpose and goals to individual characters. This

component should be able to present enough variation to the characters to look and feel different

but not to such an extent that this variation is unrealistic.

Loyall et al. [56] give individual characters goals and priorities to enrich virtual characters

with distinct, recognizable personalities, whereas Perlin et al. [76] uses scripting to do so. FungePan
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Figure 2.3: HiDAC Behaviour in the HiDAC system consists of two layers; high and low. Figure
adapted from [72].

et al. [17] proposed a cognitive model over virtual humans it is defined what a character knows,

how this knowledge is acquired and how it is used to plan actions for the character. This model

was later used to give purpose to individual characters in a train station [89]. Yu et al. [108] use

hierarchical decision networks to simulate the social interactions between pedestrians in urban

settings. More recently, Shoulson et al. [92] introduced ADAPT that helps in defining character

high level behaviours using parametrized behaviour trees.

2.2.2 Path Planning

Path planning is the process by which autonomous characters find collision free paths from

one point of the scene to the other. To do so, the characters should be equipped with either local of

global knowledge of the scene. This differentiation between local and global knowledge can affect

both the simulation and in the case of interactive applications such as games or VR installations,

the experience felt by the user.
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Figure 2.4: Crowd Steering approaches can be divided into two major categories: macroscopic
that deal with the crowd as a whole and microscopic which give more emphasis on individualized
behaviours. Both can be implemented either though giving explicitly rules or implicitly from
examples of the required behaviour.

Popular approaches for path planning include A∗ [23] which is an extension to Dijkstra’s

shortest path algorithm [13] that uses heuristics on the paths, potential fields [91, 106] and proba-

bilistic roadmaps [37]. Pettré et al. [77] employ navigation meshes calculated over the geometry

of the scene for real-time rendering and simulation of crowds whereas Geraerts and Overmars [19]

introduced the concept of path planning using corridor maps.

2.3 Crowd Steering

Crowd steering is the process by which virtual characters move in their environment between

intermediate goals (i.e., in the most simple form it could be “move on path P towards point A”)

and is responsible for handling interactions between characters and the environment. Over the

years, a large number of different methods have been proposed in the literature taking widely

different approaches, which can be divided into two major categories (Figure 2.4): macroscopic

and microscopic presented in Sections 2.3.1 and 2.3.2 respectively. In both of these categories, wePan
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Figure 2.5: Continuum Crowds The Continuum Crowds algorithm from [99]; a dynamic poten-
tial field is calculated based on various goals, dynamic obstacles, etc. which is then used to update
virtual people’s positions.

can find models that are either explicitly defined by an expert or implicitly defined by some form

of data such as videos of real world people.

2.3.1 Macroscopic Simulations

2.3.1.1 Explicit Models for Macroscopic Steering

Macroscopic crowd simulation methods aim to simulate the crowd as a whole with a greater

emphasis on the global appearance; individual character behaviour is usually not required and is

of little importance. One common approach in these methods is the use of velocity or force fields

to guide the characters in a collision free manner. Approaches with this formulation are the tiled

velocity field approach of Chenney [10] and the dynamic potential fields of Treuille et al. [99] and

Hughes [31]. The fields in [10] are typically predefined by a designer whereas the ones in [99]

change over time depending on goals and the dynamic positions of other characters (Figure 2.5).
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Figure 2.6: Vector field learning from Courty et al. [11].

2.3.1.2 Data-Driven Models for Macroscopic Steering

Courty et al. [11] proposed a data driven approach to learn such a vector field from videos

of crowds; frames from the source video of crowds are extracted and a vector field is estimated

finding inter-frame changes (see Figure 2.6). Crowds are then synthesized by finding and creating

transitions between vector fields, similarly to the work done by Schodl et al. [86] and Kwatra et

al. in [42] for videos and by Kovar et al. [39] for single character animations.

2.3.1.3 Some comments on Macroscopic Models

The main advantage of macroscopic models is the capability of simulating large numbers of

virtual characters at minimum cost and therefore are ideal for cases where large environments are

to be considered. Due to their nature, i.e., they do not take into account high level goals for the

individual characters (with the exception of the Continuum Crowds [99] approach where they are

taken into account during the update of the dynamic potential fields), there is not much diversity

in the virtual humans behaviour which makes them look less realistic when compared to real

world humans. Narain et al. [64] introduced a hybrid approach where global behaviour is definedPan
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similarly to Treuille et al. [99] and local collisions are handled using a microscopic (geometric)

approach to enhance the believability of local behaviour.

If there is a need for smaller scale, more believable and divergent crowds, microscopic models

are more appropriate.

2.3.2 Microscopic Simulation

Microscopic crowd simulation approaches model each individual character in the scene as

an entity; usually following agent based or particle based approaches. The main idea behind

microscopic models is that complex believable global behaviour patterns can emerge from simple

local rules. Some of the early works, such as the seminal work by Reynolds [81] and many that

followed thereafter [46,82,89] employ manually defined rule-based approaches. Others make use

of particles and social forces [25, 26]. Lately, there has been an interest in data driven approaches

[34, 48, 51, 66, 68, 78] where data from real crowds such as people walking in a mall or people in

controlled environments are used to implicitly extract rules automatically [48, 51] or are used to

fine tune other simulators (such as the work by Ondřej et al. [66] and Paris et al. [68]). Data driven

algorithms have also been used to learn flows of crowds [11] (see Section 2.3.1.2).

2.3.2.1 Explicit Models of Rule Based Crowd Steering

In the work of Reynolds on simulating flocks of birds [81], it was proposed that global flocking

phenomena can emerge by using simple local reactive rules per individual member of the flock

(the boids). He proposed using three basic rules: separation, cohesion and alignment (Figure 2.7).

Birds that belong in a flock sense nearby flock mates in a small circular area around them and try

to separate from them so that they do not collide, align to their moving direction and also try to

stay near their center of mass so that the flock doesn’t separate. Additionally, force fields aroundPan
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(a) Separation (b) Alignment (c) Cohesion

Figure 2.7: Boids A small number of local reactive rules to simulate the behaviour of flocks of
birds from [81]. Birds sense nearby flock mates in a circular area around them and try to (a)
separate from them so that they do not collide, (b) align to the moving direction of the local flock
and (c) try to stay near the center of mass of the neighbors so that the flock doesn’t separate.
Images downloaded from http://www.red3d.com/cwr/boids/.

(a) Bird Flock (b) Stanley and Stella (c) Schools of fish

Figure 2.8: Flocking Simulations Typical simulations generated using the boids model (Fig-
ure 2.7) In (a) we can see a typical bird flock, in (b) the Stanley and Stella in Breaking the Ice,
the first 3D animation using Reynolds boid model from SIGGRAPH 1987 and in (c) simulated
schools of fish from Reynolds [83].

static obstacles were added to add avoidance of static obstacles. This approach demonstrated that

indeed complex flocking behaviour can emerge from a small set of simple rules and it was used

to successfully simulate flocks and herds of animals for various movies such as Batman Returns

and The Lion King. Reynolds later extended his model with additional steering rules [82, 83] to

simulate more complex characters such as pedestrians, cars and also mechanisms to help simulate

higher level behaviour such as leader following, running away from predators, etc. In Figure 2.8

some images from flocking and herding behaviour using Reynolds models can be seen.

Van den Berg et al. [105] introduced a geometrical approach to agent based simulation; the

Reciprocal Velocity Obstacles (RVO). The main idea behind this work is that agents calculatePan
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collision free velocities using as input the current positions, velocities and shapes of other agents

and obstacles. Guy et al. [21] proposed to use the principal of least effort (PLE) (which states that

humans prefer to use as little effort as possible to achieve any goals) to calculate energy-efficient

trajectories for individual heterogeneous agents using the RVO framework.

Helbing and Molnár [26] introduced the social force models approach, where each individual

in the crowd is considered a particle with a given mass, and repulsive/attracting forces are applied

to guide them in the environment. These forces are a measure of the internal motivations of each

individual in the crowd to perform certain movements. To eliminate some of the limitations of the

social forces model, Pelechano et al. [71, 72] introduced the HiDAC (High-Density Autonomous

Crowds) system for navigating autonomous heterogeneous agents with different personalities us-

ing physiological, psychological and geometrical rules – i.e., particles have “soul”.

This rule based approach proved to be very popular and it was employed by many researchers

and commercial products such as the Massive Prime crowd simulation tool [57]. Although some

of these methods are quite scalable [89, 96, 97] and can simulate, contrary to macroscopic ap-

proaches, individualized behaviours they cannot fully capture the range or the subtleties of indi-

vidual behaviours in real life. Real life people react differently in similar situations; some times

they make unexplained decisions such as running into each other or they might stop and start talk-

ing instead of just avoiding each other. These behaviours, even though they look and feel natural to

human observers, are difficult to replicate and capture. The only way to achieve such behaviours

is to implement such a complex system that allows the designer to define a large number of finely

tuned rules [12, 57] and character parameters, which is quite a laborious and especially difficult

task to do by a non expert.

One way to remove this burden from a designer is to introduce data-driven techniques that try

to extract individual agent behaviours from examples of real people.Pan
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2.3.2.2 Data-Driven Crowd Steering

Data-driven techniques have been extensively used in many areas of computer graphics. For

example, many recent texture synthesis techniques are able to synthesize large textures from small

examples [42] and fill in holes in images [14]. The image analogies approach uses examples to

learn about and reproduce relationships between image pairs [27]. Additional applications include

surface completion [90], image colorization [33], image segmentation [85]. Zhang et al. [109], use

an idea similar to the motion graph for simulating fire by transitioning between already simulated

fire particles.

Recently, data-driven crowd simulation methods have emerged as an attractive alternative to

defining crowd rules directly. These techniques derive the rules governing a crowd indirectly from

source data such as videos of crowds [34, 48, 51], sketching of trajectories by users [98] and also

synthetic data [45, 48] and so in essence these techniques try to reverse engineer and imitate the

complex behaviour of people and animals. The promise of using these kind of systems is that

agents will “learn” how to behave from real-world examples, keeping the natural crowd ambiance

with a wide range of complex individual behaviours without the effort of defining an explicit

behavioural model.

One of the earliest data-driven crowds [45] used a motion graph approach for synthesizing

group behaviour. In this approach, data from an existing rule based system that simulates flocks

of birds [81] were used to create a tractable motion graph that is used at runtime to generate

a new flock with similar behaviour to the input. This method makes the assumption that the

input examples follow a well defined behaviour model, such as a flocking system with a restricted

configuration space (i.e., a constant number of birds) and therefore this approach used in the

context of a complex crowd simulator such as an inhabited city is not possible. Graph basedPan
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Figure 2.9: The data driven framework from Lerner et al. [51]

simulation was also used in [43] for guiding a single group of agents navigating together, but again

the limitation that these agents should move in groups and the great variation in the movements of

a general human pedestrian crowd would render these methods impractical.

Databases of examples In fairly recent works by Lee et al. [48] and Lerner et al. [51], trajecto-

ries learned from videos of real life crowds are stored in databases alongside some representation

of the stimuli that affected their steering behaviours (Figures 2.9 and 2.10b). During simulation

time agents match their current stimuli to the ones stored in the database, and navigate accordingly.

Following from these Lerner et al. [53] used the database in order to add secondary actions to the

characters such as talking to each other, waving etc. Ju et al. [34] take input data that represent

different styles of crowds and blend inbetweenthem to generate new collision free crowd anima-

tions (Figure 2.11). Metoyer at al. [60] allow the user to define specific examples of behaviours,

while Musse et al. [63] extract paths from a video for a specific environment.

Parameter Estimation Several works [68,78,102] (Figure 2.10a) use motion capture data in a

controlled environment to estimate collision avoidance and anticipation parameters and proposed

prediction based approaches to crowd steering. Moussaı̈d et al. [61, 62] used data from videos ofPan
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(a) (b) (c)

Figure 2.10: Data-driven crowd simulation frameworks. (a) Controlled tracking of people
from [68]. (b) Captured and simulated data from [48]. (c) Sketching interface to define input
trajectories from [98].

Figure 2.11: Morphable Crowds Ju et al. [34] introduced the idea of morphing between existing
crowd motions to generate new larger collision free crowds.

real crowds to modify Helbing’s social forces model [26], looking in particular on how to treat

group formations in a more realistic way. Karamouzas et al. [36], used empirical data of crowds

from [62] and their distributions to simulate and evaluate social groups in crowds.

Looking a bit further away, Biology researchers [28] proposed using input from stereoscopic

videos of Starling birds to estimate a statistical model of their massive and complex flocking

behaviour. In all the above cases the examples are used to refine an underlying behaviour model

therefore they are still bound by the limitations of the model.
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Figure 2.12: Li et al. [54] proposed recording small crowds in a controlled environments and then
generating larger groups of people using crowd patches.

Tiling Motions Other techniques, such as the one recently proposed by Li et al. [54] record

small crowds in a controlled environment and then generate larger crowds by concatenating smaller

patches of crowds finding proper transitions between them (Figure 2.12). Similar works by Lee et

al. [49], Yersin et al. [107] and Kim et al. [38] concatenate crowd motions stored in patches.

Very relevant to the proposed methods in this thesis are the data driven methods used in anima-

tion and motion synthesis for single character motion synthesis [30, 40, 55, 70, 80] and especially

Motion Graphs [40].

2.4 Evaluation and Analysis

There are three general approaches to crowd evaluation: user/perceptual studies, statistical

measures and data-driven approaches.
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2.4.1 User Based Evaluation

Almost every work on crowd simulation has some qualitative evaluation of the simulation

based on videos or images of the simulations. After all, the final judges of crowd realism will

be human beings who live amongst crowds all of their lives. There has been a lot of work on

evaluating appearance of crowds such as the work by McDonnell et al. [59]. Pelechano et al. [74]

use presence as a metric to validate simulated crowd behaviours.

The problem with users though, is that if there is no careful selection of what to show the user,

he/she might be biased; if for example steering behaviours are to be evaluated and the designer

adds virtual humans with bad animation quality the user might underestimate the performance

of the algorithm and vice versa. In steering approaches for example, some simple primitives to

represent the character might be enough. But this could also lead to misconceptions, since steering

behaviours that look good as circles might not look as good when rendered as virtual humans

since the movements might require them to make unusual poses. Therefore more quantitative

approaches should be used.

2.4.2 Statistics Based Evaluation

The most typical way to assess the correctness of a simulation is by devising a number of

meaningful evaluation metrics, such as the time required for the characters to reach their destina-

tions or the average number of collisions. In the animation community, Reitsma and Pollard [79]

defined task-based metrics for evaluating the quality of individual trajectories. Singh et al. [93]

proposed a number of predefined test-case scenarios along with different quantitative metrics to

objectively assess the steering behaviours of virtual characters (SteerBench framework). More re-

cently, Guy et al. [22] proposed the entropy metric to estimate how closely a given simulation state

matches real-world data. Kapadia et al. [35] introduced an approach to characterize the space ofPan
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all possible scenarios that a simulated agent can encounter and proposed a set of metrics to capture

the quality of a simulator in this space.

Assessing the quality of crowd steering using statistics could still be problematic; for example

crowds in real life do not always try to find the most efficient route or take the least time to reach

to a goal. This is due to the large variability of humans with different age, sex, size, preferences,

culture or psychological state. Data-drive approaches try to solve some of these problems by

comparing simulations with real world crowds or data from correct (or desired) simulations.

2.4.3 Data-Driven Evaluation

Lerner et al. [52] proposed a data-driven approach that determines how similar the behaviours/

trajectories of simulated entities are to the ones obtained from video footages of real crowds. This

approach was extended in [36] to evaluate the behaviour of small pedestrian groups. Guy et al. [22]

proposed an information theoretic approach that employs entropy for evaluating the behaviour of

a crowd as a whole using data from real world crowds as reference.

Conceptually, the proposed framework from Chapter 5 seeks to capture the advantages of both

the user-driven analysis presented in SteerBug and the data-driven driven evaluation of the data

driven approaches presented in this paragraph in a robust fashion.

2.4.4 Automatic Behaviour Annotation

A lot of work has been done to for mining similar trajectories in spatial databases, but these

methods are mostly concerned with the spatial distribution of trajectory points [84] and not lo-

cal agent based approaches. Work on classifying trajectories has been extensively studied in

surveillance systems to identify abnormal pedestrian trajectories [67] or classifying vehicle tra-

jectories [16]. In [47], Lee et al. use a series of features for characterizing satellite capturedPan
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vessel trajectories. This last approach bears some similarity to the approach presented in Chap-

ter 6 in the sense that both of the approaches take into account local and global characteristics of

the trajectories for classification, however both the classifiers and the application domain are very

different.

2.5 Conclusion

Even though some agent based data-driven techniques for simulating virtual humans have

shown realistic results, this comes with a large performance penalty due to continuous database

searches at every simulation step. Additionally, decisions for each simulated agent are based on

only their current state and therefore quality might suffer. In this thesis, methods to improve both

performance and quality are studied and implemented (Chapter 4). Using data to evaluate and

analyze crowds and individual agents are a very promising method to help develop better methods

for simulation. Most of the proposed data-driven methods examine the crowd as a whole or each

agent’s entire trajectory. Additionally, these methods work in a particular environment. Methods

to analyze agent centric temporal segments are proposed (Chapters 5 and 6). These methods

manage to analyze, tag, rank and identify abnormal local agent behaviours.
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Chapter 3

Framework

A simple agent based crowd simulation framework is presented here as a basis for the proposed

data-driven crowd simulation system that is presented in Chapter 4. Firstly, an agent based model

of a human being is presented, followed by a simple agent based crowd simulator. Finally, different

state representations are presented that encode the information as this is sensed by the virtual

agents.

3.1 Agent Based Crowd Simulation

As discussed in the previous chapters, one of the most popular approaches for simulating vir-

tual characters is with modeling individual virtual characters as Intelligent Agents that collaborate

to accomplish individually (or globally) assigned tasks. In order to understand what an intelligent

agent is, we first describe a model for the human being that can be simplified so that autonomous

virtual characters can be implemented on computational systems.

36
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3.1.1 A Model for Humans

A Human Being can be considered as an autonomous biological entity (Figure 3.1) that lives

in different environments (a house, streets or even the whole world), it perceives it using mainly

five main senses (sight, hearing, taste, smell and touch) through sensors found on its body (eyes,

ears, tongue, nose and hands/body), it processes information though its brain (mainly) and acts

to achieve goals such as working, educating itself, exercising etc. Humans have other senses

also such as the vestibular system that helps in balancing and having a sense of orientation or

thermoception and chronoception that help on temperature and time perception respectively. Even

more so, humans have an innate ability to learn (well. . . most of them at least) ; this means that

their actions not only affect the environment and themselves at the given time, but they also adapt,

they gain new knowledge to solve similar problems in different ways and they can also can affect

the culture and history of their species. Different people react to the same stimuli in different ways

due to different experiences, education, upbringing and physical characteristics.

Humans as information processors The amount of information processed by humans is enor-

mous and cannot be possibly simulated (at least with current technology) to the full extent. Fig-

ure 3.2 shows an information theoretic approach of modeling the sensing/action model of humans

by Tor Nørretranders [65]; humans sense large amounts of data (∼ 11GBytes/sec) process them

using a very efficient processor that is capable of identifying important data and acts by using

its muscles. Out of these data, only a portion is processed (< 1%) with each sense contributing

different amounts of information. Most of the information comes from the optical system, with

big contributions coming also from the acoustic and tactile sensors.

Notice that the optical information is at least 10 times more than the acoustic and 25 times

more than the tactile ones, with the other senses providing even less (≤ 1%). That doesn’t meanPan
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Figure 3.1: Humans as agents in the real world Humans are highly complex life forms with
multitude of senses, and even more complex decision making mechanisms that are affected by
brain, passion, culture and experiences. Their actions affect not just the environment they act
in, but themselves also; they learn, adapt (both mentally and physically), they affect history and
cultures and they do so throughout their entire lives.

of course that the data is of equal importance due to various reasons such as noisy data, the envi-

ronment, coherence between time (sound for example with static imagery could be more important

or some senses in people with inabilities such as blindness) and attention exhibited by the human.

Humans process all this information many times per second using knowledge and experience they

gained through their lifetime and act to express themselves using their muscles.

Muscle movement comes from 4 main components of the human body which more or less are

of the same importance as far as muscle activation is concerned (∼ 20− 30%):

• Skeletal, which is mostly responsible for locomotion and expressive movements

• Facial, to display emotions and subtle messages

• Hands, for object manipulation and expressionsPan
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Figure 3.2: Humans as information processors An information theoretic model of the human
senses; huge amounts of data flow through a human being every second (∼ 11GBytes/sec), with
most of the data coming from the optical, acoustic and tactile sensory systems. A human being is
capable of processing all these data very efficiently and take decisions that are mostly expressed
through its muscular system; notice that even though the face is a small part of the human body it
affects 19% of the muscular system. Image adapted from Tor Nørretranders [65].

• Language, for auditory expressions

This tells us, that even though some of them constitute a small part of the human body (such as

the facial muscles), all of them are important and therefore if one wants to have proper simulation

of humans; he/she should take into account all of these ways of expressing actions. Obviously, we

are far away from the moment where we will be able to model (IF ever that is) such complexity

of not just a single virtual character but multitudes that interact with each other. There are a lot of

unknowns such as how do really people store, access and process previous knowledge to handle

new situations. This leads us to a more simplified approach; similar to the one shown in Figure 3.1.

Pan
ay

iot
is 

Cha
ral

am
bo

us



40

Figure 3.3: Typical Agents Agents sense the environment they “live” in through sensors, such
as their eyes or ears (when talking about humans). Then they process the sensed data and decide
on actions to perform, through their brains and actuators (such as their body) respectively. Their
actions affect the environment, which results in a bi-derectional relationship between agents and
their environment.

3.1.2 Virtual Humans as Intelligent Agents

The model of the human being (and other animals) that was described in the previous section

influenced the design of Autonomous Intelligent Agents, which are autonomous entities that live

in an environment, retrieve information from sensors (i.e., an agent’s eyes and ears), processes

them and performs actions to achieve some goals (Figure 3.3). A lot of the times, these agents can

collaborate to achieve some goals, they can have some kind of learning and memory modules to

be able to adapt to their environments (similar to real humans but at a much smaller degree). As

such, humans can be considered as the most complex agents; the holy grail of artificial intelligent

researchers.

The three main components of a virtual human are sensing, thinking and acting:

Sensing In most of the work presented in this thesis, sensors return simplified representations

of the local state near the agent. Agents typically store their own internal state and inform a global

spatial database with their positions so that agents can retrieve positional information for all thePan
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other agents (Figure 3.5). Our main state representation assumes a very simplified vision based

approach (the Temporal Perception Pattern – TPP, see Chapter 4). Alternative approaches encode

basically the relative positions of neighboring agents to the agent’s local coordinate system.

Thinking A typical model for “brains” of virtual humans can be seen in Figure 1.7; a virtual

human should be able to make high level decisions, path routes from one goal to another and steer

between (sub)-goals in a layered manner. Typically, in agent based simulations, a ruled based sys-

tem is responsible to make decisions based on knowledge given by the designer. Alternatively, and

this is the approach we employed in this thesis; data from real world crowds act as the experience

gained by a real human being and the decision mechanism for navigation is extracted implicitly

based on these data and used throughout the lives of the agents. Goals are set using a higher level

user defined system, since it is quite difficult to capture higher level goals of real human beings

just from videos.

Acting Agents in the proposed framework are mainly equipped with one type of action; steer-

ing between higher level goals. This means that virtual humans move from one point to another

whilst trying to interact as realistically as possible. These actions are performed by mimicking the

steering behaviour of people of of (mainly) real world examples; which in a lot of the cases in not

simply avoiding potential collisions with other humans but also higher level interactions such as

talking, stopping etc.

Having a model that describes each individual virtual human as an agent, a simple simulator

can be easily defined.
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3.1.3 Basic Simulator

Each agent in the environment is equipped with a set of characteristics (such as size, age, genre

etc) and a set of goals (typically a priority queue), which are decomposed into simpler tasks (such

as move from point A to point B).

On the most basic level, a simple crowd simulator (Algorithm 3.1) loops over all agents and

lets each agent query the environment to get its current state, select appropriate actions and per-

form them. Querying the environment is usually performed through some spatial data structures

such as grids or kd-trees that hold the positions of other agents and static objects. Action selec-

tion can be performed using either ruled based, data-driven (i.e., rules are implicitly defined) or

hybrid systems (i.e., a combination of the two). Typical actions in a crowd simulation system in-

clude velocity changes, forces or trajectories to follow. Performing an action involves moving the

agent to its new position, and in the case of a 3D environment, the proper animations are played.

Most of the times, performing these actions influences both the agent and the environment and

therefore the previously mentioned spatial data structures are informed for changes (or they are

rebuild). This procedure typically continues until all agents accomplish their goals; proceeding to

new goals typically means decomposing it into simpler goals that are easily manageable.

Updating each individual at every simulation frame is usually not recommended since (a)

typically human beings take actions that last more than a percentage of a second and (b) it’s com-

putational overkill Typically agents are split into Nb buckets and agents in each individual bucket

are updated either sequentially every Nb frames with longer lasting actions or concurrently (in a

multi-threaded environment). Most of the times, and this is similar to the approach we follow on

the Perception-Action Graph (Chapter 4), agents should not perform actions immediately, rather
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Algorithm 3.1 Basic Crowd Simulation Algorithm
INPUT
A: Set of agents
E: The Environment

{Main Loop}
for all Ai ∈ A do

if Ai.hasGoals() then
state← Ai.queryEnvironment(E)
action← Ai.brain.calculateAction(state)
Ai.performAction(action,E)
if Ai.currentGoal().achieved() == True then
Ai.proceedToNextGoal()

end if
end if

end for

they select possible actions and at the end of the simulation step they collaborate on selecting best

actions (Algorithm 3.2).

Frameworks by Shao et al. [89] (Figure 2.2) and Pelechano et al. [73] are similar to the one

presented here; state of the pedestrians is composed of external state from perception of the envi-

ronment and internal state that characterizes individuals. This information is used by the higher

level layers (which are rule based) to decide on actions the agent should take.

Data-Driven Simulation In a data-driven simulator, the action selection mechanism employs

data of real world crowds to decide on actions (Figure 3.4). This typically means, that whenever an

agent has to decide on an action, a database of state–action pairs is queried to select an action (or

a set of actions) to be applied. These techniques are slow since typically state representations are

high dimensional and searches are continuous, but have the added benefit of being more realistic

to a typical rule based system. Additionally, actions are in most cases dependant of the currently

observed state only and do not take into account previously observed states and actions.
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Algorithm 3.2 Crowd Simulation with agent collaboration
INPUT
A: Set of agents
E: The Environment

{Main Loop}
possibleActions← {}
for all Ai ∈ A do

if Ai.hasGoals() then
state← Ai.queryEnvironment(E)
actions← Ai.brain.calculatePossibleActions(state)
possibleActions.add({Ai, actions})

end if
end for
{Find the best actions to be performed for all agents}
[Â,actions]← selectBestActions(possibleActions)
{Perform selected actions}
for all Ai, actioni ∈ [Â,actions] do
Ai.performAction(actioni,E)
if Ai.currentGoal().achieved() == True then
Ai.proceedToNextGoal()

end if
end for

3.1.4 State Representation

State representation is important, since it should be able to represent as compactly as possible

the most important stimuli that affect the behaviour of agents. Since in typical crowd simula-

tion systems we are mostly considered for steering; information such as positional information

of agents and statistical information are the typical approaches employed in the literature. State

should be able to represent not only the current instantaneous state of an agent and its surround-

ings, but also encode temporal information; that is information over time. Typically, temporal

information is either encoded with temporal parameters such as velocity or a number of instanta-

neous states; i.e., a number of states over a timewindow. Additionally, state should be encoded

using a constant number of parameters and each parameter should have the same semantics over

time; e.g. the first parameter should always be the distance to the nearest neighbourr. This isPan
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Figure 3.4: Data-Driven Agents A data-driven agent typically employs examples from real world
crowds to decide on actions.

especially useful when we are considering data-driven approaches where databases of example

situations are typically used and therefore searching should be as simple as possible. Lerner et

al. [51] for example employed variable sized state representations, which proved quite difficult to

manage.

In Figure 3.5, we can see some possible instantaneous state representations; that is state of

the currently observed moment only. To obtain these representations the nearest neighbours of a

subject agent are typically retrieved. The arrows indicate the current moving direction of agents

and each state is relative to the moving direction of the subject agent. To have a constant number of

parameters, some of the the approaches in Figure 3.5 divide the area around the agent into 8 regions

and for each either the distance to the nearest agent (Figure 3.5b – similar to the work by [48]), the

average flow (Figure 3.5c) or some statistics such as average velocity or density (Figure 3.5d) are

found. The approach in Figure 3.5e on the other hand represents the state using relative positionsPan
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(a) Spatial arrangements of agents (b) Distance based (c) Flow Based

(d) Statistics Based (e) Vectors to neighbors (f) Visibility Based

Figure 3.5: Some state representations Given as input neighbouring agents (a) an agent’s instan-
taneous state relative to its moving direction can be encoded using a constant number of parame-
ters. Typical examples include sector based approaches where distances, (b) flow (c) and statistics
(d) are recorded for each sector. Other approaches include relative positions of a constant number
of agents (e) and visibility based ones (f).

(in polar coordinates – θ and r) to the 4 nearest neighbors, whereas the approach in Figure 3.5f

represents state using a denser visibility approach where all agents in the field of view of the agent

are considered (as cylindrical objects) – this is the approach we selected for our implementation

in (Chapter 4). State in this thesis is based on visibility; based on the observation that most of the

data observed by a human at any given time come from visual stimuli (see Section 3.1.1 and for

more details Nørretranders [65]).

Additionally to the relative placement of nearby agents and obstacles, state could also hold

other parameters such as the desired speed of agents, their goals, their stamina, etc – most of these

data are difficult to observe in real world data for data-driven simulators and are therefore not

considered in this thesis.Pan
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Figure 3.6: The Overall Data-Driven Framework An overall picture of the systems developed
this system. These include a crowd simulator, a system to evaluate crowds based on data and a high
level behaviour annotation system. The evaluation component of the framework can potentially
use data from both the simulation and the annotation components; even though for the latest it is
not required. On top of all these components is a user/designer that defines the desired behaviour
through some data and the required scenario and evaluation metrics.

3.2 Discussion

In this chapter we presented a model for representing virtual humans as agents, possible state

representations and a framework for simulating agent based crowds; both data-driven and rule

based. The complete data-driven framework as it was developed in this thesis is presented in Fig-

ure 3.6. The developed components include an efficient data-driven crowd simulation framework

based on graphs Chapter 4, a data-driven evaluation system Chapter 5 and a higher level behaviour

annotation system based on random forests Chapter 6). An overall picture on how simulation is

performed in the proposed simulation framework can be seen in Figure 3.7.Pan
ay

iot
is 

Cha
ral

am
bo

us



PAG Graph 
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Example Data 

Figure 3.7: The PAG Simulation Framework Two auxiliary data structures; the interaction free
database and the PAG graph are created out of data of real world or simulated crowds and then
used to efficiently simulate realistic crowds in new environments.
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Chapter 4

The PAG Graph

Efficient Data Driven Crowd Simulation

4.1 Introduction

Data driven approaches to crowd simulation such as the ones proposed by Lerner et al. [51]

and Lee et al. [48] are typically slow, since agents in the simulated environment query potentially

high dimensional databases of (state, action) examples at regular intervals, usually multiple times

per second (Algorithms 3.1 and 4.1) to retrieve a number of actions that could be performed by the

agents. Usually these queries are executed using information about the current state of the agents

and not any prior information such as previous states and actions. By using this prior information,

the computation time could potentially be reduced with an added increase in simulation quality;

actions of real life people depend on previous actions they took and do not change rapidly.

Based on this observation, a data driven method for real-time synthesis of believable steer-

ing behaviours for virtual crowds is proposed in this thesis to resolve these issues. The proposed

method interlinks the input examples into a structure called the Perception–Action Graph (PAG)

49
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Algorithm 4.1 k-Nearest Based Action Selection for data based crowd simulations
INPUT
Ai: An agent that can be queried for current state.
k: the number of nearest neighbors to search for in the example database.
OUTPUT
best action: The best action to be applied on the agent. The algorithm selects the k nearest
neighbors and combines them into a single action that will steer the agent away from the potential
collision.

state← Ai.query environment()
actions← find closest matches(state, k)
best action← combine actions(actions)

return best action

which can be used at run-time to synthesize believable virtual crowds efficiently. The input ex-

amples are encoded using Temporal Perception Patterns (TPP) which in essence encapsulate the

temporal state of people in tracked data at any given moment (Figure 4.6). TPPs are basically a set

of temporally consecutive instantaneous agent centric states (Section 3.1.4) such as visibility, dis-

tances to nearest neighbors, statistics, etc. Nodes of the proposed graph structure represent groups

of similar TPPs (which define the perception) whereas the graph’s edges indicate transformations

that were observed between each other. The edges store trajectories that are to be followed by the

agents (the actions). The proposed method has been tested in various scenarios using a number of

different input data and was compared against the nearest neighbors alternative approach which is

used in most crowd data driven approaches.

We demonstrate results with up to an order of magnitude speed-up with similar or better sim-

ulation quality.
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4.2 Overview

In typical data-driven crowd steering techniques such as the ones proposed by Lerner et al. [51]

and Lee et al. [48], the (state, action) database is queried multiple times per simulation step, poten-

tially once for each agent, in order to retrieve the best matching examples and apply the appropriate

action . These queries are usually the bottleneck due to both the high dimensionality of the state

representation and the time to select the appropriate action from the returned ones. Dimensional-

ity is a problem, unless approximate approaches, such as Approximate Nearest Neighbors (ANN)

search or Principal Component Analysis (PCA) for dimensionality reduction are employed. Even

more so, these queries are executed at each simulation step since these approaches assume that

crowd steering is more or less a Markov process; agent decisions are based on their current state

or at most their previous step’s decision.

In the preprocessing phase of the proposed methodology, the input data are arranged into a

data structure called the Perception-Action Graph (PAG) (Figure 4.1), in order to improve both

run-time speed and quality for data-driven crowd simulation. Run-time speed is improved due to

the dramatic reduction in nearest neighbor searches whereas the emergent behaviour patterns are

of high quality due to the selection of actions that are dependent on previously selected ones and

are therefore more consistent. The PAG framework can be used to control the low level steering

behaviour of a large number of virtual characters without taking full control over an independent

higher level controller/path planner that assigns, modifies or cancels higher level tasks and targets

for agents at simulation time.

It should be noted here that, as in previous data-driven methods, agent behaviour is assumed to

be affected mainly by external and not internal stimuli such as other agents and nearby geometry.

It is acknowledged that internal stimuli emanating from the person’s state of mind, mood, beliefs,Pan
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PAG Graph 

Interaction Free DB 

Example Data 

Figure 4.1: The PAG Simulation Framework The proposed data-driven simulation framework
is divided into two parts; data preprocessing and run-time simulation. During preprocessing, two
auxiliary data structures; the interaction free database and the PAG graph are created out of data
of real world or simulated crowds and then used to efficiently simulate realistic crowds in new
environments.

higher level goals and so on, are also important but these are hard and most of the times impossible

to observe in the input video frames and are therefore neglected. In this work external stimuli is

represented to account for the flow of perceptual information as this is observed by the pedestrians.

Therefore, the steering behaviours of pedestrians, such as turning, accelerating or stopping is

assumed to be correlated to this representation and in addition to their higher level goals. This

means in practice that the agents move towards their higher level defined goals while at the same

time reacting to changes in their visual stimuli.

Input data can be obtained either from videos of real life crowds or extracted from other crowd

simulations. At a preprocessing stage, similar situations are identified, clustered and intercon-

nected in a graph structure (the PAG) exploiting possible transitions from one perceptual state to

another. Each cluster stores also the different actions taken by the pedestrians due to that situation.

Additionally a database of actions that were taken in interaction free (IFDB) situations is gener-

ated. At run-time, simulated agents employ both the PAG and the IFDB to simulate efficiently

behaviour similar to the input data.
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Temporal Perception 
Patterns 

PAG Graph 

Crowd Videos Trajectories 

Sampled 
Trajectories 

Interaction Free DB 

Figure 4.2: The PAG framework’s preprocessing pipeline People from videos of real life crowds
or expensive simulations are tracked, their trajectories are extracted and sampled resulting in the
PAG graph generation for the samples having interactions alongside a database of interaction free
trajectories (IFDB).

4.2.1 Data Preprocessing

Training data is obtained from either videos of crowds or simulations. These data consist of

trajectories that were followed by agents over the time they were tracked and descriptions for

obstacles such as buildings, benches etc.

These trajectories are then sampled at regular intervals (Figure 4.2). Each sample encodes the

state of an agent in the pedestrian’s local coordinate system, i.e., with the user at the origin facing

along the positive Z-axis. A set of N consecutive samples on the same trajectory (typically 0.5–2

seconds) represent an example situation encountered by the pedestrian (the TPP) which in essence

encode the aforementioned flow of information observed by the pedestrian (Figure 4.6).

These examples are then processed and linked together into the PAG data structure depending

on their similarity and order of appearance. The PAG is a directed graph G = (V,E) in which a

node Vi represents a TPP and an outgoing edge Ei,j represents an action Ai,j that was partially

responsible in transforming the TPP stored in node Vi to the one in node Vj (Figure 4.5). An

action is defined as a trajectory segment followed by a pedestrian in the input.So, in essence the
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Goal 
Reached 

Interaction 
Detected 

Interaction 
Free 

Begin 

Figure 4.3: Agents’ state diagram An agent moves towards its goal by using the interaction free
trajectory DB. Whenever an interaction is detected; it utilizes the PAG to resolve it.

PAG structure encode states that pedestrians met in the input data interconnected with actions that

partly were responsible for the transformation from one state to another.

4.2.2 Simulation

A simulation scenario is composed of the static environment alongside the initial configuration

of the agents (positions, velocities, possible desired destinations). As the simulation runs, agents

sense at regular intervals the environment to generate TPPs. If the agents do not have any stimuli

in their field of view, they simply choose to move towards their goals using trajectories from the

Interaction Free DB (IFDB), which is a database of all actions that occurred during states that did

not contain any interactions. Whenever interactions are sensed (i.e., an external stimuli enters the

sensing area of the agent), agents search the PAG to find the node that mathces their state the most

as a starting point to handle the interactions (Figure 4.3).

Traversing the graph leads to behaviours such as collision avoidance, agents stopping to talk

to each other, leader following etc. Neighboring agents collaborate to select the best actions at

each simulation step by performing constrained walks of the PAG. Best actions are defined as
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the action that minimize the error between actual agent states and those stored on the currently

traversed nodes of the PAG (Figure 4.10).

A more detailed description of the preprocessing and simulation phases follows in Sections

4.3 and 4.4 respectively.

4.3 Graph Construction

4.3.1 Data Acquisition

Given a video of crowds, a software to manually track crowds is used to track individual

peoples’ positions at each frame of the video. A set of trajectories are generated and stored as

either a series of points or as a more compact spline representation. These trajectories are then

used as the input to the graph construction algorithm. For experimentation reasons, trajectories

from other rule based crowd simulation systems such as the ones by [82] were also tracked.

Trajectories More formally, after processing the videos, the input consists of N trajectories

Ti, i ∈ [1, N ] and each trajectory Ti, is defined by a series of Mi 3-dimensional points Ti =

{pk(xk, yk, tk): k ∈ [1,Mi]}, where xk and yk represent the position of the tracked person ortho-

projected on flat ground in real world coordinates at time tk (with 0 indicating the beginning of

the video) .

Obstacles Additionally, static obstacles are described by basic geometric entities such as cir-

cles and rectangles. A circular obstacle with center C and radius R is defined as |C− p| = R. A

rectangular obstacle is defined by its width w, height h, it’s center C and rotation angle θ around

the normal vector of the ground plane.
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(a) Visibility Based (b) Radial Based

Figure 4.4: Perception Pattern In (a) state is represented as the agent’s visibility whereas in (b)
the agent’s surrounding area is divided into radial regions and the distance to the closest neighbor
is found for each (similar to [48]). For more state representations, please consult Section 3.1.4.

4.3.2 State Representation

In this work most of the agent states (i.e., the TPPs) are encoded using a visibility based

approach, which means that behaviour is directly correlated to what people observe in their optical

field, similar to the work by Ondřej et al. [66]. In contrast to the work done in [66], we do not use

whole images to represent the visibility of agents and each agent is not represented as a cone, rather

we use a more simplified version in 2 dimensions, assuming that each person is a circle (which

translates into a cylinder in 3D). It is important to emphasize here that the underlying method

can be used with other pattern representations also (such as the state representations presented in

Section 3.1.4) as long as these state representations are encoded using a constant number of values

(Figure 4.4).

Visibility

Visibility encodes the free space in the field of view (FOV) of a pedestrian, i.e., the space that

is not occluded by other people or static objects at a given instance. The FOV is defined by it’sPan
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𝑉𝑖  

𝑉𝑗  

𝐸𝑖,𝑗 

Figure 4.5: PAG A PAG represents transitions from one TPP to another. An edge Ei,j between
two nodes Vi and Vj represents an observed transition between them. This transition was partially
the result of a trajectory (red lines) followed by a person with a TPP similar to the one stored in
Vi.

spread angle φ and the maximum search radius R. It is aligned to the moving direction of the

pedestrian (Figure 4.4a) and is sampled at regular angular intervals. For each angular sample the

distance to the closest object (static and dynamic) is found. The sampling interval is dependent of

the FOV angular width φ, the search radius R and the radius of the agents; denser sampling gives

better approximation of the visibility at the expense of calculation time and memory storage. For

most of the conducted experiments, the FOV width was between 90◦ to 240◦ and was sampled

using 20 to 40 rays.We found that good values are field of view of 120◦ sampled with 20 rays.

Temporal Perception Pattern

A predefined number of consecutive trajectory samples, with each sample consisting of a vis-

ibility pattern are grouped together and form a Temporal Perception Pattern (Figure 4.6). This

representation encodes the perception of people over some time period; usually in the range of

0.5−−2 seconds. TPPs that have no stimuli in any of their PPs (i.e., they can be considered inter-

action free) are removed and added in a separate database of trajectories for interaction free casesPan
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Uncompressed

-20 frames -15 frames -10 frames -5 frames current frame TPP

Compressed

Figure 4.6: Temporal Perception Pattern A Temporal Perception Pattern (TPP) consists of a set
of consecutive in time visibility patterns. (top row) Five equally spaced in time visibility patterns
define a TPP. (bottom row) A compressed version of the TPP.

(IFDB) (Figure 4.2). The remaining patterns are inserted into the Perception Action Database

(PADB) of (state, action) examples where states are represented by TPPs and actions are trajec-

tories followed by the pedestrians during transitions from one observed TPP to another one. Each

of these states has a relatively large dimensionality: if for example a person’s trajectory is sampled

5 times per second and for each sample the visibility is represented with 20 values, the state for a

TPP of 1s length is encoded with a total of 100 values.

In a traditional data driven crowd simulator, the PADB could be queried by each agent at sim-

ulation time to extract the best matching examples to it’s current situation using a nearest neighbor

algorithm and then apply the recovered actions, either directly or after further processing such as

combining the results (as in [48]). This approach is the most commonly used in the data-driven

literature for crowds [48,51,98]. Instead of following this practice which is expensive, a different

approach is employed here: similar TPPs are identified, grouped together and interconnections

between them indicating transitions from one to another are found and used to form the PAG, a

directed graph which is used to speed up the simulation in a reliable manner.Pan
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In Sections 4.3.3 and 4.3.4 a description of the similarity metric and the graph generation

algorithms are presented.

4.3.3 TPP Similarity

TPPs are analyzed and grouped together to form the PAG using an approach conceptually

similar to the one employed in single character animation by Kovar et al. [40]. To find Motion

Graphs, good transition points between poses of bipeds are found using a metric that takes into

account joint positions and orientations over a time window. Since a biped is defined by a constant

number of parameters and no other characters are taken into account, distance between poses can

be found by finding the euclidean distance of joints (assuming the characters have been aligned

properly).

TPP Distance The distance metric in this work should be able measure the difference be-

tween TPPs rather than poses: for each pair of agents/pedestrians (A,B) and each pair of TPPs

(PA,k, PB,m) at times k and m respectively their distance should be found using a proper correla-

tion metric and a normalized distance matrix for all frames (with a value of 1 indicating maximum

and 0 minimum similarity respectively) should be found. For an input dataset of N pedestrians,

N2/2 distance matrices are generated due to symmetric properties of the data. Example distance

matrices and a similarity map that interconnects similar TPPs from a real dataset can be see in

Figures 4.7 and 4.8 respectively. Dark points on Figure 4.7 indicate low similarity, whereas white

indicates high similarity.

Similarity metric Unlike pose comparisons in [40] where the number of joints is constant, the

number of stimuli in an agent’s TPP might vary from 0 to any number. To measure similarity be-

tween TPPs, a metric is required that has a constant number of features and in addition compresses

well without being too sensitive to small changes,especially in the distant stimuli. The proposedPan
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𝑩𝒊 

𝑪𝒋 

𝒅 𝑩𝒊, 𝑪𝒋  

Figure 4.7: Distance Matrices Distance matrices between 4 different pedestrians (A−D). The x
and y axes represent time and the gray scale values represent similarity values with white indicat-
ing the best matches. d(Bi, Cj) is the distance between the i-th and j-th TPP of pedestrians B and
C respectively. The colored dots represent the local maxima that are grouped together to form the
PAG graph. Pedestrian C had a lot of interaction free patterns and therefore it was mostly ignored.

metric is based on smoothed out versions of the TPPs using the lower frequency coefficients of

its type-II DCT (Discrete Cosine Transform) [1]: each visibility pattern of the TPP (Figure 4.6) is

considered as a signal xj(θ), where xj : [−θ/2, θ/2] 7−→ [0, r], θ is the field of view and r is the

maximum search radius of the agent.

By concatenating all m visibility signals xj of the TPP, we get a signal representation of

the whole TPP: x = (x1,x2, ..,xm). This signal is sampled at regular intervals to generate the

sampled signal x′ = {xi : i ∈ [0, N − 1]}. The DCT of this signal is X = {Xk : k ∈ [0, N − 1]}

where:

Xk =

N−1∑
i=0

xicos

[
π

N
(i+

1

2
k)

]
(4.1)Pan
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Figure 4.8: Similarity map for a video of a ”flock” of 24 people in a tourist site. Horizontal
lines indicate the trajectory of a tracked pedestrian over time and the dots points where TPPs were
calculated. Lines interconnect similar TPPs found by distance matrices (top-right corner). Notice
the high similarity between the people due to their flocking behaviour.

Out of these N coefficients (X0 to XN−1), a small number M(M < N) of the lower fre-

quencies are enough to approximate the original TPP quite well (Figure 4.9). Additionally, the

TPP comparison is more stable since data is de-noised at the boundaries of the visibility. In effect,

this approach smooths out the distance matrices. To compare two signals x and y, the Root Mean

Squared Error (RMSE) between their lowest M ∈ [8, 12] DCT frequency coefficients is found

and normalized to [0, 1]. The RMSE is calculated at the frequency domain to reduce calculation

cost of calculating the IDCT (Inverse DCT) of the signals, since the energy of a signal over it’s

entire domain is equal to the energy of its Fourier based transform over all the frequencies [69].

The correlation/similarity of the two signals is calculated using Equation 4.2:

CORR(x, y) = 1−

√√√√ 1

N

M−1∑
i=0

(Xi − Yi)2 (4.2)
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Original 4 8 12 16 20 24 30

Figure 4.9: The effect of DCT coefficients (bottom row) on visibility based TPP compression
for various cases. Here only one of the visibility patterns of the TPP is shown. By using 8-12
coefficients, the original pattern is estimated without much loss in accuracy.

X and Y are the DCT transformed signals x and y respectively. Notice that the sum is up to

frequency M, since frequencies over that are 0.

Best Similarity One scan line of the distance matrix indicates the similarity of a specific TPP

to all other TPPs in the input data. Therefore, the local maxima for each scanline indicate the

most similar ones. This approach of finding the local maxima at every scan line differs slightly

from the approach in [40], where the best transition points are found in a local neighborhood. We

have found that our approach allows for greater flexibility and increased simulation quality due to

increased connectivity of the generated PAG graph with a small performance penalty. Out of all

the scanline maxima, the best over a threshold are selected; increasing this threshold value results

in increased quality but with fewer interconnections and therefore less choices during simulation

(Section 4.5). Usually this threshold is selected to be over 90% similarity (typically even > 95%).

4.3.4 TPP Interconnection

Once the best matches are found, a directed graph (the PAG) connecting transitions between

TPPs is generated (Figure 4.5). In Figure 4.8, a semantically similar graph to the PAG displayingPan
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the connections between similar TPPs can be seen. Each node Vi of the graph groups together

similar TPPs and an edge Ei,j between nodes Vi and Vj is created when a TPP in node Vj was

a followup of a TPP belonging in Vi. We note a important feature of the graph here: TPPs in

nodes are temporally overlapping; i.e., the starting section of the TPP in Vj is similar to the

ending section of Vi . The edges of the PAG store trajectories that the pedestrian in the source

data followed during a transition between TPPs. A node has as many outgoing edges as the

number of TPPs that are clustered there; even though the trajectories in the edges might me similar.

Potentially, a node Vi can have multiple edges pointing to node Vj but each edge can store different

actions (trajectories) that led to that state. After the nodes are interconnected, the PAG is post-

processed to remove any dead-ends so that the graph can be used at simulation time without any

special handling.

4.4 Simulation

The PAG graph can be viewed as a temporal state-action database; where state is temporal in

the sense that is encodes state over some time period and actions are short trajectories. Obviously,

if agents follow blindly random edges of the graph, trajectories will be statistically similar (e.g.

average speed or acceleration) to the input, but the emerged steering behaviour will not be realistic

since agents will not be taking into account other agents and their actions. Additionally, a pedestri-

ans’ perception (i.e., the state) changes over time not only because of his/her own actions but also

due to other peoples’ decisions; a fact that should be taken into account during action selection in

the simulation. Typically, TPPs observed during simulation will differ from the patterns the agents

observe whilst traversing the graph and therefore agents should collaborate so that dynamically

generated TPPs match as much as possible the ones stored on the graph nodes.

More details on the aforementioned issues are to be discussed in the remainder of this section.Pan
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Algorithm 4.2 Crowd Simulation - Update Stage.
Input:
A: Set of Agents A = {Ai : i ∈ [1, N ]}
Output
A: Set of Agents A = {Ai : i ∈ [1, N ]} with updated positions
Update(A):

for all Agents Ai ∈ A do
if Ai.timeout() is True then
Ai.action← select next action(Ai, k)

end if
Ai.update pos()

end for

4.4.1 Basic Idea

A constrained walk on the PAG graph is proposed to simulate realistic virtual crowds: when-

ever any agent in the simulation senses a possible interaction with other agents or obstacles (i.e.,

something enters its FOV in the case of visibility based TPPs) it selects the node on the graph that

mostly resembles its current state as a starting position for interaction handling (Figure 4.3). For

as long as there are interactions in the agents sensing area, the agent traverses the graph by collab-

orating with neighboring agents and applying at the same time the actions stored on the traversed

edges. Behaviour such as speeding up, turning, stopping or even stopping so that the agents act as

they talk emerges depending on the input data. Identifying possible interactions is dependant of

the TPP; in the case of a visibility based representation of the state, an interaction can occur when

something (e.g. another agent or building) enters the agents sensing area (Figure 4.4a).

Simulation Example An example of the proposed approach can be seen in Figure 4.10: three

agents (A–C) interact in a small simulation environment. X represents times at which the agents

were employing the PAG, whereas at all other moments they were employing the IFDB. The

agents are layered so that agents are on the back when they visited a place before another one. A

and B sense each other at timesteps 2 and 3 respectively and begin using the PAG from potentially

different starting nodes. B stays on the PAG for only 3 timesteps; i.e., up to the moment it resolvesPan
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Figure 4.10: State transitions for three agents (A-C). The image in the bottom shows the perception
format of the agents. The numbers next to the agents represent the simulation step and the X
symbol indicates that the agent is currently using the PAG.

the interaction it sensed, whereas A keeps using the PAG to steer from both B and C up to timestep

10. C never had to use the PAG since it never sensed the other two in it’s sensing area. The whole

time agents A and B use the PAG, they collaborate with all the other agents in their neighborhood

(even C which is not using the PAG) to select the best actions (edges).

4.4.2 Initialization

In the proposed implementation, each agent is assigned a path that is either pre-calculated or

dynamically generated using traditional path finding algorithms [24, 103]. Although this is not

strictly necessary, this shows that agents can be controlled by a higher level controller, somethingPan
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Figure 4.11: Binning agents for performance To improve run-time performance, agents are split
into bins of equal size, and at every simulation step only one of these bins selects actions; the rest
follow previously selected actions. In this example, 35 agents are split into 5 bins of 7 agents each
and action selection is performed using a round robin approach.

that is lacking in most data-driven crowd simulation approaches. During the first few steps of the

simulation (Algorithm 4.2), agents simply move toward their first target recording at the same time

their TPP at regular intervals. This could be thought of as the steering memory of the agents, the

memory that holds the state needed for selecting steering behaviours. In the case of visibility based

TPPs, parameters of the visibility such as the field of view angle θ, the FOV sampling rate, the

maximum search radius r etc. are selected to be the same as those used during the preprocessing

of the source data and the construction of the PAG.

Binning for Load Balancing To improve simulation speed and to balance the work more or

less evenly between simulation steps, agents are randomly assigned into X bins of equal number

of agents and agents in the same bin are updated synchronously (i.e., on the same time step)

(Figure 4.11). Agents in the same bin are updated periodically after every X frames of simulation

time making sure that in every simulation frame a fraction of the agents are selecting actions to

apply (which is the expensive section of the simulation) whereas the remaining ones simply followPan
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previously selected actions. X is selected to be equal to the length in frames of the action stored

on the edges of the PAG; e.g. if an action is 5 frames, each agent is updated every 5 frames.

4.4.3 Interaction Free States

As long as the agent has an interaction free TPP, it can just move towards the target by selecting

a trajectory from the interaction free trajectory database (Figures 4.12 and 4.13). A simplified

version consisting of 4–5 2D vectors of the last 1–2s of the agent’s trajectory (e.g. points pt−4 →

pt) is used to query the IFDB and retrieve trajectories from the input that had similar history to

the agent’s. This trajectory is then aligned to the moving direction of the agent and assigned to it.

Possible Deadlocks We note here, that the single best match could be selected as the actions

of choice but this could lead to problems such as deadlocks. If for the example the agent was

stationary, and the best action was to stay at its position, the agent would stay in it’s position

indefinitely (or until some other agent enters its FOV and therefore the agent switches its selection

mechanism to the PAG). To avoid issues like the one mentioned above, a k actions are retrieved

(typically k ≤ 10) and one that moves the agent towards the next target is selected and applied. A

more clever approach here, could be to find in the data average times that pedestrians stayed in a

similar state and let the simulated agents follow on their footsteps; i.e., the agents will have a well

defined probability based action selection mechanism.

4.4.4 Agent Interaction

As soon as an agent detects a potential interaction (Algorithm 4.3), it uses its current TPP to

search for the node with the best matching TPP in the PAG using a traditional k-nearest algorithm.

To improve on the speed and quality of the node search in the PAG, we store simplified (low

dimensional) versions of the TPPs in a spatial data structure (kd-tree). A good strategy is keepingPan
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Figure 4.12: Searching for trajectories in interaction free cases is accomplished using a trajectory
database (the IAFD). A simplified version of the trajectory is used to index into the database and
a trajectory is selected amongst the results.

the lower frequencies of the first and last visibility patterns of the TPP, which together encode

the relative movement of an agent against its neighborhood. A total of 8 to 12 values (4 to 6

coefficients per visibility pattern) were found to be enough to compress the TPP. By indexing into

the kd-tree using this representation, the k nearest matches are found and the best one is selected

by comparing between the uncompressed TPPs. This node indicates the agent’s starting node in

the PAG to handle any interactions up to the moment the agent is in an interaction free state.

Action Selection

When an agent finishes traversing an edge and arrives at a PAG node Vi, a series of actions

are to be considered depending on the outgoing edges Ei,j of the node. These edges lead to a set

of different nodes Vj that correspond to different possible future states that the agent should have;

we note again that these nodes store states found in the input data which correspond to situations

found in the input data and could be slighlty different than the observed states in a simulated

environment. A fitness function O has been defined (Equation 4.3) that takes into account thePan
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neighboring agents predicted future positions and the TPPs stored on nodes Vj . The edge Ek with

the minimal fitness value is selected as the action to be applied by the agent.

Agents Update States This action selection is performed using a greedy approach. Knowing

that the trajectories stored on the edges are of a constant length (time wise), an agent traversing

the PAG predicts the future positions of all the other agents in its neighborhood as this is enforced

by their state. During simulation, agents can be in one of two states: they are either using the

IFDB or they are traversing the PAG (Figure 4.13). Additionally, some of the agents are already

assigned a trajectory from a previous simulation step since they were assigned to a different update

bin (Section 4.4.1) whereas the agents in the same update bin are not assigned any trajectory yet

and are updating the same time as the agent. Some of the agents that have already been assigned

a trajectory are traversing an edge of the PAG while the rest are following a trajectory from the

IFDB. For agents already assigned a trajectory, their future positions are well defined by this

trajectory. For the currently updating agents, i.e., the ones with uncertain possible future positions,

their current velocity is used to extrapolate future positions.

Having all the future positions of the agents in a given neighborhood, the visibility patterns

for both the current timestep and a future timestep (i.e., the next time the agent should update and

select a new action) can be estimated by observing the trajectories on the edges. If the currently

visited node Vi stores a TPPi, which in turn is composed of n visibility patterns V Pi,1, . . . , V Pi,n,

then visibility patterns V Pi,2, . . . , V Pi,n alongside the predicted pattern V Pf represented a possi-

ble future TPP (TPPf ), the state an agent will probably observe after traversing an edge. Having

a set of possible future perception patterns, the agent selects the edge Ei,j that minimizes the dif-

ference between the predicted pattern and the target node’s Vj stored one (TPPj). In essence,

during simulation each agent tries to be consistent with the information that is stored on the graph;
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IFDB 

Follow Previously 
Selected Actions 

PAG 

1. State Selection 2. Query 3. Action Selection 

Possible 
Actions 

Figure 4.13: Action Selection Mechanism. Agents B, C and D selected an action in a previous
simulation step, whereas the rest of the agents have to select an action. A and E use the PAG
graph for action selection whereas F and G use the interaction free database since they currently
do not sense any interactions. A and E collaborate to select the best possible actions using known
trajectories of B, C, D, F and G and extrapolated information.

whatever the agent perceives from the environment and represents its state should match what the

agent is observing on the currently visiting nodes of the PAG graph.

Instead of only trying to minimize the error between the perception patterns, an objective

function that takes into account the target distance is defined:

O(TPPn, TPPf , Tn, Tf ) = (1− corr(TPPn, TPPf ))α
(
Tf
Tn

)β
(4.3)Pan
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Algorithm 4.3 PAG: Select Next Action
INPUT
Ai: An agent that can be queried for current state.
k: Number of nearest neighbors
select next action(Ai, k):
error ← 0
action← new action()
state← Ai.query environment()
if state.free() is True then
action.trajectory ← get trajectory to target(Ai)

end if
if state.moving on graph() is True then
Ai.node← Ai.edge.target node
error ← Ai.node.visibility − state.visibility

end if
if error is large or state.on graph() is False then
Ai.node← select best node(Ai, k)

end if
Ai.edge← select best edge(Ai.node)
action.traj ← tranform locally(Ai.edge.trajectory)

return action

TPPf and TPPn represent the predicted TPP and the TPP stored at the end of the edge re-

spectively, whereas Tf and Tn represent future and current distances from the agent’s target (or

distance to path). corr(TPPf , TPPn) calculates the correlation between the two parameters, with

a value of 1 indicating maximum correlation and 0 no correlation whatsoever, as seen in Equa-

tion (4.2). Parameters α and β represent weights for the two factors. For most of the presented

experiments, weights α and β are assigned to 1; i.e., both are of equal importance.

Jumping nodes on errors After traversing an edge, there is a probability for error between the

observed TPP and the one on the current node. This can lead to inconsistencies on the graph walks:

an agent might drift and move on nodes that differ significantly from what the agent observes. Two

policies were considered here to handle this issue:
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• jump: when a large error is observed, agents could jump to better matching nodes instead

of continuing traversal, employing the same approach as in Section 4.4. This approach

introduces penalty in performance at the cost of better quality.

• no jump: the agent simply ignores the errors and continues traversing the graph keeping the

cost low at the expense of quality

For most of the conducted experiments, assuming that the graph is well connected and the

update frequency is high enough (i.e., 5 times per second), the no jump strategy works well, since

agents in inconsistent nodes try to adapt and move towards more consistent nodes in just a few

simulation steps. Problems arise in complex simulation environments that differ a lot from the

input data. In these cases, nodes tend to have different states than the states observed by the

agents, and therefore the jump policy is helpful. The jump policy can be though of as providing a

weight factor on selecting between two data driven approaches; the simple k-nearest one and the

PAG. A threshold value of 0, means that the agent simply jumps to a new node on every simulation

step, whereas a threshold value of 1 indicates a case where the agents never jump and follow the

edges of the graph. Any inbetween value, balances between the selection of traversing edges or

selecting nodes. An always jump policy that forces jumps at every simulation step (threshold value

is 0) is basically the simple k-nearest neighbors approach; at each time step a search is committed

to find the best matching state and is in essense similar to the other proposed data driven methods

for crowd simulation.

Controlling agents By inserting into Equation (4.3) the distance to the path, a sense of control

is added on the simulated agents; they try to stay near their higher level set path. If more control is

required, one could simply add other factors in Equation (4.3) such as for example the distance to

nearest neighbors, or setting as target another agents to simulate leader-follower with locomotionPan
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Name Trajectories Input Size (frames) Construction Threshold
lerner-flock 23 766 0.95
lerner-zara 148 9013 0.95

lerner-students 330 4432 0.98
eth-hotel 280 18060 0.98
eth-eth 360 12380 0.98
lee-chat 10 602 0.95

reynolds-pedestrians 50 500 0.99

Table 4.1: Input Datasets used for the experiments in this work.

behaviour similar to the input. This means that control can be achieved by just modifying this

equations and no other rules are to be set anywhere else in the simulator.

4.5 Results

To evaluate the proposed simulation framework, a number of tests that use as input both real

and synthetic data (Table 4.1) were performed. These data were collected from various sources

and consisted at their most primitive form of a set of spatio-temporal positions (x, y, t) for each

trajectory. Pedestrians from some of the videos were tracked using our own dedicated semi-

automatic tracker whereas some of the others were already tracked.

Implementation The simulator was implemented employing a server-client based approach

(Figure 4.14) for two main reasons:

• to allow for wide system integration and

• to decouple the simulation from rendering (assuming a relatively fast and reliable network).

The server was implemented using both the Python and C/C++ programming languages and results

were rendered in real time using both an OpenGL and a Unity3D rendering clients, programmed

in Python and C# respectively. All simulations were single threaded and run on a single core of anPan
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Figure 4.14: System Implementation Simulation logic runs in a server that provides agent posi-
tion and state to the renderers.

(a) lerner-flock (b) lerner-zara (c) lerner-students

(d) eth-hotel (e) eth-eth (f) lee-chat

Figure 4.15: Frame grabs from the input datasets of real crowds used in the experiments in this
thesis.

Intel Core 2 Quad Core Q8300 clocked at 2.50GHz PC with 4GB of RAM and no GPU accelera-

tion; even though some parts of the algorithm would definetely benefit from a multi-threaded/GPU

implementation. Evaluation was performed for both simulation quality and performance.

Quality To evaluate the simulation quality, two approaches were followed. On one hand dif-

ferent scenario cases were run using different input data (such as videos of people walking in a

busy street, people chatting, students in university campus etc.) from different video sources andPan
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existing rule based crowd simulation systems and the simulated result was visually compared to

the input data (Table 4.1). On the other hand, different metrics such as speed, angular change

histograms and various other metrics were calculated for both the input data and the simulations

and then compared (similar to the work of Singh et al. [94]). The first ”looks good” approach is

employed by most of the previous authors on crowd evaluation and can act as a first indication of

the quality of the simulations, whereas the second approach tries to correlate the input and out-

put statistics in a quantitative manner. This two-fold strategy was followed since we believe that

crowd simulations should be evaluated both quantitatively and qualitatively; people tend to expect

more when evaluating virtual people and in a lot of the cases they might overestimate or underes-

timate the quality of the underlying algorithms, whereas statistics alone might be misleading since

simulations with similar statistics might be completely different in their behavioural appearance.

Additionally, a method is proposed that tries to find outlier behaviours using a set of statistics.

This method is described in more detail in Chapter 5.

Performance A method similar to the one proposed by Lerner et al. [51] was implemented to

study the timing benefit of using the PAG approach instead of just a database of examples. This

approach is very similar to the one employed by Lee et al. [48]; the main difference is that in the

work by Lee et al. the retrieved examples from the database of example are combined into a single

response, whereas in Lerner et al. one of the examples is selected to retrieve the action to follow.

This method will be known as k −NN from now on.

In this method, during simulation and at every simulation step, all of the agents query a

database of examples using the agent’s current state using a nearest neighbors approach (k−NN ).

Each query returns the k nearest (state, action) pairs (Algorithm 4.1) out of which the best exam-

ple is selected using a more aggressive and accurate comparison method. In order to make the

Pan
ay

iot
is 

Cha
ral

am
bo

us



76

comparison fairer and eliminate any variations that might arise due to different state representa-

tions, state in the k −NN approach is represented using TPPs instead of the state representation

in [51]. It should be noted here that Lerner’s et al. state representation could be used to generate

the PAG graph; TPPs can be any time varying state representation of constant dimensionality (Fig-

ure 4.4). The same coding optimizations and parameters are used throughout the implementation

of both methods, thus in the results that follow we emphasize more the relative speed-up and pay

less attention to absolute frame rates - a pure C/C+, more optimized, implementation of the same

methods would surely be significantly faster but relative differences are the same.

For all the experiments described in this section, each scenario was run multiple times (10

times, unless mentioned explicitly) and results were averaged out to reduce artifacts due to noise

such as OS task scheduling, disk operations, etc. It should be noted here that in most cases each

separate simulation is actually well behaved with low variance (i.e., it’s of Θ(g(n)) complexity).

4.5.1 Preprocessing

Typical graph construction time ranges from 1 to 60 minutes and is highly dependent on the

input data size. This time includes the data preprocessing and analysis time, similarity compar-

isons and graph generation which is simultaneously stored on disk for later use alongside with all

the necessary parameters. A large PAG graph takes up to 30MB when loaded in memory. During

our experiments it was found that good values for graph construction are of 95 − 99% similarity

which provide good connectivity and also keep the number of edges relatively small. Typically the

similarity threshold is selected to have on average ≈ 10 edges per node and small variance. This

ensures for a fairly good number of alternate choices during graph walks and relatively constant

runtime per simulation step. Also, 8–12 DCT coefficients were used for most of the experiments

since they keep the most important features of the TPPs (Figure 4.9).Pan
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4.5.2 Scenarios

A series of different simulation scenarios were used as a testbed to demonstrate the adapt-

ability of the algorithm on different data and environments. Simulated trajectories and timing

results for agents with simple targets can be seen in the corresponding figures. Please consult the

accompanying videos for the full simulated results.

Parameters For most of the scenarios described in the following paragraphs, the same param-

eters were used: the agents field of view was 90–120 degrees, with a history of 0.6–1 seconds and

graph construction quality 90− 99%.

4.5.2.1 Two Opposing agents

In the simplest of scenarios, two agents start moving in opposing directions to switch places

(Figure 4.16). This simple scenario demonstrates the adaptability of the algorithm on the data: all

the experiments were run using different input data with the exact same parameters (as described in

the previous paragraph). Using different datasets as input, has a profound effect on the simulated

trajcectories.

lee-chat Using as input data from a group of people standing still and talking (some enter the

video walking and then stop to talk), the agents walk towards their targets and stop when they

reach at a close distance to the other to talk for a few seconds. After some time, they continue to

their destinations. Both agents reach their destinations after 53 seconds (at 25fps).

eth-hotel Using as input pedestrians walking in a busy street, the agents react similarly. In-

stead of stopping like the lee-chat dataset, the agents avoid each other gracefully and reach their

destinations much faster (20 seconds). Different source data have a profound effect on the simula-

tions; by using as input a source video with people chatting (lee-chat), in both cases the simulated

agents stop when they sense each other and start chatting.Pan
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Opposing (2)

lee-chat eth-hotel

53s 20s

Figure 4.16: Trajectories for two agents moving against each other using as input videos of people
chatting and in a street. Please consult the accompanying video for the simulations.

4.5.2.2 Four Opposing Agents

This scenario is slightly more complex than the scenario with the two agents, in the sense that

when reaching the center of the simulated area, agents should be able to react to a more complex

situation (Figure 4.17). All the parameters are the same as in Section 4.5.2.1:

lee-chat As in the previous experiment, agents start chatting when they reach the center of

the simulation environment and then they disengage to move towards their targets which they

eventually reach at the 68 second mark. Time is longer here, since there are more interacting

agents and whilst one agent leaves earlier, the others stay in a chatting mood and continue until

everybody leaves.
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Opposing (4)

lee-chat lerner-zara eth-hotel

68s 26s 21s

Figure 4.17: Trajectories for four agents moving against each other using as input videos of people
chatting and in two different pedestrian areas. Agents in the chat simulation took longer to reach
their destinations due to the chatting interaction whereas in the other two simulations agents reach
their destinations in shorter time periods adapting to the moving patterns in the input videos.

eth-hotel, lerner-zara These two datasets consist of pedestrians in different streets from dif-

ferent countries/regions. Macroscopically, the behaviour of the people in the video is very similar

but people in the eth-hotel dataset are somewhat faster (on average) than the people in lerner-zara,

whereas people in lerner-zara have a smaller distance to the nearest neighbors. This means that in

essence, the agents using the eth-hotel dataset reach their destinations in a shorter time (21 instead

of 26 seconds) and with larger interpersonal distances than the lerner-zara dataset.

4.5.2.3 Circular Scenario with 14 agents

This scenario shows the potential of the PAG framework to use data from other rule based

simulators, such as the one by [82]. A simulation of 50 agents walking in a hexagonal path againstPan
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Circle (14) - Reynolds Pedestrian Simulation

Figure 4.18: 14 agents in a circle switch positions with their opposite agents using as input data
from the Opensteer simulator ( [82]).

each other was used as the input (reynolds-pedestrians). Only 20 seconds of simulation data

(500 frames at 25fps simulation rate) were enough to capture the steering behaviours enforced in

the Reynolds simulation. 14 agents were placed in a circle with each agent trying to reach the

diametrically opposite direction (Figure 4.18). All the agents managed to do so without colliding

with each other; notice though the low variability of the agent trajectories indicating the simple

local rules of the source data.

Different Input Data This scenario was also run with different input datasets to demonstrate

adaptability (Figure 4.19). In the case of the lee-chat dataset, agents end up in endless chatter

(well, actually more or less 25 minutes of chatting with agents leaving conversations at different
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Circle (14) - Reynolds Pedestrian Simulation

reynolds-pedestrians lee-chat lee-stagger

Figure 4.19: 14 agents in a circle switch positions with their opposite agents using as input data
from various data sources

parts of the simulation) whereas in the case of the lee-stagger dataset, trajectories end up deviating

abruptly from the desired paths.

4.5.2.4 Butterfly

To demonstrate once again the subtle differences between the lerner-zara and eth-hotel datasets

of pedestrians a butterfly like environment was simulated (Figure 4.20). This scenario displays also

the higher level control that can be achieved using our method: a higher level controller can assign

targets (runtime or not) to agents and agents try to move towards these goals using the PAG to

handle any potential interactions. A number of agents (80) are assigned paths that form a butterfly

like path. The eth-hotel dataset results in a simulation with larger variations in the trajectories;

i.e., interactions end up having larger to the desired path whereas the behaviour derived from the

lerner-zara dataset is more uniform and interactions do not deviate much from the paths.

We point out here the fact that the input data had pedestrians walking in a single street; roads

with intersection were not present and most certainly the input data never consisted of 80 pedes-

trians walking at the same time (in the limited view we are tracking). The PAG framework; i.e thePan
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Butterfly (80)

lerner-zara eth-hotel

Figure 4.20: Trajectories for agents moving in a ”butterfly” like formation.

PAG, the IFDB and the Optimization Function managed can capture the local dynamics of crowds

and apply them in novel environments.

4.5.2.5 Manhattan Inspired Environment

A relatively large crowd of 300 agents is simulated (8000 frames of simulation time) in a

Manhattan like environment with city blocks and streets occupied by pedestrians (Figure 4.21).

By using the lee-chat dataset, the resulting trajectories are closer to each other and ”chatting

hotspots” between simulated agents emerge resulting in a city where nobody works and everybody

is gossipping. The eth-hotel dataset on the other hand, which is a dataset of pedestrians in a busy

street, results in wider groups of trajectories that cover most of the street areas with some minimal
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Manhattan (270)

lee-chat eth-hotel

Figure 4.21: Agents moving and interacting in a city blocks like environment. Please consult the
accompanying video for the simulations.

chatting; i.e., the simulation adapts to the input data has both people walking and people standing

still and talking.

4.5.2.6 Complex Paths

To demonstrate once again that the proposed framework can be controlled from a higher level

controller, agents were assigned to write some text. Paths were assigned on the strokes of the text

and agents moved on them, interacting with each other whichever way the data dictated.

Computer Graphics Forum – CGF A number of agents (90) in these 5000 frame simulations

try to stay on paths that form the CGF logo whilst at the same time interacting with each other

with varying results depending on the input data (Figures 4.22 and 4.23). The lee-chat dataset

generated a thinner logo than the eth-hotel dataset with chatting areas visible.Pan
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Figure 4.22: Trajectories for 90 agents forming three letters (CGF) using as input the eth-hotel
dataset. Please consult the accompanying video for the simulations.

Hanzi 100 Agents form the word ”Love” in Chinese Hanzi, using as input the eth-hotel input

dataset (Figures 4.24 and 4.25). Notice that even though there is a large number of interactions

amongst the agents, the derived trajectories approximate the word, indicating that the agents aim

to follow their higher level goals.
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Figure 4.23: Trajectories for 90 agents forming three letters (CGF) using as input the lee-chat
dataset. Please consult the accompanying video for the simulations.

4.5.3 Simulation Update Step

In order to have a smooth result the update phase of the simulation needs to be small. As the

agents compute a new trajectory segment more regularly, they become more responsive to changes

that happen around them and they make smaller deviations (Figures 4.26 and 4.27). However, in

a traditional data-driven simulation there is a fixed cost per query and as the frequency of the

simulation increases, the overall cost increases linearly. In the PAG method the cost of graph

traversal is usually much smaller than the initial query to enter the tree; the performance costPan
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Chinese Hanzi - Love (100)

Figure 4.24: Trajectories for agents forming the word ”Love” in Chinese Hanzi. The image on the
bottom is a closeup of the same simulation (with a different floor). This demonstrates that higher
level control can be added over the data driven framework proposed in this thesis.

comes from the edge selection mechanism and not nearest neighbor searches which are quite slow.

Increasing the size of the input data might increase the average edge count, but this happens in a

much slower rate and cost increases by a much smaller rate. The input for the presented example

was the lerner-zara dataset and the simulation environment was a similar sized rectangular area

with 30 agents entering from locations similar in position as the input data.
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Figure 4.25: Trajectories for agents forming the word ”Love” in Chinese Hanzi. Please consult
the accompanying video for the simulations.

4.5.4 Speed vs Quality

In what follows, a new trajectory segment for each agent is fetched after every 5 simulation

frames in a 25 frames/sec simulation environment. In traditional data-driven techniques at each

simulation step every agent generates a query describing its current state and searches an example

database for the best matching example (Algorithm 4.1). Usually databases are stored in a spatial

acceleration structure such as a kd-tree which has O(log2n) performance, where n is the number

of examples in the database. If the data is high dimensional though, the kd-tree approach tends to

O(n); i.e., it tends to exhaustive search of the data, unless the number of examples is very high (if

N is the number of examples in the database, then N >> 2k).

In the proposed method, a kd-tree is also used in a similar way but only at the beginning of

an agent’s interaction (see Section 4.4), i.e., whenever an agent senses some stimuli in its sensing

area to find the best starting node in the PAG to handle the interaction. Approximate methodsPan
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(a) Period = 5 frames (b) Period = 10 frames

Figure 4.26: Increasing the period from 5 to 10 frames generates a more unresponsive simulation
with slightly different behaviour (Opposing Scenario trajectories) - the agents sense interactions
more or less at the same time but because they use different future predictions (5 against 10 frames)
the resulting simulation is different.

such as Approximate-Nearest Neighbor (ANN) and FLANN are usually followed that typically

sacrifice quality over speed. This differs from our approach in the sense that by using the PAG, the

example data are interlinked to have semantic relationships between them; a data sample is usually

retrieved after an edge traversal which implies that some other data samples were retrieved before

it in an order implied by the source data). For all subsequent simulation frames, the agent just

traverses the PAG until interactions are resolved. The number k of (state, action) pairs that are

returned by the kd-tree query has a big effect on the speed and the quality of the methods since

all these k examples are used for action selection either by selecting one of them or by combining

them.
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Figure 4.27: Comparison of the speedup of the PAG method with different update rates (ranging
from 5-25 frames on a 25fps simulation) over the corresponding kNN approach with the same
update rates. Increasing the period over which the simulation is updated, the PAG method out-
performs the k −NN one by a large margin.

Sensitivity to k

During selection of the nearest neighbor, a number k is typically selected that corresponds to

the number of nearest examples to be retrieved from the database. This number influences the run

time of the corresponding algorithm, especially in the k-nearest approach where all the retrieved

examples are processed to further decide on actions.

In the proposed scheme, we aim in reducing the number of examples that are retrieved at every

simulation step; i.e., this is achieved indirectly by the edges since these data are both preselected to

be as close as possible and to have ordering between them. To measure the performance improve of

the PAG over the kNN approach, we ran several scenarios, using different input data with different

parameters and varying number of nearest neighbors (k) examples retrieved. Additionally, each

experiment was ran multiple times and the timing results were averaged out to remove any noisePan
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Figure 4.28: Timing comparison between the PAG and the kNN approach for a simulation of 32
agents in a busy street.

from the data. Even more so, we tested the PAG framework using the jump thresholds as described

in Section 4.4. As we discussed, this threshold can be considered as a weight between selecting

the PAG traversal on the kNN approach. A jump threshold value of 0.5 indicates that an agent
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Figure 4.29: Speedup of the PAG over the Full kNN approach – PAG outperforms it by up to x14.

should not traverse to the next edge on the graph, if its current state (TPP) differs by 50% from the

state stored on the currently visiting node.

kNN Algorithm Two approaches can be considered for the kNN simulator: a Full kNN ap-

proach where at every simulation step, each agent searches the database of TPPs even though its

state is empty and Partial kNN where an agent searches the TPP database only when having a state

with possible interactions, and for all other times (interaction free) it utilizes the IFDB as in the

PAG. For most of the experiments described here, the Partial kNN approach was considered. We

note that the Full kNN approach is significantly slower the PAG and the Partial kNN approaches.

An example of simulation performance of the Full kNN against the PAG with different datasets

can be seen in Figures 4.28 and 4.29. Notice that the PAG performance remains in more than

double the real time frame rate for large k, whereas the Full kNN’s performance drops below the

real time mark for k > 20, even on this small scenario with just 32 agents.
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Timing Performance As expected, the full PAG (i.e., PAG without jumping) outperforms all

the other approaches by up to an order of magnitude. Figures 4.30 up to A.6 show the comparison

in speed gains and collision quality over the kNN approach as k changes. On the top row of

each figure, the left graph shows the absolute simulation frame rates that can be achieved by the

method whereas the right one shows the relative speedup to kNN . A relative speedup over one

indicates better performance. The absolute values in frames per second do not matter that much as

the speedup achieved since the implementation could definitely benefit from a different program-

ming environment, multi-threading and a GPU platform. Even under these conditions though, the

proposed method can achieve more than real time performance (> 25fps) for a relatively large

number of agents (150-180 in the graphs shown) even with a large number of nearest neighbors.

Collision Quality On the figures’ bottom row, the collision quality is shown on the left; i.e.,

every how many simulation frames a collision occurs (higher indicates more rare collisions) and

the relative collision quality is shown on the right. A relative quality near one or greater indicates

good relative quality (as compared to kNN) but not necessarily good behavioural quality overall;

collisions might be required if they exist in the source data also. The purpose behind the collision

quality test is to test that under the same conditions and same configuration, the simulations act

similarly; even if they are not perfect.

Comparison over different datasets and scenarios

Two scenario cases were considered, both with dense crowds:

• Manhattan with 180 agents (Figure 4.21) which basically simulates a city like environment

• Chinese Hanzi with 150 agents (Figures 4.24 and 4.25) which simulates agents in a more

complex pattern.Pan
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Different datasets were used as the input of the simulations for both the PAG and the kNN ap-

proaches. The PAG outperforms the kNN approach in all the cases with performance increasing

over k, with almost the same collision quality except on the lee-chat dataset. Also, a careful ex-

amination of the quality graphs indicates that the PAG is more stable as the number of examples

is retrieved in contrast to the kNN approach indicating a more stable algorithm; edge traversal

fixes wrong initial node selections. Details for a representative simulation are presented in the

following paragraphs. A more complete and elaborate analysis for different scenarios can be read

in Appendix A.

Students (lerner-students)

This is the largest real world dataset used in our experiments. As such, the PAG graph is

of good quality with good connectivity and the resulting collision quality is similar to the kNN

approach for both scenarios (Figures 4.30, 4.31 ) – ranging from -20% up to 60% quality im-

provement. The highest improvements (40% and 80%) are for k = 1, i.e., when we search for

the nearest neighbor. Even though the PAG doesn’t offer much performance improvements at this

value for k, the quality seems much better; this is due to the action selection mechanism of the

PAG against the kNN. Also, high jump thresholds that benefit frequent jumps on nodes of the

graph due to low errors are very similar to kNN; both in speed and quality. As far as speedup is

concerned, the PAG vastly outperforms kNN by 700-800% at 100 nearest neighbors.

Quality vs Performance

It’s clear from the example described in the previous paragraphs and the ones in Appendix A,

that as far as performance speedup S is concerned, PAG clearly outperforms kNN. If simulation

quality Q (quality is debatable if collisions is the only thing that is considered) is important, onePan
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should weight out the benefits in order to select firstly the algorithm (PAG, PAG with jumps or

kNN) and the k-best number of examples to be retrieved every time it’s needed (node selection

for PAG or example selection for kNN). One potential solution to that, is defining a performance

measure p(Q,S):

p(Q,S) = wQ.Q+ wS .S (4.4)

where wQ and wS define weights for the quality and performance speedups respectively.

4.6 Discussion

In this chapter the Perception-Action Graph was presented as a means to simulate realistic

steering behaviours for crowds efficiently. As we showed in Section 4.5, the proposed method

outperforms the simple kNN approach to data-driven crowd simulation and has similar (and some

times better) collision quality. We also evaluated the approach by visual inspection. Clearly,

one cannot just evaluate the quality of a crowd simulator (data-driven or otherwise) by collisions

alone; for example a simulation with agents that just repel each other of stop abruptly resulting in

a collision free simulation might have “better” collision quality but the resulting simulation looks

like nothing in real life data. For these reasons, a multi-criteria approach to evaluating simulated

crowds iin the presence of some reference data such as the ones in Table 4.1 is presented in

Chapter 5.
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Figure 4.30: Comparison between the PAG against itself (with varying jump thresholds) and the
kNN approach. Simulation is 180 agents in a scenario similar to Section 4.5.2.5 using as input the
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Figure 4.31: Comparison between the PAG against itself (with varying jump thresholds) and the
kNN approach. Simulation is 150 agents in a scenario similar to Section 4.5.2.6 with the lerner-
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Chapter 5

Data Driven Evaluation of Crowds

“Everybody is a genius. But if you judge a fish by its ability to climb a
tree, it will live its whole life believing that it is stupid.”
(Albert Einstein)

5.1 Introduction

Computer generated crowds are nowadays commonly used in films, video games, on-line com-

munities and virtual environment applications (Section 5.1). Realistic simulation of such crowds

is an important factor in the level of user immersion and the value of the conclusions one can

draw from these simulations. Over the past twenty years, the field of computer graphics has

experienced a dramatic increase in the number of tools, approaches and algorithms focusing on

creating compelling crowd motions. Currently, several companies specializing in offline modeling

and rendering offer tools to author crowd simulations [12, 18, 20, 57] and more recently several

game engines have also recently developed modules to assist in modeling crowds [101]. As more

approaches to generate virtual crowds are introduced, developing better methods to analyze, eval-

uate, and improve the quality of these simulations is becoming more important.
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Complexity of crowd analysis and evaluation The complexity inherent in a simulation

involving multiple interacting characters, makes evaluation a non-trivial, challenging problem.

Some issues are easy to identify and measure such as characters colliding with each other or the

environment, or characters going much too fast. Other issues are more subtle: e.g., jamming at

narrow passages or unnecessary backtracking. Some crowd simulation systems avoid these types

of problems, however the result might still not be satisfying to the eye. A crowd in a city, where

each character walks directly to its target in the most efficient and “proper” way might end up

looking robotic and spiritless; something that is completely different from what happens in real-

life crowds where many phenomena appear such as people walking in groups, chatting, wandering

from shop to shop and so on.

Evaluating crowds is currently a difficult and often neglected issue as far as simulation is con-

cerned. Deciding on what is a correct simulation is most of the times a biased problem that depends

on the point of view of the viewer. Additionally, evaluating crowds should take into account both

local (micro) and/or global (macro) characteristics such as local collision and implicitly generated

lane formations respectively. Finally, simulating a crowd typically involves a lot of components

(as described in the previous chapters) and therefore care should be taken when evaluating them;

i.e., an algorithm for behaviour should be judged solely on that ability and not other aspects such

as rendering. There is still no acceptable generally accepted methodology in the crowd simulation

literature for evaluating the ability of a simulator on capturing required behaviours.

Approaches Typically three approaches are followed to evaluate crowds: user based, statisti-

cal and data-driven. User based evaluations [74] is the typical approach since human beings are

accustomed to real life crowds in their everyday lives and in the end they are going to be the final

users/viewers of the system. This approach though pose some problems due to this human bias

to crowds; i.e., if the task is evaluating the crowd’s characters capability on navigation and thePan
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characters do not have human like appearance with human like animations, users might not rate

the steering quality of the simulation correctly due to their real life biases. This means, that an

approach where the appearance is abstracted (in the form of discs for example) should be selected

to remove the bias, even though this representation might be misleading in the character’s ability

to have a plausible walking animation to achieve that steering behaviour. Statistical approaches

on the other hand, try to measure some characteristics of the characters or the crowd as a whole

such as speed histograms of people, interpersonal distances or distance to goal and then rate a

simulation’s quality in different scenarios such as the SteerBench suite [93]. This approach is

still problematic though, since statistics are typically not linked to real world experience and the

ranking could be objective to the selection of statistics. This is where data–driven techniques

come in place, where user based experience (or real world data to be precise) are linked to the

statistics. In these methods, simulations are compared to real world data such as videos of crowds

or some user defined sketches of the desired behaviours. Some measures are defined and esti-

mated on the training data and simulation data are tested on their capability of replicating these

behaviours/measures.

To this extent, we propose a data-driven multi-criteria evaluation framework which compares

a crowd simulation to user supplied data such as space/time trajectories of real life people. Here

we are only considering steering behaviours of crowds; even though this approach can be adapted

for other components also such as high level behaviour patterns.

Data-Driven Evaluation More specifically, a novel data-driven approach for analyzing the

quality of crowd simulations is presented. This approach is data-driven in the sense that it takes as

input a set of user-defined metrics and training data, either synthetic or from video footage of real

crowds and evaluates new testing data on their resemblance to the input. Given a simulation, the

crowd analysis problem is formulated as an anomaly detection problem and state-of-the-art outlierPan
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Figure 5.1: System Overview Reference data (1) from real crowds or relevant simulations are
compared against testing data (2) from simulations the user wishes to analyze. Using a variety
of metrics (3) the proposed framework automatically detects outliers at interactive rates using a
randomized Pareto Depth Analysis (PDA) approach (4). The resulting analysis is then shown as a
heatmap with the most anomalous paths in the simulation shown in bright red (5).

detection algorithms are exploited to address it. To that end, the concept of Pareto Optimality is

employed (Section 5.3.1.1) due to its unique ability to automatically detect outliers under multiple

evaluation criteria. This allows us to capture potential erroneous behaviours that are difficult to

detect with conventional approaches. We demonstrate the applicability of our approach through

several examples of simulated crowds produced by different techniques including simulations

from commercial games.

Multiple criteria evaluation An important problem in detecting anomalies is to determine an

appropriate metric to compare the simulated data to the reference data. However, rather than at-

tempting to determine a single best criterion for evaluating a simulation, the proposed framework

allows users to specify multiple criteria. We then use a recently proposed multi-criteria anomaly

detection approach, the Pareto Depth Analysis (PDA) approach [29], to robustly compare simula-

tions against real crowds. Unlike previous approaches for handling multiple criteria, PDA does not

require users to choose arbitrary weights (or some times brute force weight searching) to balance

the importance of these criteria. For example one could give more weight on a collision avoidancePan
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metric rather than a speed metric to emphasize more on collision free simulations rather than com-

pletely similar speed patterns to the reference data. Instead, the proposed method naturally defines

outliers based on the concept of Pareto optimal fronts while at the same time scaling linearly with

the number of evaluation criteria.

5.1.1 Contributions

A new data-driven crowd analysis framework is introduced, that formulates the problem as

anomaly detection and applies Pareto Depth Analysis (PDA), a state-of-the-art anomaly detection

technique from the field of machine learning. PDA is uniquely appropriate for the crowd analysis

problem due to its ability to handle multiple criteria in a robust way. The main advantages of the

proposed approach are:

• It enables unsupervised anomaly detection, i.e., there is no requirement on manually label-

ing the reference data with any additional information and therefore correct behaviour is

implicitly defined by the data.

• By comparing a simulation against a known dataset it can identify both atypical behaviours

as well as missing features from the simulation (Novelty Detection).

• Given a simulation consisting of mostly nominal behaviours, atypical behaviours (that is be-

haviours that differ from the mostly nominal ones) can be identified by using the simulation

itself as reference (Outlier Detection).

• Through combining individual and social (or inter-personal) evaluation criteria, it allows the

identification of issues related to the social behaviours of the agents (such as groups), which

are normally much harder to detect.Pan
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• Through the introduction of randomized PDA, a variation of PDA, the analysis of crowd

simulations is enabled at interactive rates since the original PDA algorithm is quite slow

[29].

The rest of this chapter is organized as follows. In Section 5.2, the proposed crowd analysis

framework is presented. Section 5.3 details the application of Pareto Depth Analysis and other

anomaly detection algorithms in our framework. Section 5.4 shows the applicability of our frame-

work on existing crowd simulation methods using both synthetic and real life examples. Finally,

some conclusions and plans for further research are discussed in Section 5.5.

5.2 Method Overview

Given as input a set of reference data (real or simulated) that captures typical or desired crowd

motion and a set of user selected evaluation criteria an outlier detection algorithm is trained which

can then be used to filter any given testing set of trajectories. These data consist of space/time

paths (trajectories) that track the positions of agents in time. Paths (or more precisely segments

of these paths) that are found to be anomalous are then highlighted for the user using a heat map

approach for further investigation. By using segments of the paths, the proposed approach works

on local behaviours of each individual agent in the crowd; examining both its own behaviour and

its relationship to neighboring agents that potentially affect its behaviour. As such, this method of

simulation analysis can be viewed as an anomaly or outlier detection problem. 1 An overview

of the proposed framework is shown in Figure 5.1.

As such, if the input is the testing data itself, the proposed framework acts as an outlier detec-

tor; i.e., it find parts of the simulation that differ from the general behaviour of all agents given a
1Outlier detection refers to identifying anomalous data without any prior knowledge of which of the given data are

nominal or not, whereas novelty detection algorithms try to classify new data given a set of data that is known to be
nominal.Pan
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set user defined metrics. If on the other hand, different data are used from learning and testing; i.e.,

the learning data describe the behaviour that we want to have in the tested simulations, the system

acts as a novelty detector and tags paths (or parts of them) as anomalous or not; accompanied with

an anomaly score. In general, we assume that the reference data provided by the user contains

mostly nominal behaviour. This assumption allows us to use unlabeled data, and avoids the need

for a user annotating paths into good and bad.

5.2.1 Comparison Metrics

When training the proposed anomaly detection method, a user must specify a set of metrics to

use for the evaluation. Following the approach presented in [93], metrics are split into two parts:

a difference/dissimilarity measure and an operator (Figures 5.1 and 5.2). A difference measure

seeks to capture numerically how far the state of the simulation agent is from a given agent in the

reference data at a given timestep (examples include difference in speed or acceleration). An op-

erator then aggregates the effect of a difference measure over many time steps (e.g. average, sum,

min or max). Combining an operator with a difference measure will provide a complete metric,

for example two paths may be compared based on their average speed or maximum acceleration.

Personal vs Inter-personal Measures Broadly speaking, the proposed approach can utilize

two high-level types of difference measures: individual/personal and social/inter-personal (Fig-

ure 5.3). Individual similarity measures are based on properties of each agent in isolation. Exam-

ples include an agent’s speed, acceleration, total displacement, path curvature, and other criteria

that can also be defined as a function of the agent’s path over time. In contrast, inter-personal

metrics seek to capture an agent’s relationship to its neighboring agents at any given timeframe.

For example, the average distance to an agent’s nearest neighbor may help reveal outliers in den-

sity. Likewise, the difference between an agent’s velocity and the velocity of its nearby neighborsPan
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Figure 5.2: Anomaly Detection Tool Screenshot of the proposed tool. A user selects if he/she
wants to work on segments or the whole trajectory, the difference measures such as number of
neighbors and displacement, operators such as average and the algorithm (kLPE, PDA, k-NN
and One Class SVM are the ones used in this work). The proposed tool then highlights potential
erroneous in the test data (left) behaviour as compared to the reference data (lower right).

can capture important aspects of social interactions between individuals (Figure 5.3) such as small

scale groups.

Having both of these high level measures can help in identifying anomalies that couldn’t be

identified by just one of the two. For example, an input dataset of people walking in groups could

have similar speed fingerprints as a simulation of agents walking alone and therefore it would be

considered correct if no inter-personal difference measure is added.

In practice, we pre-calculate all the statistics (both individual and inter-personal) for each

agent at the beginning of the process to improve on the run-time of the anomaly detection where

only the differences for the selected measures need to be calculated. A list of similarity measures

and operators tested in our framework are given in Tables 5.1 and 5.2 respectively.Pan
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Table 5.1: Difference Metrics The set of difference metrics used the proposed analysis frame-
work. These metrics are divided into individualized and social metrics; with the latter referring
to the relationship of the examined agent to its nearest neighbor or its neighborhood (i.e., a radial
region around the agent).

Difference Measures
Individual Inter-personal (Social)
Speed Nearest Neighbor Speed
Angular Speed Neighborhood Speed
Acceleration Nearest Neighbor Angular Speed
Angular Acceleration Neighborhood Angular Speed
Number of Nearest Neighbors Nearest Neighbor Direction
Distance to Nearest Neighbor Neighborhood Direction
Number of Neighbors Nearest Neighbor Velocity
Curvature Neighborhood Velocity
Distance Covered Angle to Nearest Neighbor
Angular Displacement
Displacement
Collisions

Figure 5.3: Personal vs Inter-personal Measures Agents in the radial region with radius R
around the subject agent (red) are used in the inter-personal metrics (Table 5.1). The agent closest
to the subject agent (marked as nn) is considered a special case and measures can be calculated
relative to that agent also. Individual metrics consider only the subject agent.

5.2.2 Segments

Rather than analyzing entire trajectories at once, long trajectories can be split into smaller

segments of equal temporal length. This allows for a finer analysis of the simulations so that local

abnormalities are detected and pinpointed. These local abnormalities basically refer to local agentPan
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Table 5.2: Difference Operators The set of operators used in the proposed framework. These are
applied on the difference metrics in Table 5.1. For example, one could get the average difference
in speeds of two space/time trajectories or the maximum curvature of all segments.

Operators
Name Symbol Formula
Average µ(X) µ(X) = 1

N

∑n
i=1 xi

Standard Deviation σ(X) σ(X) = 1
N

∑n
i=1(xi − µ(X))2

Sum sum(X) sum(X) =
∑n

i=1 xi
Minimum min(X) min(X) = xj ⇐⇒ ∃j ∈ [1, N ]where xj ≤ xi∀i 6= j
Maximum max(X) min(X) = xj ⇐⇒ ∃j ∈ [1, N ]where xj ≥ xi∀i 6= j

𝑆2
(𝐴) 𝑆1

(𝐴) 

𝑆3
(𝐴) 𝑆4

(𝐴) 
𝑆6

(𝐴) 
𝑆5

(𝐴) 

𝑆2
(𝐵) 

𝑆1
(𝐵) 

𝑆3
(𝐵) 𝑆4

(𝐵) 𝑆6
(𝐵) 

𝑆5
(𝐵) 

Figure 5.4: Space/Time trajectory segments Space/time trajectories are split into overlapping
segments of equal length at equal sampling intervals to be analyzed by the proposed framework.
Here for example we see two trajectories, split into segments of 6 samples (each sample differs
some milliseconds from the previous one), retrieved every 3 samples – therefore each set of 3
samples belongs to 2 segments.

centric behaviours, contrary to what is being described in [29] where simple analysis with two

measures (speed and shape) on whole trajectories in the same closed environment is performed.

In order not to miss anomalies which occur between segments we break up trajectories into

overlapping segments; that is a segment for example can be of 5 seconds of length and segments

could be retrieved every 1-2 seconds (Figure 5.4). Each of these segments can be treated as a

unique trajectory for the purpose of detecting outliers. These trajectories are then evaluated via

the user-specified metrics.
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A segment can be described by both, local and global measures: for example one could de-

scribe a segment with the average speed of the segment itself and the average speed of the trajec-

tory it belongs to. This adds a sense of personalization on the segment since it is part of something

bigger; a segment of an agent that temporarily stops to avoid a potential collision (even though it’s

moving most of the time) is completely different than a segment of an agent that stops repeatedly.

Segment Representation Assuming l difference measures with each one denoted as mj , j ∈

[1, l], each segment of the n possible segments in the training data is represented as a vector:

si = [m1
(i),m2

(i), . . . ,ml
(i)]T , i ∈ [1, n] (5.1)

where the superscript denotes the segment and the subscript indicates the difference measure

(notice that this notation is different than then one on Figure 5.4 where it is used for visualizing

parts of trajectories – for the remainder of the chapter Equation (5.1) is the representation used).

The set of segment representations ST of the training data in essence represents the space of

nominal behaviours and can be considered as a training database:

ST = {s1, s2, . . . , sn} (5.2)

Assuming a new testing segment st = {m1
(t),m2

(t), . . . ,ml
(t)}, t 3 [1, n], we would like to

see if it lies in the space defined by the nominal data ST . Typically, normalization is applied for

each of the dimensions of the data to ensure relative differences.

5.2.3 Anomaly Detection

Once the simulation data has been divided into segments, reference data has been selected and

the analysis metrics have been chosen, outliers can be found automatically using recently proposed

machine learning techniques. For example, the k-LPE algorithm uses local p-value estimationPan
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(LPE) based on a k-NN graph to provide outlier detection while maintaining a (user-specified)

maximum false-alarm rate [110]. The proposed framework supports a number of different tech-

niques in addition to k-LPE such as PDA [29], distance to the k nearest neighbor [3] and One

Class SVM [87].

5.2.3.1 Distances between segments

Typically, the distance d(i, j) between two samples si and sj can found through their euclidean

distance:

d(si, sj) ≡ d(i, j) =

√√√√ l∑
k=1

(mk
(i) −mk

(j))2 (5.3)

In the more general case, a different distance function for each of the difference measures could

be applied (for example, we could have histograms as an additional operator in the operators in

Table 5.2 and therefore distances between histograms should be considered). In this thesis, we

address only scalar values since the operators return only scalarized values and therefore distance

is simply defined by absolute or squared differences (euclidean). For completeness, in the general

case, the distance between two samples si and sj is defined as:

d(si, sj) ≡ d(i, j) =

(
l∑

k=1

dk(i, j)
p

)(1/p)

(5.4)

Equation (5.4) is a generalization of the Minkowski distance of order p (p-norm distance)

of segments si and sj . dk(i, j) is the distance between sample i and j on difference measure k

(e.g. absolute difference, squared difference, histogram difference, etc). Setting p to 2 and the

distance function as the absolute difference of the two segments we get the euclidean distance

(Equation (5.3))Pan
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5.2.3.2 k-NN Based Approaches

The simplest approach to anomaly detection is comparing the testing sample st to its closest

neighbors in the training dataset ST . One could denote the distance of st as the distance to the kth

neighbor or to the average distance of all k nearest neighbors with values over a threshold value

denoting an anomalous value. This threshold value can be either user defined or estimated from

the nominal data, i.e., it could be found for example by assigning a value close to the average

distance of every training sample from its neighbors (for example add the standard deviation of

distances to account for variability).

5.2.3.3 k-LPE

Localized p-value Estimation (k-LPE) is a recently proposed method [110] for anomaly de-

tection based on k-Nearest Neighbour Graphs (k-NNG). Each point si on the graph (the training

segments in our case), are assigned a score value RS(si) ∈ [0, 1] based on the distances (Sec-

tion 5.2.3.1) to their k-nearest neighbors. Assuming the k nearest neighbors of si are the ordered

list of point kNN(si) = {si,1, si,2, . . . , si,k}, the score for each point is typically defined as:

RS(si) = d(si, si,k) (5.5)

i.e., the distance to the k-th nearest neighbor.

Given a new test point, an anomaly score pK(st) is estimated based on the following formula:

pK(st) =
1

n

∑
i=1

nI{RS(st)≤RS(si)} (5.6)

where I{.} is the indicator function, i.e., it returns 1 if the condition is valid. Equation (5.6)

basically indicates how many existing points on the kNNG of the training data have worse scorePan
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than the testing point and therefore high values of pK indicate a non anomalous point whereas

low values (near 0) indicate potentially anomalous points. Typically a pre-defined significance

level α (in most cases in our experiments α = 0.05) controls the anomaly detection – a point is

considered anomalous if pK(st) ≤ α. The significance value α controls the percentage of false

alarm rates; when scores below level α are declared as anomalous the false alarm error is smaller

than α asymptotically since k-LPE distributes anomaly scores uniformly in [0, 1] (see Zhao et

al. [110] for a proof). This value is a natural way of defining outliers and is easily understandable

by users, in contrast to the threshold values in k-NN approaches (Section 5.2.3.2) where it is not

clear in most cases how the threshold value should be assigned.

5.2.3.4 One Class SVM

One Class Support Vector Machines (SVM) proposed by Schölkopf et al. [87] is an extension

of SVMs for classification problems; everything in the input dataset is considered to be nominal

and therefore an “optimal” hyperplane is calculated to divide the space into two regions; nominal

and anomalous (Figure 5.5). This approach differs from the previous approaches in the sense that

the result if binary; nominal and anomalous whereas the other approaches return a score value.

This method was not implemented by us; rather we used the implementation found in the scikit-

learn toolkit [88].

5.2.3.5 k-Selection

In methods based on algorithms in Sections 5.2.3.2 and 5.2.3.3, k nearest neighbors are to be

selected and be associated with the training and testing data. The choice of k plays a significant

role on the results; a small value examines a very small subset of the data whereas a very large

number could lead to over-training. We follow an approach similar to Hsao et al. [29], where wePan
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Figure 5.5: Decision boundaries (in red) as estimated by One Class SVM on random data. New test
samples that fall into these regions are consider inliers (green dots) and all others (red dots) out-
liers. Image taken from http://scikit-learn.org/stable/auto_examples/svm/
plot_oneclass.html

iterate over k and construct k-NN graphs for each k; that is, an edge is created for all k-nearest

neighbours of each point. We stop this iteration either up to the moment the graph is completely

connected or a maximum value is reached (this happens in clustered data). Typically, in a multi-

criteria environment we find different ki, i ∈ [1, l] for each difference measure mi; that is edges

are created if a sample is in the nearest neighbors in the examined measure. Assuming we look

at all the difference measures as one we set k as the average of all ki (actually the nearest upper

bound integer value):

k = d1
l

l∑
i=1

kie (5.7)
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5.2.3.6 Scalarization

The main issue with the all the above mentioned approaches is that it is assumed that all

difference measures are of similar importance; i.e., speed is of equal importance as the velocity

difference of neighboring agents. In most of the cases, this is not true and therefore weights need

to be assigned for each measure. These weights are then used to scalarize the segments si into a

single scalar representation si using convex combinations2 of the measures:

si =

l∑
k=1

wk.mk
(i) (5.8)

where
∑l

k=1wk = 1 and wi ≥ 0,∀i ∈ [1, l]. These weights are either manually assigned,

or alternatively a grid search on possible weights is performed to select the weights that help in

predicting anomalies better. This last approach is performed using k-folds cross validation on the

training data; the weights that predict correctly more number of inliers (since we do not know

the outliers) are selected. Selecting these weights is very expensive since performance decreases

exponentially with the number of difference measures. Having l difference measures and if n

different weights are considered per measure, a total of nl different weight should be considered

for n-fold cross validation (which is a of O(nl) complexity). That would mean for example that

for l = 4 and n = 10, a total of 410 = 220 = 1M different weights would need to be examined

which is practically prohibiting for real time analysis (Figure 5.6).

Therefore, assuming the proper weights have been found and segment representations are

salarized, the distance to the nearest neighbors (Equation (5.3)) reduces to just a single absolute

difference:
2A convex combination is a linear combination of points in N-dimensional space where all weights are non-negative

and sum up to 1
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Figure 5.6: Performance of the scalarization drops exponentially with the addition of more differ-
ence measures when a grid search approach for the best weights is followed.

d(si, sj) ≡ d(si, sj) ≡ d(i, j) = |si − sj | (5.9)

5.3 Multiple-Criteria Crowd Analysis

Often, multiple dissimilarity measures may be needed to capture a wider range of atypical be-

haviours. However, most anomaly detection approaches do not naturally handle multi criteria. A

typical solution to this is to take a linear combination of multiple dissimilarity measures (e.g., av-

erage two metrics) as was discussed in Section 5.2.3.6. One of the main issues with this approach

is finding the proper weights for each measure which is very expensive especially for more than

two measures.

Scalarization failing example However, there are clear outliers which no linear combination

of metrics can detect. Consider, for example, the trajectories in Figure 5.7. The trajectories in

Figure 5.7a are the set of nominally acceptable trajectories whereas other images show which of

the curves in a testing set (of only non nominal trajectories) are identified as outliers (the coloredPan
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(a) Training (b) Test - KLPE (Curvature)

(c) Test - KLPE (Displacement (d) Test - PDA

Figure 5.7: Hand-drawn Example In this example, hand drawn data is used for testing and
training. (a) The training data has short straight paths and long curvy paths. Both the curvature
metric (b) and the length metric (c) fail to detect the short curved path as an outlier as it is no
shorter nor more curved than any training data examples. (d) Only PDA correctly detects the short
curly path as an outlier because no other short path is curly.

lines). The short, curved blue path in the testing data is no shorter nor more curved than the

example paths in the training data and should be identified as an outlier. k-LPE with two different

difference measures (curvature and displacement) fails to pinpoint that trajectory as an outlier

(Figures 5.7b and 5.7c respectively), therefore any linear combination of the two metrics will fail

to capture this path as an outlier (by using k-LPE). However, there are no other training paths that

are simultaneously short and curved, so we know it is an outlier.

Pan
ay

iot
is 

Cha
ral

am
bo

us



115

Figure 5.8: (left) Deciding on which transportation to use under two criteria (speed and price)
gives a set of two dimensional items. (right) The set of all Pareto optimal points is called the
Pareto Front of the items (the circled points).

5.3.1 Pareto Depth Analysis

5.3.1.1 Pareto Optimality

Pareto Optimality is the typical approach for defining optimality in a problem with multiple

often conflicting criteria. An item is considered Pareto optimal if there is no other item that is

better or equal in all the defined criteria. Take for example the problem of deciding out of a

set of vehicles, which is the best one to use based on price and speed (see Figure 5.8). Both

of these metrics are often very conflicting since in some cases increasing the performance of a

vehicle changes its price and vice versa. Going on foot is the optimal solution as far as price is

concerned even though it is the slowest approach, whereas a rocket is the fastest whilst being the

most expensive at the same time. There is no other option where it is both cheaper and faster than

going on foot or traveling with a rocket and therefore these items are considered Pareto optimal.

Travelling with a balloon on the other hand is not Pareto optimal since there is at least one other

item that is both cheaper and faster; the car and horse for example. The set of all Pareto optimal

items is called the Pareto Front (also known as Pareto Frontier or Pareto Set) of the items (circled

items in the right of Figure 5.8). The Pareto Depth Analysis (PDA) [29] method exploits the

concept of Pareto Optimality as follows.Pan
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5.3.1.2 Dyads

First, relationships between all the training segments are found using dyads which encode

the relationship between two segments over all the criteria – i.e., it is a vector representation of

differences for each criterion. More formally, a dyad Di,j ∈ Rl between segments si and sj is

defined as:

Di,j = [d1(i, j), d2(i, j), . . . , dl(i, j)]
T (5.10)

where l is the number of difference criteria and dk(i, j), k ∈ [1, l] indicates the difference between

segments i and j for criteria k (Section 5.2.3.1). In the proposed framework, dk(i, j) is typically

absolute differences between the segments for criteria k.

The set of all possible dyads between segments are calculated and stored; if there are N

samples in a dataset, a total of
(
N
2

)
dyads are calculated – dyads between the sample and itself

are not calculated. The set of all dyads D encodes the differences between each possible pair of

training segments:

D = {Di,j : i 6= j and i, j ∈ [1, N ]} (5.11)

For example, in Figure 5.9 the set D of all dyads using two difference measures based on

average angular acceleration and average speed (d1(i, j) = ∆|avg(ang.acc)| and d2(i, j) =

∆|avg(speed)| respectively) are plotted for a real-world dataset (Zara01).

5.3.1.3 Pareto Fronts

Pareto Fronts Construction Pareto Fronts are the set of dyads that are Pareto-optimal; i.e.,

no other dyads are more optimal than the dyads of the front. The Pareto fronts are computed usingPan
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Figure 5.9: Pareto Fronts for the Zara01 dataset for average speed and average angular speed. Test
data that generate dyads that fall in shallow fronts (bottom left) are considered inliers, whereas
outliers are concentrated on the deeper fronts (top right).

an iterative approach (Figure 5.10) where the first Pareto front of the dyads is calculated, then the

dyads that lie on it are removed from D and the algorithm is applied to get the next Pareto-optimal

front. For each one of these fronts, a rank is given based on the order they are found; i.e., the

first Pareto front has rank 1, the second 2 and so on. This process continues until every dyad

of D lies on a Pareto-Front. The lines in Figure 5.9 indicate the estimated Pareto Fronts for the

aforementioned example of Zara01, with the fronts nearer to the origin being the shallower ones.

The list of Pareto-fronts is then used to determine if a new data sample is an inlier or not.

Testing for abnormalities Finally for each new segment to be evaluated, a number of ki,

i ∈ [1, l] closest matching training samples for each of the criteria is selected and k =
∑l

j=1 kj

new dyads are generated. Dyads between the test sample and the k neighboring samples are

calculated and the rank of the closest Pareto Front for every one of these dyads is found. ThesePan
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Figure 5.10: Pareto Fronts Construction 11 Pareto fronts are constructed one at a time for a
random dataset of 602D points; that is the first Pareto front is found and the dyads lying on it are
removed to calculate the remaining fronts recursively.

fronts indicate the depth of each dyad. By averaging these depths, an anomaly score is found

which indicates how anomalous the new sample is. High values indicate deep fronts and therefore

possible outliers, whereas low values (and therefore low fronts) indicate inliers.
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5.3.1.4 Randomized PDA

In general, given N dyads there will be approximately
(
N
2

)
dyads to construct Pareto-fronts

over. The Pareto-fronts construction process is time consuming and the typical approach is if the

difference measures are known in advance, then the fronts are pre-calculated and stored for later

reuse. Since the proposed framework allows for difference measures (both in number and type) to

be used; it is infeasible to pre-calcaulte all possible combinations of dyads and their fronts to be

used on an interactive system. Instead, to alleviate this problem, we propose to use a Randomized

PDA analysis, in which we construct Pareto fronts over a randomly chosen subset of the dyads.

The sampling process is performed uniformly during the construction of the dyads and not the

training samples to ensure that data from all the samples are used to construct the Pareto Fronts.

We found that this approach works well in practice, and provide an empirical analysis of it in

Section 5.4.2.

5.4 Results

We tested our framework across a variety of datasets described below. These datasets consist

of both simulated data obtained from a variety of crowd simulations techniques, as well as data

captured from real humans.

Grouping dataset: 24 people walk in a group (Figure 5.11b). The pedestrian trajectories were

manually tracked and ortho-projected [51].

Zara01 & Zara02 datasets: A sparse crowd of people interacting at a commercial street

Figure 5.11c. The first dataset consists of 147 manually tracked human trajectories and the second

of 203 trajectories [51].
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Crossing dataset: Two groups of 100 agents each cross paths while moving from opposite

directions of an obstacle-free environment (Figure 5.12). The agents’ trajectories were simulated

using ORCA [104].

Assassin’s Creed dataset: 35 non-playing characters (NPCs) were manually tracked from

the popular game Assassin’s Creed [100] (Figure 5.11a).

5.4.1 Crowd Analysis

We now highlight some resulting crowds analysis experiments performed using our frame-

work.

Bidirectional Flow. In this experiment, we use the Crossing dataset both for training and testing

purposes. As the ORCA simulated agents strive for locally efficient motions, they anticipate

rather late and, hence, congestion evolves in the center of the environment leading to atypical

behaviours. Using the average displacement from the start as a measure, our approach can detect

visually apparent outliers, such as agents that are caught inside a stream moving in the opposite

direction (see Figure 5.12). Furthermore, by focusing on segments rather than entire trajectories,

we can capture the bottleneck at the center of the environment as well as other time-consuming

situations.

Synthetic Group Agent. We introduced a synthetic agent in the Grouping dataset and tested this

new dataset against the original one. The agent was simulated using a VO-based technique [15]

and its parameters were tuned so that it can exhibit aggressive behaviour and become eager to reach

to its goal. We used a combination of two criteria, one that focuses on the individual behaviour of

the entities (speed) and one on the social (differences between an entity’s speed and the average

speed of its neighbors). As can be seen in Figure 5.13b, dyads associated with the synthetic agent

concentrate around the deeper Pareto front, allowing us to automatically detect the presence ofPan
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(a) Assasin’s Creed

(b) Grouping (c) Zara

Figure 5.11: Pedestrian Datasets Crowd datasets gathered on real and synthetic pedestrians. (a)
In the Assasin’s Creed dataset, 35 autonomous virtual characters are tracked (b) In the Grouping
dataset, a group of 20 people walking down a street together. (c) In the Zara datasets hundreds of
individuals walk past a tracking camera on a street corner.

the agent. Note that such an agent cannot be easily detected through visual inspection due to the

diversity of behaviours that the other flock members exhibit. We refer the reader to Figure 5.13a

and the companion video for simulation results.
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(a) Trajectories

(b) Segments

Figure 5.12: Crossing Scenario 200 simulated agents walk past each other. (a) Anomalous tra-
jectories are highlighted. In this case, two agents are found which get pushed backwards a long
distance (b) Anomalous segments colored via a heatmap. Highly anomalous segments (dark red)
are found primarily in the central congestion, i.e., in some agents who fail to find their goals
quickly.

Interactions in a virtual city. In this experiment, we analyzed the quality of the manually tracked

NPCs from the Assassin’s Creed game (see Figure 5.14). The NPCs global motions are governed

by waypoints along the medial axis of the environment, whereas a reactive technique is used to

resolve local collisions between them. As such, the characters typically have to be very close to

react to each other, which results in atypical behaviours, such as backward motions, oscillatory

movements, etc.. We evaluated the quality of the path segments of the NPCs under two criteria:

maximum curvature and average speed. Using k-LPE on each criterion independently, a number

of different anomalous segments were detected. However, only the combination of the two criteria

using our proposed randomized PDA implementation allowed us to characterize a wider corpus of

segments as potentially erroneous.Pan
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(a) Trajectories

(b) Dyads

Figure 5.13: Synthetic Agent A synthetic agent was inserted into data of real pedestrians from the
grouping scenario. (a) While the path looks visually similar, our approach was able to detect the
synthetic agent as an outlier using a combination metrics of an speed and the difference between
the agent’s speed and it’s neighbor’s speed. (b) The dyads for the above example. The dyads for
the outlying agent are concentrated on the top right (i.e., have a large Pareto depth).

5.4.2 Real-time Crowd Analysis

Randomized PDA As discussed in Section 5.3.1.4, using a randomized subset of the dyads in

PDA to generate the Pareto fronts allows for the return of accurate crowd analysis results in real-

time. Figure 5.15 demonstrates that the RMSE of the predicted anomaly scores compared to thePan
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Figure 5.14: Assassin’s Creed Example outlier detected in a simulated agent in the game As-
sassin’s Creed (red circle). The outlying agent can be seen to spin around quickly as it tries to
avoid the upcoming collision too late. This outlier was found using PDA evaluating path segments
interns of maximum curvature and average speed.

scores retrieved by using all the possible dyads is low even for as few as 5% of the original dyads,

converging to zero rapidly.

Given the interactive nature of our analysis tool, quick responsiveness to a user’s requests is a

very important feature. Overall, our system has real time performance for very large datasets. A

summary of our runtime performance on various datasets is given in Table 5.3. Time refers to the

total processing time to generate the new fronts from the selected dyads subset plus the total time

to characterize the test data trajectories. The processing time is linear in both the dyads subset size

and the number of metrics selected. The numbers in the first and second columns are the number

of trajectories in the corresponding datasets. All results were obtained on an Intel i7 CPU @ 3.50

GHz processor.Pan
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(a) Error Rate (b) Runtime

(c) Full PDA (5.5 min) (d) Randomized PDA (15 s)

Figure 5.15: Randomized PDA Our randomized PDA approach returns similar results to full
PDA with much less runtime. (a) The RMSE on the Zara dataset (using 4 anomaly measures)
quickly approaches 0 with a small percentage of dyads. (b) Runtime of the randomized PDA
is vastly improved with less dyads (c-d) Heatmap coloring of outliers (red is highly anomalous)
(c) Computing outliers with the full PDA algorithm takes several minutes. (d) Our randomized
approach using only 10% of the dyads produces very similar anomaly scores in just a few seconds.

5.5 Discussion and Future Work

We have introduced a novel crowd analysis and evaluation method. By expressing the prob-

lem as outlier detection, simulated trajectories can be measured against nominal data to identifyPan
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Total Time (s)
Training Testing Metrics 20% 40% 60% 80% 100%
Zara02 (203) Zara01 (147) 2 5.2 11.3 18.5 26.4 35.1
Arxiepiskopi (24) GroupM (261) 2 0.9 1.3 1.5 1.8 2.1
Arxiepiskopi (24) GroupM (261) 4 2.8 4.5 6.2 7.7 9.7
Crossing Sim (200) Perpendicular Sim (180) 2 8.9 17.6 26.0 37.7 47.3
Zara01 (147) Assasin’s Creed (35) 10 31.2 97.8 200.3 332.1 486

Table 5.3: Timing results for various datasets. By using a small percentage of the possible input
dyads we gain in performance without compromising quality. Increasing the percentage of the
dyads has a linear effect on performance cost.

possibly problematic parts. Using Pareto Depth Analysis, a recently introduced machine learning

technique, we have been able to combine multiple criteria in each evaluation, broadening the range

of effects we can detect. We have also shown how to use randomization in order to accelerate the

training of PDA and make the method usable even within an interactive environment.

Our approach has some limitations that we would like to address in the future. In our current

implementation, we use a randomized selection of training dyads allowing us to assess the quality

of a simulation at interactive rates. However, the analysis of very large crowds, consisting of

thousands of agents (see, e.g., [64]) can become very slow.

Another limitation, inherent to any data-driven approach, is that the reference training data

may be noisy and also not cover the entire spectrum of behaviours that the testing entities can

exhibit. This can result in false-positive outliers, that is, behaviours missing from the training

set may be considered as anomalous. In the future, we would like to investigate ways of ac-

counting for such incomplete and noisy nature of the training data. One option is to incorporate

fuzziness/uncertainty in our dissimilarity measures using an approach similar to the one proposed

in [22]. In addition, we can enlarge the input training dataset by blending between samples fol-

lowing the spatiotemporal approach of Ju et al. [34].

Selecting the metrics manually could be a burden to the user. Instead of letting the user decide

on them, we are considering an automatic approach where the appropriate metrics are selectedPan
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based on the training data. Additionally, generating and searching in high dimensional Pareto

fronts is a very time consuming task, therefore a good alternative would be to find ways of project-

ing the data into a lower dimensional manifold aiming to keep the distance relationships between

the segments as much as possible. Additionally, a GPU search based approach to find the Pareto

fronts is considered.

Finally, we believe that the concept of Pareto optimality can be exploited in other domains

besides crowd simulation such as in character animation. As it stands, our proposed framework

can help researchers from the pedestrian and crowd simulation community to author better simu-

lation algorithms, as it provides an automatic way of detecting possible erroneous behaviours in

simulations. The entertainment games industry can also exploit our technique to further improve

the planning AI of the NPCs.
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Chapter 6

Behaviour Annotation

One important issue in data driven crowd simulation is the selection of appropriate data, from

a potentially large databases of input trajectories, that will convey the required character and be-

haviour of each simulated agent. In this work, an approach for identifying and extracting trajec-

tories with similar behaviour patterns is presented. The proposed method samples annotated tra-

jectories to extract examples over the input using both local and global statistics. These examples

are then used to train a classifier that annotates trajectory segments into six different behaviours

such as group walking and talking interactions between people. Early results show high accuracy

in classification. This methodology can be used for a multitude of applications, such as evaluation

of crowd simulators, data selection, surveillance and tracking of pedestrians.

6.1 Introduction

Crowds of pedestrians are an important feature of both virtual and real worlds. Various sci-

entific fields have been concerned with studying crowds. Some, such as Computer Vision, study

them in attempt to understand the intents of real people captured by sensors. Others, such as

Computer Graphics, in attempt to convey the desired intend in the simulation of virtual people.
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Being able to extract higher level understanding of pedestrians from their trajectories can have

a wide array of applications such as crowd synthesis, crowd evaluation and outlier detection. Hav-

ing a method for automatic labelling of trajectories, or parts of them, with tags such as walking,

standing still, talking to another person or as being part of a group, real and virtual crowds can

be better understood. Example applications are in the area of data-driven crowd synthesis, or

for evaluation of any type of simulation as compared to real data. As far as crowd synthesis is

concerned, trajectories from large databases could be extracted so that they exhibit a particular

behaviour pattern and then used to train a data driven crowd simulator resulting in more believable

crowds. Typical methods to evaluate a virtual crowd consist of quantitative approaches such as

gathering statistics from the simulated trajectories and getting scores for various tasks such as time

to reaching goals, minimum time to collision, average speeds etc. or qualitative approaches that

employ typically user evaluations. By comparing higher level characteristics of the simulation and

to real world data, we believe that better evaluation algorithms can be developed.

A set of features that help in high level classification of trajectories is proposed based on local

and global characteristics of trajectories. This selection of the two type of features is capable of

capturing behaviours that only one the two set of features would fail to do so due to both local

interactions between pedestrians and global goals of individuals.

6.2 Methodology

In the proposed classification scheme, users are requested to tag people in a video into six

categories (Table 6.1):

• Walk: people walking by themselves,

• Wander: relatively slow walkers wandering around,Pan
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Table 6.1: Different classes of pedestrians The proposed system was used to classify pedestrians
into 6 distinct categories, ranging from walking behaviours (walk, wander and walk fast) to simple
individual (wait) to the more social/group ones (meet-and-talk to moving in groups).

Classes
Walking Assertive Social
Walk Wait Group (walking)
Wander Meet and talk
Walk Fast

• Walk Fast: people walking in a hurry,

• Wait: people standing in place or walking up and down waiting for someone/something

• Meet and Talk:people forming groups to talk and

• Group: people moving around in group formations

Even though some of the classes are very similar with subtle differences (such as the walk,

wander and walk fast classes), a person can differentiate between them. We note here that a

single class per person is assigned in this test case, just for simplicity reasons. If the pedestrian

trajectories are assigned multiple classes at different or even the same time intervals, classification

would surely benefit but at a higher cost in the manual tagging phase.

After the tagging phase, each trajectory is split into smaller fixed time sub-trajectories which

are overlapping (Figure 6.1). Different sampling schemes were considered here with varying seg-

ment sizes; the results presented in this work consist of 4s trajectories spaced at 1s intervals (100

frames per trajectory for a 25fps video). Each segment Si, is considered to represent the class

of the segment it belongs to. For each one of these segments, a feature vector consisting of 12

values were calculated (see Table 6.2). These values are split into two categories: history and

segment values. History values are statistics that represent the entire history of the pedestrian up

to the end of the segment (from t1 up to tn+seg.size in Figure 6.1, where seg.size is the trajec-

tory segment size), whereas the segment values are statistics of the local segment only (from tnPan
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Figure 6.1: Segments A trajectory is segmented into smaller overlapping trajectories Sn. Each
one of these segments is used as an example of a particular class of behaviour.

up to tn+seg.size). We chose this scheme, since we believe that the behaviour of a person is on

one side consistent with the history of his behaviour and on the other side on the the local inter-

actions/actions he takes at any given time. By taking into account only one of the two, we have

found that the classification accuracy dropped significantly.

This processing of the data gives clusters of examples that are representative (according to

the input data) of the previously mentioned classes. A visualization of the input data per class is

shown in Figure 6.2; each column represents a feature and is normalized to the maximum value

in all the classes. This figure represents the distribution of values for each feature in each class;

median values are represented with horizontal lines and the curves represent the distribution of

values (typically Gaussian) reflected in both directions. The area between the dotted lines in eachPan
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Figure 6.2: Classes and their example distributions Distributions of values for the data in the
tested dataset for each one of the six classes. Each violin diagram represents a class, and each
column of a diagram is a feature.

feature represent 75% of the values. The first row of figures represents single people walking but

with slightly different values; the human tagger was able to differentiate between a wanderer and

people walking in normal or fast pace. The group behaviour is similar to the walking behaviours,

but as it can be observed people in groups move slower to other walkers and additionally they have

smaller interpersonal distances, both in the history and segment parts.Pan
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Figure 6.3: Performance of different classifiers Different classifiers performance measured using
the F1 score for different training data sizes. Tree based algorithms get the best scores, with the
Random Forest algorithm outperforming all others.

These examples were then used to train various classifiers, and the best one amongst them was

selected as the final classification algorithm (Figure 6.3).

6.3 Experiments

To test and evaluate our methodology, pedestrians from a crowd outside a store were tracked

(Zara2 dataset in Table 6.3) and each trajectory was assigned a single class out of six possible

by a user (Table 6.3). These trajectories are then segmented into smaller overlapping example

segments of 4 seconds length (a) and for each of these examples the statistics in Table 6.2 were

generated (as described in Section 6.2). We run two types of test to evaluate our approach: on

one hand we run quantitative experiments to verify the quality of various classifiers on the inputPan
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Figure 6.4: Feature importance Feature importance in the classification as this is estimated by
the Random Forests algorithm. Observe that most of the features contribute to the classification.

data and on the other hand we run qualitative experiments by applying the classifier on untagged

sources that exhibit different characteristics.

To test the classifiers, the input examples were split into training and testing data of various

sizes and were run several times with different training and testing data. For each of these ex-

periments the F1 score was calculated – high values near 1 mean better classification accuracy.

We have found that the Random Forests classifier [2] with 10 random decision trees was the best

choice, with > 90% prediction accuracy. The Random Forests classifier was also used to find

each individual feature’s importance (Figure 6.4); most of the selected features contribute to the

classification which partially explains the accuracy of the algorithm.

A Random Forest classifier was used to annotate the behaviour of various people in various

pre-tracked video sources; these trajectories were tracked using either our own manual crowd

tracker or they were taken from various online datasets such as the ones by [48,51,75]. Addition-

ally, data from a synthetic dataset generated from Reynold’s OpenSteer framework [82] were also

used.Pan
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Table 6.2: Statistics used as features The statistics used in this work consist of 12 distinct scalar
values for speed, rotational speed and distance to nearest neighbor. For each segment of a trajec-
tory, average and standard deviation values were found for both the segment and the history of the
trajectory.

Statistic E(.) σ(.) Description

History
U(t) 3 3 Speed
w(t) 3 3 Rotational Speed
nnd(t) 3 3 Distance to nearest neighbor

Segment
U(t) 3 3 Speed
w(t) 3 3 Rotational Speed
nndist(t) 3 3 Distance to nearest neighbor

Table 6.3: Datasets Trajectories in the Zara2 dataset were extracted and examples were generated
with each one of them assigned to a single class out of six. The columns from Zara1 up to
reynolds–pedestrian indicate the number of examples per class as they were classified by the
Random Forest classifier using as training data the Zara2 dataset.

Input # Examples per class
ID Name Zara2 Zara1 Zara3 arxiepiskopi students biwi-hotel biwi-eth lee-chat5 lee-stroll reynolds–pedestrian

– Walk 122 93 89 29 192 89 67 0 0 17
A Wander 241 158 165 76 766 151 131 40 356 3650
B Walk Fast 100 64 44 6 134 166 146 0 0 0
C Wait 261 12 43 19 351 162 183 39 20 5
D Meet and Talk 608 238 199 38 1312 343 27 45 11 96
E Group 1733 901 911 292 2681 334 272 0 1 182

The leftmost column in Table 6.3 shows the number of training examples belonging to each

of the six categories. All the other columns display the number of segments in various test data

as they were clustered by the proposed system. In order to verify the results using these data, the

trajectories should be manually classified similarly to the input using users and then the classifica-

tion accuracy could be compared to the ground truth which in the end; be it a simulator or a video

tracking tool is the final judge on quality. As a first step, the class annotations for the different

trajectories (subtrajectories) are exported and displayed for fast verification (Figure 6.5).

Datasets Zara1 and Zara3 (from [51,53]) are videos from the same area as the training dataset

(Zara2) and were taken with a few minutes of difference and were used for sanity check – the

area is the same and has the same scale as the input. The automatic tagging results were veryPan
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Figure 6.5: Examples on videos of people. Trajectories are annotated using the proposed method-
ology. Here the annotations for a single trajectories are presented with each letter indicating one
of the six classes.

promising as the system succeeded in identifying people in these categories. Please consult the

accompanying video for the tracking results on some of these videos. As it can be seen in Figure

6.6, the distribution of the segments into three supergroups (Walkers, Wait and Groups) for the

three zara dataset are very similar especially in the groups of people, which is a possible indication

of typical groups vs single persons distributions in that area.

The arxiepiskopi dataset consists of flocking behaviour of people in an archaelogical site, and

even though the input data didn’t have flocking behaviour in large numbers, the proposed method

managed to capture that most people in that video were in groups. The students dataset on the other

hand consisted of a dense crowd of students in a university that exhibited a number of complex

behaviour patterns which were concurrently present. These behaviours were also present in the

training data but at a lower degree. The accompanying video contains a part of the student video

and the tags for the students - as can be noticed in the video even though the system mistags some

of the pedestrians, it does so for similar classes such as the Meet and Talk and Group behaviours.

This could be due to either the complexity of the test data or due to incorrect ortho-projection of
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the data which could lead to imprecise measurements. The first issue could be handled with more

training data or the selection of different features.

The biwi dataset (from [75]) consisted of people walking outside a hotel and the ETH building.

These videos contained similar behaviour to the zara datasets but with different distributions; for

example the hotel video had a relatively large number of people waiting for the bus an were

standing still for large periods.

The lee-chat5 dataset (from [48]) consisted of 8 people walking, forming small groups and

splitting which was successfully captured by the system. lee-stroll on the other hand consisted

mostly of people wandering around, independently of each other which is quite prevalent in the

classification (Figure 6.6). The synthetic dataset (reynolds-pedestrian) was generated using the

pedestrian simulator in the Opensteer framework and consisted of 50 agents walking around a

circle. Since the maximum assigned speed for the agents was relatively low and agents were

moving around in a wavy manner, most of the segments were tagged as wanderers. Some of the

subtrajectories were identified as temporal groups that lasted a few seconds due to the slow speed

of the agents and their temporal proximity (see Figure 6.2).

6.3.1 Evaluating crowd simulations using higher level annotations

Higher level evaluation By having a higher level understanding of crowds through nehaviour

annotations, more intuitive comparisons between crowd simulation can be performed. Take for

example the Perception-Action Graph (PAG) data-driven crowd simulation framework presented

in Chapter 4. The PAG can simulate crowd simulations using as input data from videos of crowds

or well behaved simulations. We can compare input and output of the simulator, by tracing both

input and the output simulation trajectories. Input data are classified manually by users, segments
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Figure 6.6: Classification results Distribution of the different classes for the datasets in Table 6.3.
Classes were grouped together for visualization purposes – Walkers consist of classes Walk, Walk
Fast and Wander, Wait is class Wait and Group consists of classes Group and Meet and Talk.

are created and statistics over the segments are found to train the proposed classifier. By segment-

ing simulations and collecting the same statistics as the training phase, we can annotate them with

higher level descriptors to get an overall image of the simulated crowd; that is how many segments

belong to walkers or small groups. This approach for evaluating is similar to what a human ob-

server would comment on observing a simulation such as “this simulation has more groups and

therefore looks more realistic (or vice versa)”.

Evaluating the PAG framework Notice for example the results in Figure 6.7. We generated

simulations using the PAG framework using as input the zara2 dataset. Each simulation was run

with different parameters such as the jump thresholds, graph construction threshold, number ofPan
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nearest neighbors for searches etc., similarly to the experiments performed in Section 4.5. Then,

we annotated these simulations using the approach presented in this chapter into the 6 groups

presented in Table 6.1.

As it can clearly be observed in the graph, the simulation framework failed to capture group

behaviour of people such as people walking together. Most of the trajectory segments in the

source data belong to people in small groups (> 70%), whereas most of the simulations exhibit

group behaviour on only 7− 11% of the total segments. This is an indication that the framework,

should take into account interpersonal distances for example during transitions on the graph. One

alternative, is to modify the optimization function (Equation (4.3)) to account for formations – set

target to be a group formation for example.

Secondly, there are a lot of fast walkers in almost all the simulations (> 40%), which is

a results of the selection mechanism applied in the framework when there are no interactions;

actions that drive agents towards goals are selected even though this is not always the case so that

agents do not stay in the same place for a long time.

Finally, the PAG framework managed to capture all of the input behaviours to some extent,

even though it didn’t manage to capture the input behaviour distribution in its entirety. It’s worth

noting here the stability of the algorithm on capturing similar behaviours with different parame-

ters; most of the simulation have similar behaviour distributions between them. This agrees with

the results in Section 4.5 where collision quality of the PAG over different k-nearest neighbours

remained similar.

6.4 Discussion

A method to identify and tag classes of people, using local and global trajectory statistics has

been presented. This tagging algorithm identifies people with similar behaviours and not peoplePan
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Figure 6.7: Annotating simulations for evaluation By comparing higher level annotations of real
world crowds and simulations we can gain a more intuitive comparison between them compared
to statistical approaches that is similar to what a human observer would say.

with similar trajectories as most trajectory similarity algorithms do. This is achieved due to the

selection of both local and global statistics. We see a lot of potential applications of the proposed

method.

Motion Mining for data driven crowd simulation: typically a designer wishes to develop a

crowd simulation having a particular behaviour. By using the proposed scheme, a designer could

select some people in source videos and the system would search the entire database of examples

to mine similarly behaved people to use in a data driven crowd simulation system.

Evaluation for crowd simulations is a very important issue. Typical crowd evaluation systems

take into account various numerical statistics of the simulation and evaluate the performance /

quality of the simulator according to these. Other researchers use input from users to characterize

their systems. We believe that a system that combines both is most appropriate; this system can

tag crowd simulation data with higher level constructs that describe each individual characters

behaviour patterns and at the same time define the overall behaviour of the crowd such as a crowd

of small groups of 2 or 3 people, fast walkers etc. These constructs are defined by users and are
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learned by the classification algorithm, which in turn associates a users preconceived knowledge

of what is important in defining crowd’s behaviour.

Motion Synthesis This method can also help in Motion Synthesis; since at simulation time the

crowd simulator will be able to decide what animation to play during movement. If for example

an agent is in the Wait class, then an Idle animation could be played, or play the appropriate

animation during the transition from idle to walking.

Video tracking Another possible use of this method would be in video tracking, where future

positions of tracked pedestrians could be predicted according to their higher level behaviour de-

scription. Relative to this area would be the surveillance, such as a system capable of identifying

outlier trajectories by finding people with strange transitions from one class to another.

As feature work we are considering on looking into other features also in addition to the ones

presented here, similar to the ones in Chapter 5. In Figure 6.4 we observe that some of the features

such as σ(U(t)) and E(w(t)) for the local trajectory segments have less impact and could be

replaced with other statistics such as the average number of neighbors around a person or the

angle to final destination (which could indicate desire to reach a goal). These and some other

statistics are currently on testing phase. Also, the tagging of the training data is purely empirical

to the user of the system, since it is left to the user to decide and differentiate between the classes.

A more detailed and expensive tagging procedure such as multiple tags per trajectory or multiple

user tagging would surely benefit classification. We have found, that even though a single class

for the whole trajectory was assigned, the classification accuracy of the proposed scheme is quite

high. This is due to the fact that the examples that are generated use both global and local statistics

of the trajectory which can capture subtle statistics that can differentiate between the classes.
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Chapter 7

Conclusions and Future Work

7.1 Contributions

As part of this thesis, novel data-driven techniques to synthesize, evaluate and analyze agent

based virtual crowds have been proposed, implemented and tested. All of the proposed methods

employ data from real or simulated crowds; data implicitly define an underlying crowd behaviour

that can be both simulated and compared to.

Crowd Synthesis A novel data-driven simulation framework – The Perception-Action Graph

[7] has been presented to efficiently simulate virtual crowds (Chapter 4) that mimic the steering

behaviour of real world crowds. The proposed framework successfully manages to capture the un-

derlying crowd behaviour; i.e., given different examples of crowds for the same scenario, different

behaviour patterns emerge (Section 4.5.2). The proposed approach outperforms traditional data-

driven simulation techniques based on k-Nearest Neighbor queries by up an order of magnitude

(Section 4.5.4). Quality measured by collision rate is constant and assuming that enough data are

present, it is better than a traditional data-driven approach as it is discussed in Section 4.5. In most

of the conducted experiments, quality is at least similar to traditional approaches. These results
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come to due to the pre-processing of the data in a graph structure that handles interactions be-

tween agents during simulation without requiring continuous searches in databases of examples.

The processed data consist of Temporal Perception Patterns (TPPs) – a novel agent based state

representation which captures temporal changes in the surrounding stimuli (such as other agents,

static obstacles and relative movement to the agent).

Crowd Evaluation Evaluating the behaviour of simulated crowds has not been studied ex-

tensively in the literature. Crowd evaluation typically is typically performed either though user

evaluations or by measuring some statistical measures over the simulations. This thesis addresses

the crowd evaluation problem using a robust data-driven approach (Chapter 5) based on modern

outlier detection techniques, including Pareto Depth Analysis. By following a data-driven ap-

proach, we manage to capture the benefits of using both user evaluations and statistics; i.e., a

quantitative method of ranking behaviour that uses the implicit knowledge that real humans have

of a crowd or virtual humans.

Simulations are compared to data from well behaved crowds; i.e., crowds that exhibit be-

haviour patterns that are desirable by the designers of a crowd system. The proposed approach is

both multi-criteria and agent based in the sense that local and global characteristics of simulated

data are evaluated using multiple statistical metrics from both the data and the simulations. The

proposed metrics belong in two categories; individual that take into account the local properties of

trajectory segments by themselves and inter-personal that take into account relationships between

the agents. This approach can be used to non only successfully identify abnormal behaviours but

also behaviours from the example data that the simulation system could not capture and therefore

can help in developing better crowd simulation systems.

Higher Level Annotation of Crowds Finally, a method to extract higher level knowledge

of pedestrian behaviour is proposed (Chapter 6) that successfully identifies and tags higher levelPan
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behaviours such as walking, group formations and interactions. This approach can characterize

both simulation and real world crowds with higher level annotations that can help in analyzing, de-

scribing and comparing crowds in an intuitive way. By annotating data of real crowds with higher

level information better simulations and evaluations can be defined and studied. The proposed

method is based on Random Forests and employs local and global features of trajectory segments

to distinguish with a high success rate between six different classes of behaviours.

Crowd Simulation Tools and Data We believe that research in any field cannot move fast

enough if there is no collaboration between scientists in the field. As such, we are planning on

releasing all the tools, code and data developed over the course of the thesis to the community so

that others can benefit from our work. To our knowledge, no other data-driven crowd simulation

system is currently available to the community. Additionally, we are also planning on releasing the

crowd evaluation and annotation tools to help other researchers debug their own crowd simulators

or even compare their evaluation algorithms to our own. Finally, we plan to release data from

our work on our website. Currently tools and data can be downloaded from our website (http:

//graphics.cs.ucy.ac.cy)1 .

7.2 Future Work

All of the aforementioned techniques, open up the road for more research on data-driven

virtual crowds. Even more so, we believe that these techniques can be used and exploited in

other contexts also and not just virtual crowds. As part of future work, we are considering many

different possibilities ranging from expanding each individual components separately to fusing

them together into a complete crowd autoring framework. More specifically:
1Currently data and software can be found under: https://graphics.cs.ucy.ac.cy/research/

downloads/crowd-dataPan
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Improving PAG Simulation Reinforcement learning could be used to enhance the proposed

framework. In reinforcement learning based environment, decisions/actions are penalized or re-

warded during simulation time and therefore this kind of an approach could be applied during the

PAG traversal; edges could be rewarded according to collisions, error to the defined optimization

function (Equation (4.3)) or even the evaluation scores defined in Chapter 5.

Data from the high level annotation (Chapter 6) should be used to enhance the simulation re-

sults produced by the proposed simulation framework (Chapter 4); i.e., during walks of the PAG

graph actions should be selected based also on higher level behaviours. One potential alterna-

tive is to generate different PAGs for each high level behaviour and use the PAG corresponding

to the current high level annotations. Additionally, data from different sources can be combined

to improve the PAG and IFDB quality. Finally, the IFDB queries are based only on the current

trajectory segment contrary to the PAG traversal which depends indirectly from previously se-

lected actions. To improve on this, we could generate a graph like structure similar to the IFDB

which will interconnect similar trajectory segments where traversal would be based on a different

objective function than the one presented in Equation (4.3).

Data Requirements - State Space Exploration Studies should be performed to identify the

amount of data that is needed to capture and simulate the required bahaviours. In one hand, it

was observed in some of the datasets (e.g. the Reynolds dataset in Table 4.1) that by selecting

just a subset of the data, most of the behaviours could be captured and adding more data to them

simply did not improve simulation results. In a lot of the cases on the other hand we do not have

enough data, since given a limited video of crowds it is very difficult and/or impossible to capture

the entire state space. Therefore, a way to generate new states and actions based on the existing

data could help in the quality of any data-driven simulator. In the case of the PAG framework

for example, novel TPPs could be generated to fill up empty regions of the graph. These novelPan
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TPPs could be either generated automatically without any user intervention or a designer could

intervene to create new data by exploring the TPP space.

Crowd Authoring One of the most important topics in crowd simulation is crowd author-

ing (or scenario editing); i.e., the ability to easily author crowds exhibiting desired behaviours.

A good direction to follow is looking at data-driven methods to author crowds using the methods

proposed in this thesis. The main idea we are considering consists of mining the appropriate crowd

data based on desired behaviours using semantic descriptions from the crowd analysis techniques

proposed here (Chapter 6), then synthesizing these behaviours using the PAG framework (Chap-

ter 4). This authoring framework should also incorporate detection of abnormal behaviours for

easy and intuitive debugging of the crowd behaviours during synthesis (Chapter 5).

Simulating Local Groups Groups of pedestrians usually form in the real world, and as indi-

cated in Chapter 6, most of the people in the real world (60 − 75%) are parts of groups of 2–3

persons. Our framework cannot simulate these grouping behaviours as is; therefore approaches

to extend the PAG framework to handle this crowds either implicitly without adding any rules or

explicitly by adding constraints on the simulation. Another way of achieving small scale groups

is by adding a data-driven high level controller that will be responsible for formations or groups

and will again be learned from data of real world crowds. The higher level annotation framework

proposed in Chapter 6 should be employed both for the learning phase and the simulation phase

of such a data-driven crowd simulator.

Automatic Crowd Evaluation Evaluating the behaviour of crowds can be cumbersome for

a non experienced user, especially if he needs to define a multitude of metrics. To this end, we

should investigate automatic ways of selecting the appropriate metrics based on the source data.

This means finding what kind of metrics describe the input data the best and then applying the

proposed evaluation framework.Pan
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Improved Performance of Crowd Evaluation Generating and searching in high dimensional

Pareto fronts is a very time consuming task, therefore a good alternative would be to find ways

of projecting the data into a lower dimensional manifold aiming to keep the distance relationships

between the segments as much as possible. We are also considering approaches to increase the

performance of the PDA approach based on GPUs, such as representation of the Pareto space as

textures.
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Appendix A

Simulation Performance of PAG

The following paragraphs describe timing and quality results for the PAG simulation frame-

work as these are described in Section 4.5.4. Each experiment compares timing and collision

quality of the same dataset against two different scenarios.

A.1 Pedestrians 1 (lerner-zara)

In both scenarios, (Figures A.1, A.2 ) the PAG approach outperforms kNN having at worst

10% quality decrease and at best 50% quality increase. At a value of 100 for k, collision be-

haviour is similar with a performance speedup of 700-750%. Notice also that collision behaviour

is stable over different k, indicating a well connected graph with enough actions to resolve possible

interactions even if the initial node selection is not the best possible.

A.2 Pedestrians 2 (eth-hotel)

As the number of nearest neighbors k increases, the PAG collision quality reaches that of

the kNN, but never (at least up to 100 nearest neighbors) surpassing it (Figures A.4) A.3) . In

both cases, PAG performance increases as k increases (up to 750-800%). Another interesting
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observation, is that the collision quality remains more or less the same (bottom left graphs in

Figures A.3 and A.4) with the PAG in both cases; even though we search for more examples and

the quality of the kNN drops over the number of k. This indicates that probably the closest match

is the most appropriate in most cases. Also, this indicates; as in most of the other experiments

that the PAG is a more stable algorithm; it’s behaviour is almost independent on the number of

examples retrieved due to the edge traversal.

A.3 Small Groups (lee-chat)

This a very small dataset consisting of people talking. Due to its size, the PAG graph has very

few connections, resulting in bad collision quality due to few edge choices and few nodes (Figures

A.5 and A.6). Collision quality increases as k increases indicating that probably a brute search

over all nodes would be better suited for this small dataset; i.e., states found in the simulation can’t

be found in the source data and therefore actions in different states can help solve the interaction

as collision free as possible. Also, notice that by introducing a jump threshold the PAG can get

similar collision behaviour to the kNN with significant speed gains since a problematic situation

is identified and a different node is selected to handle the issue. Notice again that the PAG has

stable behaviour over different number of examples whereas kNN and variations of PAG with

different jump thresholds have variations in their quality. Performance increases by more than

800%, keeping the simulation real time (¿25 fps) for even large k in contrast to the kNN approach

which drops below real time for k = 5.

A.4 Simulated Data (reynolds-pedestrians)

Data in this dataset consist of agents in a simulated environment avoiding each other; mostly

from the opposite direction. The quality results indicate that the behaviour in this simulationPan
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is fairly simple as by just a few number of retrieved examples, collisions occur at almost the

same rate in most of the approaches. In the simper Manhattan like scenario (Figure A.7), quality

is improved by up to 40% if the PAG is employed with a threshold and up 10% for full PAG,

indicating that quality increases by using history (i.e., the effect of traversing edges). In the more

complex Chinese Hanzi scenario though (Figure A.8), where paths are more irregular and are

intersecting at different angles, quality drops by up to 25% for PAG without thresholds but still

remains stable whereas by introducing a jump threshold it can pass kNN by 10-40%. Performance

is again over 700% with simulation being real time over all k.
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Figure A.1: Comparison between the PAG against itself (with varying jump thresholds) and the
kNN approach. Simulation is 180 agents in a scenario similar to Section 4.5.2.5 with the lerner-
zara dataset. The PAG approach outperforms kNN up to 8 times with similar collision behaviour.Pan
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Figure A.2: Comparison between the PAG against itself (with varying jump thresholds) and the
kNN approach. Simulation is 150 agents in a scenario similar to Section 4.5.2.6 using as input
the lerner-zara dataset. The PAG approach outperforms kNN up to 8 times with similar collision
behaviour.Pan
ay

iot
is 

Cha
ral

am
bo

us



168

0 20 40 60 80 100
k

0

5

10

15

20

25

30

35

40

FP
S

FPS vs k

PAG

PAG0.50

PAG0.80

PAG0.95

k−NN

0 20 40 60 80 100
k

0

1

2

3

4

5

6

7

8

S
p
e
e
d
u
p

Speedup to kNN

PAG

PAG0.50

PAG0.80

PAG0.95

k−NN

Scenario:Manhattan (180 Agents)
Input:eth-hotel

0 20 40 60 80 100
k

0

100

200

300

400

500

600

T
im

e
 f

o
r 

C
o
lli

si
o
n

Time for Collision vs k

PAG

PAG0.50

PAG0.80

PAG0.95

k−NN

0 20 40 60 80 100
k

0.0

0.2

0.4

0.6

0.8

1.0

C
o
m

p
a
ri

so
n

Comparison to kNN

PAG

PAG0.50

PAG0.80

PAG0.95

k−NN

Scenario:Manhattan (180 Agents)
Input:eth-hotel

Construction Threshold: 0.99

Figure A.3: Comparison between the PAG against itself (with varying jump thresholds) and the
kNN approach. Simulation is 180 agents in a scenario similar to Section 4.5.2.5 with the eth-hotel
dataset.Pan
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Figure A.4: Timing comparison between the PAG against itself (with varying jump thresholds)
and the kNN approach. Simulation is 150 agents in a scenario similar to Section 4.5.2.6 with the
eth-hotel dataset.Pan
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Figure A.5: Comparison between the PAG against itself (with varying jump thresholds) and the
kNN approach. Simulation is 180 agents in a scenario similar to Section 4.5.2.5 with the lee-chat
dataset.Pan
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Figure A.6: Comparison between the PAG against itself (with varying jump thresholds) and the
kNN approach. Simulation is 150 agents in a scenario similar to Section 4.5.2.6 with the lee-chat
dataset.Pan
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Figure A.7: Comparison between the PAG against itself (with varying jump thresholds) and the
kNN approach. Simulation is 180 agents in a scenario similar to Section 4.5.2.5 with the synthetic
reynolds-hotel dataset. The PAG approach outperforms kNN up to 8 times.Pan
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Figure A.8: Timing comparison between the PAG against itself (with varying jump thresholds)
and the kNN approach. Simulation is 150 agents in a scenario similar to Section 4.5.2.6 with the
synthetic reynolds-hotel dataset. The PAG approach outperforms kNN up to 8 times.Pan
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