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HEPIAHYH

[Mopd Tic onuovtikég e€edilelg oty texvoroyia, ta cOyypove GLGTAUATO MAEKTPIKNG
evépyewog eEakolovBovv va avipetonilovv kApokotég PAAPec mov odnyovv oe peYEANG
éktaong ovokotioels.  H nBelnuévn eheyyduevn wnowdomoinon, M aAMod¢ Sidomoon
GLGTNUATOG 1) EAEYYOUEVOS OOYMPIGHOG GUOTHUATOG, £XEL TPOTUOEl MG VA AMOTELEGATIKO
OoplOTIKO PETPO EAEYYOV YLOL TOV TEPLOPIGUO OVTOV TOV KOTAGTPOPIK®YV YeYOVOT®V. H
eleyyouevn vnodomnoinomn amockonel 6to va ypnoipomombei ¢ g éoyoatn Adon v va
TPOSTOONGEL VA GMGEL TO GVOTNUO OO U0 HePIKT] N TANPN ovokoTion. Otav to cuoTNUA
vrootel (o coPapn| dtaTapayn Kot To cuuPatikd cvoTiraTe EAEYYOL dev gival og Béon va To
dlnpnoovy oe votdbela, 1 eAeYxOLEVT Vnowdonoinon pmopel va kabopicel o TpoyuaTiKd
xpOvo (Héoa oe AMya devtepOrenta otV TPAEn) va 6HVOLO YPOUU®V TTov B amocuvoedovv
amd TO CUGTNUO UETOPOPAS MOTE Vo dnUovpynovv Pidcia kot evotadn LIOGLGTHUATA,
YVOOTA KOl G VNGIOEC.

Kotd v vioBétnon g nleinuévng eleyyduevng vnodonoinong, mpénetl vo, eE€TacToHV
tpelg Pacikég mTuyés: “oe moio onueio vo. oy wpiotel o cbotiue”, “Tote Vo Loy wpIoTEL TO
ovoTHUA” KO "'TI TPETEL VoL YIVEL UETC, TOV OLOYWPIGUO TOV GOOTHUOTOS . XE QTN TN OTpiPn],
nwpoteivovtol apkeTéc HEBodOL ereyyOUeEVNG VNOOOTOINoNG Yol TNV EMIAVCY NG TPMOTNG
oM. Ot mpotevopeves néBodOL amoGKOTOVV Gt SIUCTOGT TOV GUCTNUOTOG LE EAGYLOTN
dTapayn TG PoNg 1oYLOS 1 EAAYLGTN avicoppoTia TS 16YV0G OTIG VNGIOES, Y10 OTOLOONTOTE
dedopévo aplBud vnoidmv, dTnpOVTaS TOPIAANAN TIG GVVOYEG TOV YEVVITPLOV Kol GAAOVG
OTATIKOVG KOl OUVOUIKOVS TEPLOPIGHOVG (). OBecIUOTNTO OGS YPOUUNG UETOPOPAC,
ocuvoesIudTTa). Agdopévou OTL 1 €votdbslo TV YNoidwv mov Onovpyodvion e&aptdTon
KLPIWG O T GLVOYN TOV YEVVITPI®V EVTOG TOV VNGIO®MV, TPOTEIVETOL ETIONG L0 EQAPLLOYT
000 otadimv Yy ToV KOOOPIGUO GULVEKTIKMV YEVVITPUOV GE JSOTOPOYUEVO GLOTHUATO
niektpikng evépyewc. H epoppoyn avt) Poociletor ommv  opodtmro  pETOED TV
SLOGVLVOETIKAOV TAAAVIMCEMY Kol TOV KOUTVA®V TAAAVI®OONS TV yevvnTpuov. To gpdtnua
Yy T0 TOTE MPEMEL Vo, dlaymplotel To cvoTa eivar Kpioto yio v emtuyia ¢ pebddov
eleyyouevng vnowomoinong, OedoUEVOL  OTL TPEMEL VO, OVIILETOMOTOOV  TO.  THava
mpofAquato  AavBoaopévov cuvayeppov Kot AavBacuévng  xpovikng extéieons. Mia
evomomuévn pebodoroyia mov Paciletar og éva area-based Center of Inertia (COIl)-referred
rotor angle deiktn elGdyeTaL Yol Vo TPOGILOPIGEL TOV KATOAANAITEPO YPOVO SLAYMDPIGUOV TOL



GLOTAHOTOG. AVTOG 0 £yKalpog KaBOPIGUOG TOV XPOVOL Y10 EAEYYOUEVT] VI|GLOOTOINOT UopEl
va cuvovaoTel Le paproyES Tov kKaBopilovv Ta onpeia Soy®PIGHUOD TOL GLGTHILOTOG.
Emumdéov, oe avty ) Swrpipn, egetdletor  €vvolo P0G GTPOTNYIKNAG Y. EAEYXOUEVN
VNG100TO{NCT] GUVOVACUEVT] LLE 0L EQAPLOYN Y10 TOPAAANAT OTOKATAGTOGT] TOV GUOTNLOTOG
niekTpikng evépyelng. [ to AOY0 owto, évag oAyOplOnoc eAeyyOUEVIC VNGLO0TOINoNG
e€edlooetar AapPavovtog vITOYV TEPLOPIGHOVE OMOKATAGTOONG TOV GUGTNUATOG NAEKTPIKNG
evépyelag (. TANPNG TOPATNPNOIULOTNTO, EmopKng tkavotnto “blackstart” wour emapkng
KAvOTNTO TOPOY®YNS Yol vo KaAvmtel v {tnon eoptiov oe kabe vnoida). Avtoi ot véol
TEPLOPIoUOl pmopovv va BempnBodv g £va 6TAG10 TPOYPOUUOTIOUOD TNG OTOKOTAGTOCNG TOL
GLGTNUATOG NAEKTPIKNG EVEPYELNG. XTN CUVEXELX, TPOTEIVETOL Lot KOVOTOWO HEBOSOG Yo Vo
apéxel AOGELS € TPOAYHOTIKO YPOVO TOCO Yo €AeyYOUeVY] vnowdomoinon O6co kol Yyio
OTOKATAGTACT) TOV OCULOTHUOTOS MNAEKTPIKNG evépyewng Pacilopevn o€ eKTIUNUEVES
KaTaoTdoel Tov ovotnuoatog. H  ovykekpuyévn pébBodog, mov amoteieitar oamd TOV
npoavaeepBévia akyoplBpuo eleyyduevng vnowomoinong mov efeliyOnke, €vav eKTUNTY
KATAOTOONG TPAYUATIKOD ¥POVOL KOl [ SlodlKaGio amoKOTAGTAoNG TOV GUGTHHOTOC
NAEKTPIKNG EVEPYELOS, OIVEL GTO YXEPLOTH TOV CLOTHUOTOG TNV eveEMElN Vo TapaKOAOVOEL TG
VNGo10eg HETE TN VNOLO0TOINGCT Kol VO, TIG EXAVAGLVOIEEL GE GYEOOV TPAYUATIKO YPOVO, LOMG
KavomomBohv ot cuvinkeg cuyypovicpov tovg. EmumAéov, mpoteivetar éva evomompévo
mlaiclo mov omoteAeitol amd pior kovotopo péEBodo eAeyyOpEVNS VNOLOOTOINoTG KOl Lo
pefodoroyia extipnong Kvdvvou yua vo aE0A0YNoEL TOV Kivouvo twv pefddwmv eleyyouevng
VNG100TOINoNG OTO0 CUOTNUO MAEKTPIKNG evépyelng. To evomomuévo mAOIclo TapEyel
OTOTIOTIKG GTOLYEID OYETIKA LLE TOL OPEAT KO TOVG KIVOHVOLG TNG EQUPLOYNG HLOG EAEYYOLEVIG
ynowonoinong, Aappdvovrag vroyn T afefordtnreg Kot TIg avnovyieg mov oyetilovral pe
mv aélomotio ™c. o v ohokAnpwon avutig G €pevvag, avamtuyOnKov OSvVVOoIKA
OOKIUAOTIKO CUGTHUOTO KOTAAANAQ Y10 LEAETEG LETAPATIKNG OVAALGNG TO OTTOT0L TTOPEXOVTOL

o€ avolKTY TpocPaon.



ABSTRACT

Despite major advances in technology, modern power systems still experience cascading
outages leading to large-scale blackouts. Intentional controlled islanding (ICI), also called
system splitting or controlled system separation, has been proposed as an effective corrective
control action to mitigate these catastrophic events. ICI is aimed to be used as a final resort to
attempt to save the system from a partial or a complete blackout. When the system is subject
to a severe disturbance and the conventional control systems are unable to keep the system
stable, ICI can determine in real-time (within a few seconds in practice) a set of lines to be
disconnected across the transmission system to create sustainable and stable subsystems, also
known as islands.

When adopting ICI, three key aspects must be addressed: “where to island”, “when to
island” and “what to do after islanding”. In this thesis, several 1Cl schemes are proposed for
addressing the first one. The proposed schemes aim to split the system with minimal power-
flow disruption or minimal power imbalance within islands, for any given number of islands,
while maintaining generator coherencies and other static and dynamic constraints (e.g.,
transmission line availability, connectivity). Since the stability of islands created is mainly
dependent on the coherency of the generators inside the islands, a two-step approach for
defining coherent generators in disturbed power systems based on the similarity among their
inter-area oscillations and swing curves is also proposed. The question of when to island is
critical for the success of the ICI scheme, since the possible issues of false alarm and false
dismissal have to be handled. A unified methodology based on area-based Center of Inertia
(COl)-referred rotor angle index is introduced to determine the most suitable time for splitting
the system. This timely definition of the time for islanding can be combined with approaches
to determine the points where to island the system.

Furthermore, in this thesis, the concept of a controlled islanding strategy combined with an
approach of Parallel Power System Restoration (PPSR) is considered. A proposed ICI
algorithm is extended to consider power system restoration constraints (e.g., complete
observability, sufficient blackstart (BS) capability and sufficient generation capacity to match
the load consumption within each island). These new constraints can be viewed as a power
system restoration planning stage. Next, a novel scheme is proposed to provide real-time
solutions for both ICI and power system restoration based on estimated states. The particular

\



scheme, which consists of the aforementioned extended ICI algorithm, a real-time state
estimator and a power system restoration process, gives the system operator the flexibility to
monitor the islands during the post-islanding stage and reconnect them in quasi real time, as
soon as their synchronizing conditions are met. In addition, a unified framework that consists
of a novel ICI scheme and a risk assessment methodology is proposed to assess the risk of ICI
schemes on the electricity system. The unified framework provides insights on the benefits
and risks of implementing ICI, considering the uncertainties and concerns related to its
reliability. For the completion of this research, dynamic test bed systems suitable for transient

analysis studies are developed and provided in open access.
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CHAPTER 1
INTRODUCTION

1.1 Research Background

1.1.1 Power system blackouts

With the increasing size and complexity of modern power systems, and despite major
advances in technology, the instances of large-scale blackouts have increased in the last two
decades. Along with growing demand in electricity, modern power systems experience
unprecedented changes in structure and operation due to economic and environmental
pressures. As electricity systems moved to market based structures, the demand for cheaper
electricity has grown. This has led to major increases in cross-border trading where it is often
cheaper to import power than invest in new power stations. For instance, Italy is normally
importing about 5 GW (25% of the country’s total load) from the interconnected European
Power System to cover its large deficit in energy. This is typically supplied from the cheap
nuclear generation in France. Germany is also facing major problems with energy deficits
caused by the shutting down of its nuclear units. The result of this decision means importing
power from neighboring countries. Therefore, the interconnectors which were originally
designed for greater frequency stability are now becoming vital sources of power transfer.

However, this is not the only pressure that the modern power systems are facing. Attempts
to avert climate change through the introduction of renewable energy policies are already
forcing radical changes in power systems. The most significant of these changes is that a large
percentage of electrical energy is expected to be generated using Renewable Energy Sources
(RES) like wind, solar and tidal. Major targets have been set for renewable generation across
the world. Many of these targets range from 20% [1] with a push to achieve 50% in the future.
This means that the ageing power plants will be replaced with newer carbon friendly
technologies. Even if this brings great benefits for carbon reduction, it will make the operation
of future power systems more variable and unpredictable due to the high influence of RES
generation by climatic conditions and the intermittent nature of RES. Another issue with these
technologies is that they provide no inertia to the system. Traditional steam turbines have very
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large rotors whose large rotating mass adds inertia to a system. However, the wind farms are
connected through a series of power electronic converters which decouple them from the grid
and thus offer no inertia. Therefore, in a system with 50% renewables, the system inertia will
be greatly reduced. Hence, for any given disturbance in the system, frequency will change
much faster. At the same time, the weaker coupling between the machines may lead to more
unpredictable system dynamic behavior. In addition, since new technologies are being
connected into an old grid design, major grid reinforcement will be required. For instance,
renewable energy generation on the transmission level requires the support of power electronic
technologies such as High-Voltage Direct Current (HVDC) lines and Static Var Compensators
(SVC). The use of these electronic technologies will introduce further complexity and
uncertainty into power systems [2].

It is rare for large-scale power system blackouts to be directly caused by a single large
disturbance. However, a single large disturbance in a stressed system with increased variation,
complexity and unpredictability, may cause a series of unplanned and unexpected sequential
outages. These outages will incrementally increase the stress on the system and force it into a
more vulnerable state of operation. If proper protection and control actions are not taken
quickly and properly by the system operators (e.g., load shedding, reactive power support),
then the system may experience further cascading outages and separate into undesirable
islands, or even completely collapse [3], [4].

With the modern power systems being operated close to their physical limits, and being put
under extra stress, severe blackouts have occurred in the last 15 years. The largest blackout in
the history of power systems occurred in 2012 in India which affected 620 million people. In
2011, a blackout in Brazil affected 55 million people while in 2010, Chile lost 15 million
customers. A catastrophic statewide blackout in South Australia in 2016 resulted in the loss of
2.5 GW that affected 1.7 million people. In 2003, three major blackouts occurred. The United
States with 55 million people affected, Italy with 56 million people affected and finally, 5
million in Sweden. A Europe-wide blackout was narrowly avoided in 2006 but 15 million
customers were still affected due to un-intentional islanding.

The Indian blackout was a prime example of a blackout caused by the high imports on the
interconnectors. One of the difficulties power exporters face is with importers keeping to the
contractual levels. Before this blackout, many of the interconnectors were severely overloaded

as areas were importing more power than the agreed levels. The Italian blackout was caused
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Figure 1.1: Blackout in Italy (2003)

by much the same reason. As mentioned above, the normal power import for Italy is about 5
GW. On September 28 2003, the demand was increased to 6.7 GW due to power station
outages in combination with country-wide celebration activities for the festival “White Night”.
20 minutes after the first 400 kV inner-Swiss line trip, a second 400 kV line tripped in
Switzerland, and immediately, a cascade of sequential line-trips occurred on all
interconnections to Italy. As a result, the “White Night” turned into a “Black Night”. The 2006
European event was another example where a planned outage was not communicated properly
to the neighboring operators. Therefore, it is obvious that the cause of many blackouts is often
the lack of proper communication between neighboring system operators. The 2016 South
Australian blackout was caused by an unexpected operation of the control settings of the wind
farms in combination with the low inertia in the system at that moment. Immediately before
the blackout, wind had been producing almost half of South Australia's power needs, with
much of the remainder being imported from Victoria. South Australia's thermal generators
(gas and diesel) had only been generating about 18 per cent of the state's power needs. When
the protection feature of the wind farms kicked in, their output reduced by 456 MW over a
period of less than seven seconds. This immediately led to the trip of the Heywood
Interconnector from Victoria. The sudden loss of power flows across the interconnector sent
the frequency in the South Australia grid plummeting. South Australia has an automatic load-
shedding system designed to kick-in in just such an event. However, the rate of change of the

frequency was so rapid (due to the low system inertia) that exceeded the ability of the under-
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frequency load-shedding scheme to arrest the frequency fall before it dropped below 47 Hz.
Without the automatic load-shedding scheme, the remaining generation was much less than
the connected load, and as a result, the entire system collapsed. Finally, the events such as the
Brazilian and Scandinavian blackouts were examples of hidden failures in the system which
are often not highlighted until the critical moments. Scandinavia lost a major generator, which
was then followed by a mechanical busbar fault which took out a key high-voltage corridor. In
the case of the Brazilian blackout, it was found that in a severe storm the isolators were not
adequate to cope with the high level of rainfall.

Undoubtedly, the introduction of further variation, complexity and unpredictability to
modern power systems makes them more vulnerable and dramatically increases the likelihood
of large scale power system blackouts. Whilst it is impossible to develop a solution that
completely eliminates the possibility of a blackout, several measures can be implemented to
minimize the probability of a blackout occurring. For many years, Energy Management
Systems (EMS) have been used for the online monitoring of system conditions and assessment
of system security. Traditional EMS use measurements with a low-refresh rate (i.e., several
seconds to one minute), from a Supervisory Control and Data Acquisition (SCADA) system,
to estimate the system operating condition and to perform offline system stability studies [5].
The EMS can provide sufficient information and support for normal steady-state system
operation and to plan the system response to slow changes in the operating conditions.
However, EMS is not capable of capturing system dynamics, particularly when the system is
subjected to large disturbances. To overcome this issue, power system operators try to assess
the stability condition of the power system through several offline studies. The transient
analysis that is usually used in the control center enhances the situational awareness of the
system operators by providing a visualization of the generator rotor angles, bus voltages, and
system frequency for the assumed operational state of the system. Nonetheless, for running
transient stability analysis both the type and the parameters of the dynamic model for the
power system components should be available. In addition, the offline studies cannot be used
to fully anticipate all the conditions faced by operators. Hence, any unplanned contingencies
have the potential to initiate a cascade of events that will lead to a system blackout.

Apart from EMS, many power systems have the benefit of technological advances such as
the System Integrity Protection Schemes (SIPSs). SIPSs are designed to preserve system

integrity after a large disturbance, and restore the system to the normal state when the system
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is in an emergency condition [3]. Traditionally, SIPSs use the results of offline studies to
determine their actions [5]. These offline studies are based on the pre-calculated system
behavior for the assumed operational state of the system. In addition, as SIPSs only use local
or regional (within a power utility) measurements, they lack awareness of the operating
conditions in the neighboring power systems [3]. Consequently, the traditional SIPS may not
be sufficient to ensure proper control for any system instability that may occur. Finally, the
conventional protection systems and controls (e.g., protective relays) have seen major
development to add robustness to power systems. However, in some cases the protection
systems themselves can be major contributors to blackouts such as the US blackout in 2003.
As systems become increasingly complex it is much more difficult to rely on the old
protection designs which are often fitted and forgotten about. On the other hand, when new
protection systems are installed, conflicts can arise between the old protection settings. Thus, a
proper co-ordination between the existing systems is required in order to provide the desired
protection.

It is clear that new solutions should be developed and exploited to enhance future power
system security. It is noted that a key contributor to this attempt could be the increased
situational awareness within power systems through new measurement technologies, wide
area measurement schemes, etc. In this sense, various task forces, advisory groups, research
programs, and operating standards have been set-up for studying and designing a
comprehensive system control strategy. A detailed report produced by an award winning task
force (formed by the IEEE Power and Energy Society (PES)) [6] highlighted some important
recommendations for improving system dynamic performance and thus minimizing the risk of
wide spread disturbances and subsequent blackouts. Among these recommendations,
Intentional Controlled Islanding (ICI) through special protection schemes (SPSs) is in

prominent place.

1.1.2 Intentional Controlled Islanding

Intentional controlled islanding (ICI), also called system splitting or controlled system
separation, has been proposed as an effective corrective control action for mitigating the
consequences of large disturbances which might eventually lead to a partial or complete
blackout [6], [7]. ICI is aimed to be used as the last resort to prevent blackouts, usually after

severe disturbances and when conventional control systems have failed to keep the system
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within stability margins. In practice, ICI determines in real-time (within a few seconds in
practice [7]) a set of lines to be disconnected across the transmission system to create
sustainable and stable subsystems, also known as islands [8], [9].

Figure 1.2 illustrates the general concept of ICI, which is associated with the blackout
progress [10]. Following a severe disturbance on a healthy system at t=tq4ist (known as
initiating event), the slow degradation of the power system commonly takes place [11].
Although Remedial Actions (RAs) may be applied to avoid this degradation, they may fail,
either because they are not sufficient or they may not be implemented on time by operators.
This typically causes the system to enter the fast speed cascading outages, triggering the
uncontrolled disconnection of components and causing large-scale blackouts.

In this context, ICI aims to limit these fast cascading outages, by splitting the power system
into several stable islands [6], [7]. When the vulnerability analysis identifies the necessity to
island the system, at t = tnec,isi, (When RAs fail to minimize the impact of the initiating event),
an optimal islanding solution must be determined, i.e., the lines to be disconnected in a
controlled manner. To avoid any delay in the controlled islanding, it is crucial that the ICI
algorithm is computationally efficient to reduce the computational time, denoted by tcomp.
When the solution is determined, this will be implemented at time timp. Then, due to the
inherent characteristics of the system, additional corrective measures (e.g., fast valving and
load shedding) may be needed to ensure that each island retains its security margins during the
post-islanding stage [12], [13]. Each island is then expected to reach a stable operation, and
after a certain period, the whole system will be restored to the pre-disturbance healthy system

by synchronizing the islands and connecting them into a unified system.



1.2 Research Objectives

A practical controlled islanding scheme needs to address three critical problems:

= Where to island? (i.e., the splitting points to form sustainable islands)

= When to island? (i.e., islanding timing)

= What to do after islanding? (i.e., post-splitting control actions in formed islands, e.g.,

generation rescheduling and load shedding)

In order to create stable islands, the islanding solution must satisfy a large number of
constraints such as load-generation balance, generator coherency, transmission line
availability, voltage stability, and transient stability [14], [15]. In general, it would be too
complicated to find a real-time solution that satisfies all these constraints, or even confirm if
such a solution exists. In addition, the combinatorial explosion of the solution space that
occurs for large power systems increases the complexity of solving the problem [8]. However,
considering only a sub-set of these constraints allows a set of feasible candidate islanding
solutions to be produced. This set of candidates can be coordinated with other corrective
measures (e.g., transmission system reconfiguration (TSR), generation rescheduling (GR), and
load shedding (LS)) to find a final islanding solution that satisfies all the constraints (a
solution which ensures that each island retains its stability and security margins in the post-
islanding stage). This approximation reduces the complexity of the controlled islanding
problem, especially when dealing with large-scale systems [8], [9], [14] - [16].

Among the aforementioned constraints, the generator coherency constraint is crucial for
the success of the controlled separation, as it enhances the transient stability of the islands [8],
[15]. Therefore, real-time knowledge of generator coherency will help plan the boundaries of
these islands and avoid unnecessary tripping [17].

In this context, the ICI is usually modeled as a combinatorial optimization problem with
constraints. The two main types of its objective function are the minimal power-flow
disruption and the minimal power imbalance within islands, while the main constraints are the
coherent generator groups. The power-flow disruption is expressed by the arithmetic sum of
active power in each disconnected transmission line. Methods for minimal power-flow
disruption minimize the change of the power flow pattern within the system following system
splitting [18], also called absolute power exchange. On the other hand, the power imbalance is
expressed by the algebraic sum of active power on each disconnected transmission

line(considering the direction of power flow). Approaches for finding islanding solutions with
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minimal power imbalance minimize the load-generation imbalance within the islands [14].

The question of when to island is critical for the success of the ICI scheme, since the
possible issues of false alarm and false dismissal have to be handled. In the case of a false
alarm, islanding is triggered too early, forcing a stable system to incorrectly be split into
islands. In the case of false dismissal, islanding is triggered too late, allowing an unstable
system to operate and to probably lead to an uncontrolled cascading blackout. Therefore, early
recognition that could indicate if a disturbance will evolve into a blackout or not is important
for mitigating the occurrence and cost of blackouts.

Another critical aspect regarding controlled islanding strategies is the lack of the Parallel
Power System Restoration (PPSR) planning stage. Although the objective of controlled
islanding schemes is to avoid a complete blackout, one or more islands might reach a local
blackout after the splitting strategy is carried out. These undesirable events occur due to the
lower stability margin in the created island compared to the one for the entire power system.
When a local blackout occurs in an island, PPSR should be carried out in order to restore the
island, and therefore, restore the power system. However, to properly run the PPSR process, a
number of constraints, regarding the PPSR, should be considered when searching for proper
islanding solutions [19]. The main ones are the complete observability, the sufficient
blackstart capability and the sufficient generation capacity within the formed islands. On top
of that, the concept of novel schemes that provide real-time solutions for both ICI and power
system restoration is still an unexplored research area and a practical engineering challenge.

In conclusion, it is obvious that the ICI schemes are highly complex, composed of several
components for gathering field data, detecting the triggering event and implementing the
islanding solution. This might lead to reliability issues, i.e., inability of the ICI scheme to
operate as designed, due to the numerous sources of possible malfunctions in the ICI
components. The main failure modes of ICI schemes are (i) the failure to operate when needed
and (ii) the incorrect (i.e., spurious) operation when there is no disturbance in the system. The
impact of these failure modes varies and depends on the evolving system conditions. An
example that shows the impact of the misoperation of such schemes is the Irish disturbance of
August 2005 [20]. Due to false communication signaling, this country was incorrectly split
into two areas, resulting in the disconnection of 326,000 customers in the Republic of Ireland
and a further 74,000 customers in Northern Ireland. It is, therefore, critical to develop and

apply risk assessment techniques to estimate and mitigate the risk introduced to the network
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by such undesirable events.

Considering all the above key challenges/issues crucial for the success of an ICI scheme,
the main objectives of this research can be summarized as follows:

1) Development of new real-time ICI algorithms and methods that find islanding
solutions with minimal power flow disruption or minimal power imbalance which
maintain the generator coherencies and other static and dynamic constraints.

2) Development of a methodology for defining in real-time coherent generators in
disturbed power systems.

3) Proposing a methodology to address the “when to island” problem.

4) Development of real-time ICI algorithms that consider parallel power system
restoration constraint. Consequently, proposing a novel scheme that provides real-time
solutions for both ICI and power system restoration based on estimated states.

5) Assessing the risk of ICI schemes on the transmission system through a risk
assessment methodology

The term “real-time” refers to methods and schemes that use Wide Area Monitoring Systems
(WAMS) to gather synchronized measurements provided by strategically located PMUs (with
a sampling rate between 30 to 60 samples per second). The utilization and analysis of such
measurements allows system operators to gain real-time awareness of current power system
operating conditions, and thus, to take real-time decisions and control actions. Any delays on
taking these control actions are then solely based on how computationally efficient the
proposed methods are.

Last but not the least, another objective of this research is the development of dynamic test
bed systems for transient analysis studies. As mentioned in Section 1.1.1, the transient analysis
can be used to assess the stability condition of the power system during large disturbances
(through several offline studies). In general, for running transient stability analysis both the
type and the parameters of the dynamic model for the power system components should be
available. However, the several IEEE test bed systems available for steady state analysis,
whose topology and power flow data can be found in [21], are lacking of dynamic models.
Thus, although in the case of the steady state methodologies, the IEEE test bed systems
provide a common background for the researchers to apply and test their methodologies,
extracting results under the same conditions for the same test bed systems, this is not the case

in the methodologies that are based on transient conditions where dynamic models and their
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dynamic parameters are needed. In the literature, there are several cases where researchers are
forced to choose dynamic models and their parameters for the IEEE systems in order to build
their own dynamic systems [22], [23]. Hence, there is a lack of consistency and uniformity
among the different dynamic test systems. Furthermore, there is a common desire among the
research community for dynamic test bed systems that can be used for assessing

methodologies based on dynamic simulations.

1.3 Thesis Structure

In Chapter 1, the need for systematic study and design of a comprehensive system control
strategy is demonstrated based on the evaluation of existing solutions for power system
monitoring, protection and control, and the anticipation of developments in modern power
systems. Hence, Intentional Control Islanding is proposed as an efficient corrective measure
for limiting system blackouts. Furthermore, the objectives of this research which were defined
considering the key challenges/issues crucial for the success of ICI are also detailed in this
chapter along with a list of the main contributions.

Chapter 2 presents the IEEE test bed systems (available in the literature for steady-state
studies) that were extended and modified to consider dynamic data for time-domain
simulations. Additionally, Chapter 2 further presents transient analysis results from the testing
of two IEEE modified test systems (IEEE 14- and 39-bus modified test systems). These
dynamic test systems are consequently used throughout the thesis for the validation of the
proposed methodologies.

In Chapter 3, a two-step approach for defining coherent generators in disturbed power
systems based on the similarity among their inter-area oscillations and swing curves is
presented. The proposed methodology is applied to the 39-Bus New England System and
coherent generators are obtained for different operating points to provide a more accurate and
realistic grouping.

Chapter 4 introduces several ICI methods for addressing the “where to island” problem.
The proposed methods aim to split the system with minimal power-flow disruption or minimal
power imbalance within islands, for any given number of islands, while maintaining generator
coherencies and other static and dynamic constraints (e.g., transmission line availability,

connectivity). For completeness, the graph theory fundamentals applied in these methods are
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first provided in this chapter. The proposed ICI methods are tested using the dynamic models
of several IEEE test systems, as well as real large-scale power systems that are more
representative of modern system operations footprints (e.g., actual power system of Cyprus,
Polish Network). Multiple case studies are presented to demonstrate the effectiveness of the
ICI methods to different system conditions.

In Chapter 5, a unified methodology based on the area-based Center of Inertia (COI)-
referred rotor angle index is introduced to determine the most suitable time for splitting the
system. The unified methodology is tested using the IEEE 39-bus test system. Different case
studies are presented to demonstrate the adaptability and effectiveness of the proposed
methodology in triggering promptly the ICI scheme and thus in minimizing the impact and
cost of large-scale blackouts.

Chapter 6 investigates the concept of controlled islanding strategies combined with an
approach of Parallel Power System Restoration planning stage. For this purpose, a proposed
ICI algorithm is extended to consider power system restoration constraints (e.g., complete
observability, sufficient blackstart capability and sufficient generation capacity to match the
load consumption within each island). Simulation results on the IEEE 39- and 118-bus test
systems are provided. To complete the investigation, this chapter also proposes a novel
scheme that provides real-time solutions for both ICI and power system restoration based on
estimated states. The proposed scheme consists of the aforementioned extended ICI algorithm,
a real-time state estimator and a power system restoration process. Since system observability
is guaranteed by the ICI algorithm used, the real-time state estimator can continuously provide
to the system operator the operating conditions of the power system before and after its
splitting. This gives the operator the flexibility to monitor the islands during the post-islanding
stage and reconnect them in quasi real time, as soon as their synchronizing conditions are met.
The ICI-restoration scheme is tested in this chapter using the dynamic models of the IEEE 39-
and 118-bus test systems.

In Chapter 7, a unified framework that consists of a novel ICI scheme and a risk assessment
methodology is proposed to assess the risk of ICI schemes on the transmission system. The
unified framework provides insights on the benefits of implementing ICI, considering the
uncertainties related to its reliability. The proposed framework is fully deployed on the actual
power system of Cyprus, where multiple case studies are developed to demonstrate its

adaptability to different system conditions.

11



Finally, Chapter 8 includes a general discussion about this research where all the important

conclusions are summarized. A reference to future work related to the research is also

performed.

1.4 Contribution to Knowledge

v

v

Development of dynamic test bed systems for transient analysis studies (IEEE 14, 30,
39, 57, and 118 bus modified test systems)

Development of a Robust Spectral Clustering Controlled Islanding (RSCCI) method
for finding suitable islanding solutions with minimal power-flow disruption (for the
bisection case) while maintaining generator coherency and transmission line
availability constraints.

Development of a novel ICI scheme based on graph theory (i.e., the cut-set matrix) for
determining an islanding solution that creates islands with minimum power imbalance,
while ensuring that each island contains only coherent generators and that the islanding
solution excludes critical branches. The proposed ICI scheme is designed for the
particular case of two electrical islands. More than two islands can be created by
applying recursive bisection.

Development of an ICI algorithm based on an exact Mixed Integer Linear
Programming (MILP) Formulation that directly determines an optimal islanding
solution with minimal power-flow disruption for any given number of islands, while
ensuring that each island contains only coherent generators. In addition, the proposed
algorithm enables operators to constrain any transmission line to be excluded from the
solution, allows the control of the size of islands and ensures their connectivity.
Development of a novel ICI algorithm based on a Linear Programming (LP)
formulation that directly determines an optimal islanding solution with minimal power-
flow disruption for large scale power systems, and for any given number of islands, in
a timely manner. The proposed LP formulation is derived from the relaxation of the
MILP formulation used in the above ICI algorithm.

Development of a two-step methodology for defining in real-time coherent generators
in disturbed power systems based on the similarity among their inter-area oscillations

and swing curves
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v Development of a unified methodology to address the “when to island” problem. The
proposed methodology adopts the concept of area-based Center of Inertia-referred rotor
angle index, widely used in transient stability analysis for tracking the stability of
interconnected areas, to determine the actual time for islanding. The time at which a
particular area is said to be unstable, is defined also as the moment where the ICI
scheme should be triggered to split the unstable system into islands.

v' Extension of the aforementioned MILP ICI algorithm to consider power system
restoration constraints. Considering that data collection is essential to properly run a
restoration process and assuming a completely observable power system at normal
operating conditions, the extended ICI algorithm creates islands that are also
completely observable, includes at least one blackstart unit within each island, and
guarantees sufficient generation capacity to match the load consumption within each
island. These new constraints can be viewed as a power system restoration planning
stage.

v Development of a real-time ICI and restoration scheme based on estimated states. The
proposed scheme consists of a sophisticated ICI algorithm (i.e., the extended MILP ICI
algorithm), a real-time linear state estimator and a restoration process. Following the
necessity to split the system, the MILP ICI algorithm firstly determines an exact
islanding solution with minimal power-flow disruption while considering PPSR
constraints. Since system observability is guaranteed, the real-time state estimator
continuously provides to the system operator the operating conditions of the power
system before and after its splitting. This gives the operator the flexibility to monitor
the islands during the post-islanding stage. The reconnection of the islands is achieved
in quasi real time, as soon as their synchronizing conditions are met.

v Development of a unified framework to assess the risk of ICI schemes on the
transmission system. First, the aforementioned ICI scheme based on the graph theoretic
cut-set matrix is used to create islands with minimum power imbalance. Then, a risk
assessment methodology is applied to calculate the probability and impact of the main
operational modes of the ICI scheme. The unified framework provides insights on the

benefits of implementing ICI, considering the uncertainties related to its reliability.
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CHAPTER 2
DEVELOPMENT OF DYNAMIC TEST BED SYSTEMS
FOR TRANSIENT ANALYSIS STUDIES

2.1 Overview

The growing size of interconnected power systems intensifies the need for transient
stability studies. The stability of the power system can be categorized into the angle and
voltage stability [12]. In the case of the angle stability, the power system should be able to
maintain synchronism between the generators and the rest of the system after a severe
disturbance, while in the voltage stability the system voltage level after the disturbance should
be preserved as in the steady state. In any of the two cases, the loss of stability could lead to
devastating consequences.

In order to prevent such situations, power system operators assess the stability condition of
the power system by examining several scenarios offline. The transient analysis that is usually
used in the power system control center enhances the situational awareness of the power
system operators by providing a visualization of the generator rotor angles, bus voltages, and
system frequency during a large contingency based on the current operating condition of the
power system. Therefore, operators can plan a set of remedial measures to maintain the
stability of the system.

In general, for running transient stability analysis both the type and the parameters of the
dynamic model for the power system components should be available. On one hand, each
electric utility has its own dynamic parameters and models for its power system. On the other
hand, the several IEEE test bed systems available for steady state analysis, whose topology
and power flow data can be found in [21], are lacking of dynamic models. Thus, although in
the case of the steady state methodologies, the IEEE test bed systems provide a common
background for the researchers to apply and test their methodologies, extracting results under
the same conditions for the same test bed systems, this is not the case in the methodologies
that are based on transient conditions where dynamic models and their dynamic parameters are

needed.
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In the literature, a few test bed systems that can be used in transient analysis were proposed
[24], [25], [26]. However, since the IEEE test bed systems are widely used by the research
community, there are several cases where researchers are forced to choose dynamic models
and their parameters for the IEEE systems in order to build their own dynamic systems [22],
[23]. In this case, there is a lack of consistency and uniformity among the different dynamic
test systems. Furthermore, there is a common desire among the research community for
dynamic test bed systems that can be used for assessing methodologies based on dynamic

simulations.

2.2 Dynamic IEEE Test Systems for Transient Analysis: Models and Parameters

The IEEE test bed systems available in the literature for steady-state studies (14, 30, 39, 57,
and 118 bus systems) were extended and modified to consider dynamic data for time-domain
simulations [27]. The dynamic parameters for a sixth order full machine model (i.e., machine,
exciter, and governor) were defined for each generator in the IEEE test systems. Dynamic
parameters were also determined for the condensers and motors. It is to be noted that the
dynamic parameters are based on typical dynamic models provided in [28]. Particularly in
[28], the dynamic parameters for fossil fuel generators are according to their rated power. For
each generator the dynamic parameters for its exciter and governor are also available.
Therefore, knowing the rated power of each generator in the IEEE test systems (available from
their steady state data) the appropriate dynamic model from [28] was selected (including the
exciter and the governor). The same procedure was followed for choosing dynamic parameters
for the condensers and the motors in the IEEE test systems. The IEEE modified test systems
were implemented in both the PowerWorld [29] and DIgSILENT PowerFactory [30] software

and are available online in open access (www.kios.ucy.ac.cy/testsystems).

The dynamic models and parameters for each generator, condenser, and motor in the IEEE
14 bus system are provided here based on real data [28]. The full dynamic data for the IEEE
30, 39, 57, and 118 bus systems are provided in Appendix A and are also available online in
open access. In the case of the generators, both the associated exciter and governor parameters
are given, while in the case of the condensers and motors only exciter parameters are given.
The excitation and governor system models used for the implementation of the IEEE dynamic

test systems in the two software were the IEEE Typel excitation model (exciter IEEET1) [31]
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Figure 2.1: Block diagram of the IEEET1 excitation system model [31]
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Figure 2.2: Block diagram of the WSCC Type G (BPA_GG) governor [31]

and WSCC Type G governor model (governor BPA_GG) [31] respectively. The block
diagrams of both models are presented in Figure 2.1 and Figure 2.2. It is important to mention
that the IEEE Typel excitation model corresponds to the Type DC1A excitation system model
of the IEEE Standard 421.5 (2005) [32], which is the currently accepted IEEE standard for
excitation system models for power system stability studies. It is important to notice that the
rated voltage of the machines (generators, motors, and condensers), as indicated in [28], is
much smaller than the voltage levels of the IEEE test systems. To comply with the voltage
levels of the generators as provided in [28], and thus build more realistic dynamic test bed
systems, the machines were connected through an ideal transformer. Hence, it was necessary
to add an additional bus having the same voltage level as the machine models in [28].
Performing this modification (Figure 2.3), the IEEE test systems topology was not changed,
and at the same time, there was no change in the operating conditions of the systems since the

power flows were not affected. This was confirmed by comparing the total power losses of the
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Figure 2.3: Extension and modification of an existing system

systems before and after the modification. The data of the transmission lines, existing
transformers, voltage levels and other steady-state data were considered the same as those
presented in [21]. Due to this modification, hereafter the IEEE test bed systems will be called
as “modified IEEE systems”. In order to better illustrate the modification to the IEEE dynamic
test systems, the IEEE 14-bus test system before and after the modification is shown in Figure
2.4 and Figure 2.5 respectively.

The IEEE 14-bus modified test system consists of 5 synchronous machines with IEEE type-
1 exciters, 3 of which are synchronous compensators used only for reactive power support.
There are 19 buses, 17 transmission lines, 8 transformers and 11 constant impedance loads.
The total load demand is 259 MW and 73.5 MVAr.

In the default topology of the IEEE 14-bus test system (Figure 2.4), the generators and the
condensers are connected to high voltage buses (132 kV or 220 kV) [21]. In the case of the
IEEE 14-bus modified test system (Figure 2.5), the generators and the condensers with their

dynamic models are attached to the new buses added to the extended system, as explained

132 kV. 13

L 132 kV 14
132 kV 12 ::

1 220 kV
132 kV 6

@ l 132 kV 9
ARE
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8
132 kV
220 kv—t—I 5 -w[v 3
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Figure 2.4: IEEE 14-bus test system: default topology
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Figure 2.5: IEEE 14-bus modified test system

earlier. Table 2.1 to Table 2.3 provide the system data for the IEEE 14-bus modified test
system. The numbers shown in the Tables for the bus numbers correspond to the default test

system and the modified system (in parenthesis) respectively.

Table 2.1: IEEE 14-bus modified test system machine data

Type GENROU GENROU GENROU GENROU
Operation Sync. Gen. Sync. Gen. Condenser Condenser
Default Unit no.
(New Unit no.) 1(15) 2(16) 3(17)  6(19), 8(18)
Rated power (MVA) 448 100 40 25
Rated voltage (kV) 22 13.8 13.8 13.8
H (s) 2.656 4.985 1.520 1.200
D 2.000 2.000 0.000 0.000
7, (p.U) 0.0043 0.0035 0.000 0.0025
xq (p.U) 1.670 1.180 2.373 1.769
Xq (p.U) 1.600 1.050 1.172 0.855
x'q (p.u) 0.265 0.220 0.343 0.304
x'q (p.U) 0.460 0.380 1.172 0.5795
x" 4 (p.u) 0.205 0.145 0.231 0.2035
x"q (p.u) 0.205 0.145 0.231 0.2035
X, 0T Xp, (p.U) 0.150 0.075 0.132 0.1045
T' 40 (5) 0.5871 1.100 11.600 8.000
T' 40 (9) 0.1351 0.1086 0.159 0.008
T" 40 (5) 0.0248 0.0277 0.058 0.0525
T" 40 (5) 0.0267 0.0351 0.201 0.0151
5(1.0) 0.091 0.0933 0.295 0.304
5(1.2) 0.400 0.4044 0.776 0.666
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Table 2.2: IEEE 14-bus modified test system exciter data

Type IEEET1 |IEEET1 IEEET1 IEEET1
Default Unit no.
(New Unit no.) 1(15) 2(16) 3(17)  6(19), 8(18)
Rated power (MVA) 448 100 40 25
Rated voltage (kV) 22 13.8 13.8 13.8
T, (s) 0.000 0.060 0.000 0.000
K, (p.u) 50 25 400 400
T, (s) 0.060 0.200 0.050 0.050
Vemax (P-U) 1.000 1.000 6.630 4.407
Vemin (p-U) -1.000  -1.000  -6.630 -4.407
K, (p.u) -0.0465 -0.0582 -0.170 -0.170
T, (s) 0520 0.6544  0.950 0.950
Kr (p.u) 0.0832  0.105 0.040 0.040
T (s) 1.000 0.350 1.000 1.000
E; (p.u) 3.240 2.5785 6.375 4.2375
SE(E,) 0.072  0.0839 0.2174 0.2174
E, (p.u) 4.320 3.438 8.500 5.650
SE(E,) 0.2821 0.3468  0.9388 0.9386

Table 2.3: IEEE 14-bus modified test system governor data

Type BPA_GG BPA_GG
Default Unit no.

(New Unit no.) 1(15) 2(16)
Rated power (MVA) 448 100
Rated voltage (kV) 22 13.8
Prax (p.U) 0.870 1.050
R (p.u) 0.011 0.050
T; (S) 0.100 0.090
T, (S) 0.000 0.000
T3 (S) 0.300 0.200
T, (S) 0.050 0.300
Ts (S) 10.000 0.000
F 0.250 1.000

2.3 Dynamic IEEE Test Systems for Transient Analysis: Testing

The proposed dynamic test bed systems have been tested under transient conditions to
demonstrate that their dynamic behavior conformed with the dynamic response of real
systems. In this attempt, the proposed modified IEEE test systems were implemented in the
PowerWorld and DIgSILENT PowerFactory software. The transient behavior of each dynamic
system could be obtained with the use of the transient analysis of these software. For each case
study, the angle, frequency and voltage stability were examined. Thus, a depiction of the
generator rotor angle, bus voltage, and system frequency during transient conditions was
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obtained. More specifically, for evaluating the proposed dynamic governor models and their
parameters, the system frequency was obtained for two cases. In the first case, generators were
equipped with governor models, while in the second case no governor models were considered
(for both cases machine and exciter dynamic models were available). Moreover, to evaluate
the proposed exciter models and their parameters, voltage magnitudes and angles for selected
buses were presented for the case where system generators were equipped with and without
exciter models (for both cases machine and governor dynamic models were available). Finally,
the rotor angle for selected generators (with full machine models) was obtained to check their
dynamic response during contingencies. It is important to mention that a comparison between
the total power losses of each system before and after the modification (in steady state
operation) was also performed to verify that the power flows were not affected. The transient
analysis results for the IEEE 14- and 39-bus modified test systems are presented below. The

results for the rest of the test systems can be found in [27].

2.3.1 IEEE 14-bus modified test system

In order to assess the stability condition of the IEEE 14-bus modified test system during
transient analysis, a single load event was considered. At time t =1 s, the value of loads at
buses 3, 4 and 9 was increased by 20% (total step change of 34.3 MW). The IEEE 14-bus

modified test system response under this event is given in Figures 2.6 - 2.11.

Table 2.4: Real power losses in IEEE 14-bus system

Losses in default topology Modified topology
(MW) (MW)
15.2 15.2
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Figure 2.6: System frequency in the IEEE 14-bus modified test system with and without governor models
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Figure 2.10: Voltage angles for selected buses in the IEEE 14-bus modified test system with exciter models
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2.3.2 IEEE 39-bus modified test system

The IEEE 39-bus modified test system contains 49 buses, 32 transmission lines, 24

transformers and 10 generators. It has 19 constant impedance loads totaling 6097.1 MW and

1408.9 MVAr. All the generators are equipped with an IEEE type-1 exciter and a simple

turbine governor, except generator 39 which is an aggregation of a large number of generators

and is considered not to have a governor. The behavior of the IEEE 39-bus modified test

system during transient analysis was evaluated by considering a single load event. At time

t=1 s, the value of loads at buses 3, 4, 7, 8, 25 and 39 was increased by 10% (total step

change of 290.58 MW). Figures 2.12 — 2.17 show the response of the system during the event.
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Figure 2.14: Voltage magnitudes for selected buses in the IEEE 39-bus modified test system with exciter models
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Figure 2.15: Voltage magnitudes for selected buses in the IEEE 39-bus modified system without exciter models
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Figure 2.16: Voltage angles for selected buses in the IEEE 39-bus modified test system with exciter models
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In addition, the stability condition of the IEEE 39-bus modified test system during transient
analysis was further assessed by considering a worst case scenario. At time t = 1 s, a balanced
three phase fault was applied at bus 39 and was cleared at t = 1.2 s. As shown in Figure 2.18,
if the system generators were not equipped with governor models, then the system would
collapse. In particular, when the speed limits of a generator are violated (in this case when the
speed drops below 48 Hz or exceeds 52 Hz), auxiliary corrective measures are applied (e.g.,
under/over frequency control), and the corresponding generator is tripped. Consequently, since
the system generators were not equipped with any governor models, a sequence of generator
trips would ensued leading to system collapse. However, if the system generators were
equipped with governor models, a generator trip through an under/over frequency control
scheme would not lead to more generator trips, since the governors maintain the speed of each
generator close to the nominal speed. As a result, the system could withstand the fault and it

could maintain its synchronism, as shown in Figure 2.19.

Table 2.5: Real power losses in IEEE 39-bus system

Losses in default topology Modified topology
(MW) (MW)
42.8 42.8
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Figure 2.19: System frequency in the IEEE 39-bus modified test system with governor models

2.4 Conclusions

The dynamic models and the dynamic parameters for sixth order full machine models (i.e.,
machine, exciter, and governor) as well as for the condensers and motors contained in the
IEEE 14, 30, 39, 57, and 118 bus systems were defined based on typical data provided in [28].
The topology of the proposed dynamic IEEE test bed systems was slightly altered from the
default one by adding new buses with lower voltage level for the generators, condensers, and
motors, in order to be compliant with the rated voltage level of the dynamic models provided

in [28]. The procedure followed in this work for including dynamic models into a system can
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be generalized for several systems, assuming that the rated power of the generators, motors,
and condensers are known. The dynamic models allow researchers to test their methodologies
on common test systems in order to compare results and performance. The dynamic test
systems complement the existing steady state systems.

The behavior of the dynamic IEEE modified test systems has been examined under large
disturbances. Based on the simulation results, it can be concluded that the dynamic models
with the proposed typical parameters are reliable since the dynamic response of the IEEE
modified test systems follow the expected behavior of actual systems under contingencies. It
was shown that the proposed governor models play a crucial role in the maintenance of the
system frequency, even under severe faults. Moreover, voltage magnitudes of the buses for all
the test systems are preserved close to their pre-fault values in the presence of the proposed
exciter models. In the case of the rotor angle stability, it is clear that the generators maintain
the synchronism between them after the occurrence of a fault. Finally, it was shown that in
steady state conditions the real power losses are the same in both the modified and the actual
IEEE test systems. This indicates that the modifications of the default test systems topology do

not influence the steady state conditions of the systems.
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CHAPTER 3
GENERATOR COHERENCY

3.1 State-of-the-Art Overview

Transient stability or large disturbance rotor angle stability refers to the ability of the power
system to maintain synchronism when subjected to a severe disturbance [12]. The instability
that may result occurs in the form of increasing angular swings of some generators leading to
their loss of synchronism with other generators. In steady state conditions, the rotor angles
(swing curves) of all the generators swing together in a synchronous frame of reference. This
means that the angular difference between any two generators is approximately constant over
a period of time. However, in case of a disturbance in multi-machine power systems, a drift in
the rotor angle of some generators is introduced, moving them away from the rest of the
generators. Generators belonging to a certain coherent group are expected to exhibit similar
responses to the disturbance. Hence, the difference between their swing curves is so small that
they can be considered to be oscillating together and coherently. After the removal of the
disturbance, the affected generators will again swing back to the rest of the generators. Power
system coherency refers to the property of generators having similar time-domain responses
during a system transient.

It is understood that the ICI scheme relies on generator coherency to decide when and
where to inhibit/arm specialized relays. These specialized relays, when armed, will trip in
response to local signals to create the isolated electrical islands. The stability is guaranteed by
the fact that all the generators in these islands are coherent. In this context, real-time
knowledge of generator coherency will help plan the boundaries of these islands and avoid
unnecessary tripping [33].

In the literature, various methods for identifying coherent generators have been reported
which can be categorized into three types. The first class identifies generator coherency by
analyzing the empirical results of offline simulation (e.g., examine the similarity between the
generator swing curves by comparing their trend visually) [34], [35]. Such approaches exhibit
high accuracy but are inappropriate for addressing disturbances dynamically in real-time. The

second type employs linearized power system models about the power flow equilibrium to
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reduce complexity [36], but is often unsuitable to represent large or rapid deviations from the
equilibrium. The third class introduces the notion of slow coherency arising from interarea
oscillations [26], [37]. These methods use singular perturbation to assess time-scale separation
of the interarea and local modes, and implement eigenvector-based methods to identify
coherent generator groups. One disadvantage is the inefficiency of these methods when the
interarea oscillation is not sufficiently reduced. Furthermore, all three classes require detailed
power system topology data, which may not always be available when needed especially for
emerging wide area smart grid systems.

To address this problem, measurement-based coherency identification employing Phasor
Measurement Units (PMUSs) has been proposed. PMUs provide real-time synchronized system
measurements including voltage and current at generator buses and generator speeds [38]. The
main advantage of direct PMU monitoring of generators is measurement accuracy resulting in
enhanced transmission network reliability [39], [40]. Moreover, it is expected that PMU
placement will include generator buses of interest in coherency identification applications due
to the requirement of installing PMUs at new interconnections [41]. Under this assumption,
the methodologies underlying measurement-based coherency identification approaches are
diverse. In [42], a method based on measuring coherency in terms of frequency deviation and
the application of an Artificial Neural Network (ANN) technique is proposed. Wide area
generator speed measurements combined with Fourier analysis are used to determine coherent
generator groups in [43]. The authors in [44] have presented the identification of coherent
generators in power systems using Growing Self Organizing Feature Map. Coherency for
power systems is obtained in [45] through principal component analysis. Researchers in [46]
applied the Hilbert-Huang transform on generator phase angle data to identify coherency.

3.2 Two-Step Methodology for Real-Time Identification of Coherent Generator Groups

Generator coherency can be established by comparing synchronized data of generator rotor
angle and frequency in real-time. A typical Wide Area Monitoring Protection and Control
(WAMPAC) system consists of strategically located PMUs that provide synchronized system
measurements [38]. The main contribution of this work [47] is to utilize such measurements to
analyze the evolution of inherent system dynamic behavior. The generator speed, output

power, voltage and current are measured continuously at all generator terminals and a
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Step 1: Rotor Angles Estimation Based on Limited Measurements
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Figure 3.1: Identification of coherent generators in real-time

snapshot is utilized to find the coherent generator groups (Figure 3.1). The data are transmitted
to the transmission control center in milliseconds time scale where a real-time estimation of
the generator rotor angles is performed by extracting time domain solutions of the swing
equation. The tool to identify similarity between each pair of the swing curves, which is based
on an intraclass correlation analysis [48] (a well-established technique in statistics), has input
data available in less than a second’s time interval. The groups of the coherent generators are
finally determined through a graph minimization algorithm. Therefore, the proposed two-step
methodology for the real-time identification of coherent generator groups (Figure 3.1) might
be a new WAMPAC application.

3.2.1 Step 1: Rotor angle estimation based on limited measurements

For an n-machine power system, the classical swing equation that describes the behavior of
the rotor dynamics of a synchronous generator is [49]:

SI’ (5] d28
2H Jrated o P -P-K,Aw, =P, (3.1)

5
where H is the inertia constant at the synchronous speed ws in seconds (ws in electrical
radians/second), wr is the generator angular speed in radians/second, Sraed iS the generator
MVA rating, ¢ is the angle of the internal emf of the generator, Pm, Pe and Paare the
mechanical, electrical and accelerating power respectively in MW, Kp is the damping
coefficient of the rotor and Awr is the speed deviation in radians/second.

In nominal operating conditions, the machine angular speed is equal to the synchronous

speed (or = ws). Dividing both sides of (3.1) by Srated and neglecting the damping constant
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which does not significantly affect the more basic characteristics, such as the natural

frequencies and mode shapes, (3.1) can be expressed as:

2
%% =P,—P, =P, perunit (3.2)
In non-nominal operating conditions, considering that an installed PMU at each generator
terminal can provide synchronized measurements of the generator speed, output power,
voltage and current with a rate up to 50 samples/s, a time domain solution of the swing
equation can be obtained using an integration technique. In such a case, the mechanical power
input to the machine (Pm) is assumed constant for a short duration of the fault (in this case for

1s). In general, the assumption of constant Pm in a real power system is not far from reality.

o, d?8 -
2H - =Pn —P =P, perunit (3.3)
d% ®;
—— =(P.-P >
== (P, e)szr (34)

Since (3.4) is linear (all the terms of the second part of (3.4) are known), a direct non-
iterative solution can be obtained at each time step (defined in this work as At = 0.02 s) using
the well-known trapezoidal integration algorithm [50]. It must be noted that since the
trapezoidal integration algorithm is numerically stable [50] large step sizes can be used. The
classical trapezoidal integration technique is described in (3.5).

flx+Ax) — f(x)

)=

0 Ax
Ax¢0=>Af(x) =f(x+Ax)—f(x)
Ax Ax (3.5)
won D) flx+28x) = 2f (x + Ax) + f(x)
f'(x) = Al A2

Applying the trapezoidal integration technique (3.5) to (3.4) yields the expressions (3.6)-(3.7).

6(t + 2At) — 26(t + At) + 5(¢b)

At? (3.6)

6ll(t) —

At each time step t + A¢,
6(t+1)—26(k)+6(k—1)

At? (3.7)
S(k) =6"(k—2)At2 +26(k — 1) — 5(k — 2)

§"(k—1) =

with 6(=2) = 0, 6(—1) = 0 and 6" (k) known.
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3.2.2 Step 2: Automatic generator grouping

A classical process for identifying the similarity between each pair of the generator swing
curves, and thus forming the coherent generator groups, is to compare their trend visually.
Typically, this procedure is executed by an experienced system operator. However, an
estimation of the generator rotor angles in real-time followed by an evaluation of their
similarity could help to automate this visual process and thus increase its flexibility. In this
work, the similarity is evaluated based on an intraclass correlation analysis [48] and the

coherent generator groups are identified through a graph minimization algorithm.

A) Intraclass Correlation Coefficient (ICC)

In statistics, the ICC is a general measurement of agreement or consensus [48]. The
coefficient represents the agreement of two or more dependent variables (coders) by
comparing the variability of different measurements (or ratings) within variables and between
variables to the total variation across all measurements. There are numerous versions of the
ICC that can give quite different results when applied to the same data. Each form is
appropriate for specific situations defined by the experimental design and the conceptual intent
of the study. There are six forms of ICC that are most common. However, the choice of the
most appropriate form calls for three decisions: a) Is a one-way or two-way analysis of
variance (ANOVA) appropriate for the analysis of the study? [51] b) Are differences between
the means of the coders relevant to the study? and c) Is the unit of analysis an individual
measurement or the mean of several measurements?

For this study, and to identify generator coherency through the assessment of the rotor
angle samples, two dependent variables (coders) are necessary: the time-step of each sample
and the identity of each generator. Therefore, a two-way ANOVA is suitable for this study and
not the one-way ANOVA. The two-way ANOVA variables are presented in

Table 3.1. In this table, SSC is the Sum of Squares between Columns, SSR is the Sum of
Squares between Rows and MSE is the Mean Square Error. The sets J = {1,...,j} and | =
{1,...,1} denote the generators and the number of samples, respectively. Moreover, in this
study, since the rotor angle samples of each generator are independent from the rotor angle
samples of all the other generators, the differences between the means of the coders are
relevant to the study. Finally, since a single rotor angle sample is obtained at each time-step, it

is obvious that the unit of analysis is an individual measurement and not the mean of several
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Table 3.1: Two-way ANOVA

Variation Sum of Square Mean Squares
Between _IN(T WY _ssC
Columns 35C= IJZ:;'(X" X) MSC=721
|
Between SSR =33 (X, - X)? MSR — SSR
Rows ~ -1
Sh c T . SSE
Error SSE = (X; =X, =X +X)° MSE=—"—
2; : : (-D -1
measurements. The variables X;, X; and X in Table 3.1 are described by,
J I J
g - b=ty g Xy oy XXy (3.8)
' A J I’ I

According to the three decisions above, the appropriate ICC form for this study is given by

the variance ratio:

of

= 3.9
p 0'72~+0']2+0'12+0'§ (3.9)

where ¢/ is the variance of the deviation from the overall mean of each set of rotor angle
samples, o7 is the variance of the difference of each time-step and each set of rotor angle
samples from their mean, o2 is the variance of the difference from the overall mean of the j¢"
sample, and o7 is the variance of the sample error.

However, the true variance terms are rarely known due to the sampling variability of the
PMUs and to the limited number of samples. Therefore, ICC can be estimated from the sample

data as:

MSR — MSE

arsc—mspy'” € 71 (310)
1

ccR)=r=

MSR + (n — 1)MSE +n

where n refers to the number of data sets to be compared (n = 2 for the purpose of the
identification of coherent generator groups). An ICC(2,1) equal to 1 denotes that the pair of
generator swing curves is in perfect agreement, while an ICC(2,1) equal to 0 corresponds to

random agreement.
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B) Graph minimization algorithm for generator grouping

The generator coherency problem can be described using an undirected fully connected
graph-model G (V, E, W). In this graph-model, the node set V={vi,...,va} denotes the
machines while the edge weights set W with elements wj; (i,j=1,...,n) denotes the calculated
ICCs. The desired coherent groups (k=2,...,n) are represented by the subgraphs Gm (Vm,
Em, Wm) where m=1,... k.

For the case of two desired coherent groups (k = 2), the objective is to separate the positive
and negative swing curves. Hence, the mean of the rotor angle samples of each generator is
calculated and the separation of the two groups is performed based on the means sign.
However, for k>2, the complexity of the problem is increased since additional features of the
generator swing curves have to be considered. To solve this problem, the ICC between each
pair of generators is firstly calculated separately at each subgraph (k=2). Then, for each
subgraph a fully connected graph is formed using the calculated ICCs as its edge weights. Since
the objective is to separate the generators into groups with the highest similarity, all but one
negative ICC become zero. Furthermore, considering that the higher ICCs are of interest, a
Minimum Spanning Tree (MST) with reversed edge weights (1/ wijj) is suitable for this study.
Therefore, two MSTs are derived that contain only the strongest relations. The formation of
k>2 groups is achieved by selecting the k-2 globally smallest weight edges to be removed from

the spanning trees.

3.2.3 Simulation results

The 39-bus New England System (Figure 3.2) was used to demonstrate the effectiveness of
the proposed two-step methodology for the real-time identification of the coherent generator
groups. The 39-bus New England System is a simplified model of the high voltage
transmission system in the northeast of the U.S.A. (New England area). It consists of 39 buses
(nodes), 10 generators, 19 loads, 34 lines and 12 transformers. The dynamic models and
parameters for each generator have been taken from [52] and have been completed with data
taken from [53], [54].

A) Case study 1

At time t = 1 s, both ends of transmission line 17-27 are opened. As a result, a transient

instability is created into the system. Assuming that a PMU is installed at all generator
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Figure 3.2: 39-Bus New England System
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Figure 3.3: Generator swing curves of the 39-bus New England system obtained from the execution of Step 1

buses (10 PMUs in total), providing 50 synchronized measurements of the generator speed and
output power per second, the swing curves obtained from the execution of Step 1 are shown in
Figure 3.3.

After estimating the generator swing curves, the desired number of coherent generator
groups (k) is formed based on the automatic generator grouping analysis of Section 3.2.2. For

k=2, the positive and negative swings are directly separated and the coherent generator
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Figure 3.4: ICC between each pair of generators at each subgraph

Figure 3.5: Coherent generator groups obtained from the execution of Step 2 for k=3

groups obtained are {G1, G8, G9, G10} and {G2, G3, G4, G5, G6, G7}. For k=3, the ICC
between each pair of generators is firstly calculated separately at each subgraph (k=2) as
shown in Figure 3.4. The coherent generator groups determined by the execution of Step 2 are
{G1, G8, G9, G10}, {G2, G3} and {G4, G5, G6, G7} (Figure 3.5).

B) Case study 2

At time t = 1 s, both ends of transmission lines 3-18 and 4-14 are opened creating a
transient instability into the system. Figure 3.6 shows the response of the generators during
the event (Step 1). For k=2, the coherent generator groups obtained from the automatic
generator grouping analysis are {G1, G8, G10} and {G2, G3, G4, G5, G6, G7, G9}. For k=3,
the ICC between each pair of generators is firstly calculated separately at the two subgraph
(k=2) and the resulted coherent generator groups are {G1}, {G8, G10} and {G2, G3, G4, G5,
G6, G7, G9} (Figure 3.7).
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Figure 3.6: Generator swing curves of the 39-bus New England System obtained from the execution of Step 1
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3.3 Conclusions

In this Chapter, a two-step methodology for the real-time identification of coherent
generator groups has been presented. During a disturbance, the inherent system dynamic
behavior (rotor angle) is analyzed by utilizing synchronized PMU measurements (generator
speed and output power at all generator terminals) and extracting time domain solutions of the
swing equation. The generator swing curves obtained at Step 1 are served into Step 2, where
the similarity between each pair of them is evaluated through an intraclass correlation analysis.
The groups of the coherent generators are finally formed through a graph minimization
algorithm. The effectiveness of the methodology was tested on the 39-bus New England
System. In general, since the complexity of the methods involved is low, it can be deduced

that the proposed methodology is suitable for real-time application.
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CHAPTER 4
INTENTIONAL CONTROLLED ISLANDING - WHERE
TO ISLAND

4.1 Graph Theory Fundamentals

In graph theory, an undirected graph-model G =(V,&,V) can be used to describe an m-
generator and n-bus power system. In this graph model, the node set V ={v,,...,v,} denotes
the buses while the edge set £ with elements €;(i, j =1,...,n) denotes the transmission lines.
The set V" is a subset of the node set V that contains only those buses with generators
directly connected to them. The set 1V, with elements w; (i, j =1,...,n), is a set of edge weights

representing the weight factors (power flows) associated with the transmission lines. To

accommodate network losses, wij is calculated as follows:

W, = | |+| | |fe ef; (4.1)

0 otherwise.

where Pjj and Pji represent the active power flow in the line from bus i to j, and from j to i,
respectively. Figure 4.1 shows as an example the graph representation of the IEEE 9-bus test
system.

2 T 8 9 3
2 T2 | T3 3
Va 9 V3
[ @
Load
5 6
Load A Load B
4
= Elcctrical buscs T1 ® Generation-node
— Transmission lines o Load-node €14
Power transformer 1 — Piaa
(*D) Electrical generator £ Vi
1 Electrical load Gl
(a) (b)

Figure 4.1: IEEE 9-bus test system (a) single line diagram. (b) simplified graph representation
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The cutset & < £ [55] is the set of edges to be removed to split G into K e Z" subgraphs
G, =0, &), where ke, K={1,...,K}. For K subgraphs, the sum of the weights of the

edges within the cutset & is called the cut, which is defined as,

cut(Y, %)= >, w,, h=k, hkek (4.2)
i€, jel

Bisection of the graph G means splitting the graph G into two subgraphs G, = (},&,) and

g, =0,&,) by removing the edges connecting these two subgraphs [55]. Here, )} and )} are
disjoint subsets of V (VU =@and ), =V). U and V)™ are two disjoint subsets of

V¥ which are also subsets of 1 and 1}, respectively.
For a graph G , the Laplacian matrix £ [55] is defined as,

L =D-W (4.3)
where D =diag(d,), i=1..,n, is a diagonal degree matrix that contains the diagonal
elements d. which is equal to the total weight of the edges connected to node i.

The oriented incidence matrix M of G represents the incidence among nodes and edges,

and is defined as follows [56]:

1 ifarce, =g, isincident from node v;;
M=[m,]=1-1 ifarce =eg, isincident to node v;; (4.4)
0 otherwise.

4.2 State-of-the-Art Overview

Current approaches for ICI aim to split the system such that each island contains only
coherent generators. In these approaches, the ICI is modeled as a combinatorial optimization
problem, whose two main types of objective function are minimal power-flow disruption and
minimal power imbalance within islands.

In [57], a two-phase Ordered Binary Decision Diagram (OBDD) method based on a
simplified graph is presented to find the islanding solution that separated coherent generator
groups with minimal power imbalance. In the first phase, the strategies that meet the
conditions for the power balance of islands are identified by using the high-performance

OBDD algorithm. In the second phase, power flow data are used to exclude strategies that
40



violate the transfer limits. The final results of this method represent the strategies that
correspond to acceptable steady state operating points. In [58], the Breadth First Search
(BFS)/Depth First Search (DFS) algorithms are used to find power-balanced islands
containing coherent generator groups. BFS is a graph search algorithm which tries all one-step
extensions of current paths before trying larger extensions. DFS is a graph search algorithm
which extends the current path as far as possible before backtracking to the last choice point
and trying the next alternative path. Even though these approaches ( [57], [58] ) result in
different islanding solutions, they both can be described as searching problems on graphs,
which are generally NP-hard [55]. In other words, there is no general polynomial time
algorithm to find the optimal solution.

To overcome this problem, computationally more efficient algorithms that approximate the
optimal solution must be used instead. In particular, the slow coherency theory (which can be
used to find theoretically the weakest connection in a power network) is effectively used in
[9], [15], [59] to split the system across weak connections (creating stable islands); however,
this approach might not account for changes in the topology of the network, which can have
an effect in the coherency results. Moreover, solutions with minimal power flow disruption
can be achieved using efficient graph theoretic techniques such as spectral clustering. This
technique uses the eigenvalues and eigenvectors of a matrix associated with a graph that
represents the power system to determine splitting solutions within polynomial time. Spectral
clustering is used in [60] to determine islanding solutions with minimal power flow disruption.
Even though this method is computationally efficient, it does not include the generator
coherency constraint in the ICI problem. Failure to consider this vital constraint restricts the
use of this approach [8]. More recently, a Spectral Clustering Controlled Islanding (SCCI)
algorithm has been proposed in [8]. The SCCI algorithm minimizes the power-flow disruption,
while ensuring that each island contains only coherent generators. However, an islanding
solution can only be directly determined when the number of islands is two, i.e., the SCCI
algorithm only finds a solution for the bisection case. This issue is resolved by applying
recursive bisection [8]. Nevertheless, recursive bisection is a computationally demanding
technique that requires the repeated eigendecomposition of a matrix associated with the graph.
Recursive bisection can also affect the quality of the islanding solution [61], [62]; better
solutions may be missed. Efficient spectral clustering-based controlled islanding algorithms
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are also presented in [63], [13], [64]. However, the unsupervised nature of these approaches

makes difficult the introduction of ICI constraints in the problem.

4.3 Robust Spectral Clustering Controlled Islanding (RSCCI) Method

A novel two-step Spectral Clustering Controlled Islanding (SCCI) algorithm that minimizes
the power-flow disruption, while ensuring that each island contains only coherent generators
(dynamic constraint) has been proposed in [8]. The method was tested and validated using
three different IEEE test systems. The results were promising and demonstrated the
effectiveness of the SCCI method in networks with up to 118 buses. The method was later
tested in various real networks, including small systems and very large-scale networks. The
results achieved, when implementing the SCCI algorithm on real power systems, highlighted
practical issues previously not considered that require to be addressed when using the existing
SCCI method.

Therefore, the previously proposed SCCI algorithm is improved in this work and a Robust
SCCI (RSCCI) is presented. In particular, the existing SCCI does not include constraints to
unavailable transmission lines (static constraint). Thus, transformers and lines without synchro-
check relays might eventually be included in the islanding solution. Synchro-check relays are
essential during the synchronization of islands during the restoration process. Furthermore, the
existing SCCI is also sensitive to outliers and computationally expensive for large scale (over
500 nodes) power systems. An outlier is an observation that is numerically distant from the rest
of the data [65]. Therefore, this work presents possible solutions for when such problems occur.
An outlier detection algorithm, to determine the optimal splitting strategy in strong connected
networks and a constraint to exclude unavailable transmission lines from the splitting strategy
are detailed in this work to determine the optimal splitting strategy in large scale power

systems.

4.3.1 QOutlier detection and robust clustering

After running the spectral analysis of the graph, a proper clustering algorithm should be
selected to cluster the nodes of the graph based on the selected eigenvectors. There are many
clustering algorithms that could be used. While k-means, the clustering algorithm used in the

existing SCCI method, is the traditional and default algorithm in the literature as it is simple
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and fast, it is very sensitive to outliers [66]. The k-means attempts to minimize a squared error

function described as follows:

(4.5)

. 2 i
where Hxi(” —ch is a chosen distance measure between a data-point Xi(‘)and the cluster center

(centroids) c; , the mean value of the data-points in the cluster j.
When applying spectral analysis to solve the generalized eigenvalue problem, it is possible

for graph nodes with very small weights and/or small degrees (e.g. a one-degree node with a
very small weight) to produce eigenvectors that are outliers. Since the Spectral Clustering (SC)
algorithm clusters nodes based on the eigenvectors of the graph, these outliers will affect the
quality of the clustering.

There are two ways to handle this outlier problem. One is detecting the outliers through
outlier detection algorithms and eliminating it before clustering. Another way is using a robust
clustering algorithm which is not sensitive to outliers. In this work, a more robust clustering
algorithm, k-medoids, to cluster the nodes in the solution subspace is implemented. Thus, a
RSCCI method is obtained from the existing SCCI method. Instead of taking the mean value of
data-points in a cluster as the cluster center, k-medoids chooses the most centrally located data-
point in a cluster (medoids) as the cluster center. It is more robust to noise and outliers
compared to k-means because it minimizes a sum of dissimilarities instead of a sum of squared

distances between data-points [67].

4.3.2 Transmission line availability constraint

The RSCCI method applies constraints to unavailable transmission lines (e.g., transformers,
critical lines). When a transmission line is unavailable to trip, the weight factor associated with

the edge is changed as described in (4.6).
If e, €&, setw, =w,=max(W) (4.6)
where &, < £ is an edge subset that contains all the branches that cannot be disconnected. The

fact that the proposed RSCCI method considers both the dynamic (coherent groups of
generators) and static (unavailable transmission lines) constraints, ensures the avoidance of the
following two unacceptable solutions for system splitting: (i) a simple separation of one node
from the rest of the graph and (ii) a solution where the stability of islands formed cannot be

guaranteed.
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4.3.3 Simulation results

The existing SCCI and the proposed RSCCI methods were tested on two large-scale
networks, the simplified Cypriot Network [68] and the Polish Network available in MatPower
[69]. The simplified Cypriot network resembles the actual Cypriot network [68]. The Polish
Network available in MatPower represents the Polish 400, 220 and 110 kV networks during
winter 2007-08 evening peak conditions and includes some equivalents of the German, Czech

and Slovak networks.

A) Simplified Cypriot network

The simplified Cypriot network resembling the actual network was firstly used to
demonstrate the problems caused by outliers. This test system was also used to constrain the
solution when unavailable transmission lines are detected in the system. This equivalent system
has 5 synchronous generators, 48 buses and 84 branches. The total system production during
the off-peak winter load time is 544.32 MW while the total consumption 543 MW. It was
assumed that this system would be split into two islands. Employing real-time solutions [43],
the following two coherent groups of generators were assumed {1, 15, 48} and {25, 27}. It was
also assumed that the following lines could not be included in the splitting strategy: {13-43, 42-
43, and 22-24}. Thus, the weight factor associated with these edges was changed applying
(4.6). Implementing the existing SCCI algorithm [8], the solution obtained does not satisfy the

Jncorrect Cutset

Figure 4.2: Cypriot network split into two islands - Incorrect solution determined by existing SCCI algorithm
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coherency constraint. As shown in Figure 4.2, this solution does not separate the non-coherent
groups of machines. Thus, transient instability within the islands might lead to a blackout. In
addition, the solution obtained separates load nodes without a generator. An island without
generation will unavoidably collapse.

The incorrect solution obtained by the existing SCCI is due to the presence of outliers. As
shown in Figure 4.3, which plots the value of the eigenvector associated with the second
smallest eigenvalue, there are four outliers (data-points 35, 39, 43, 46). As noticed, using the k-
means, the solution obtained splits three of these outliers from the rest of the data. Thus, the

existing SCCI incorrectly splits the power system. As previously mentioned, this incorrect
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Figure 4.3: Value of the eigenvector associated with the second smallest eigenvalue

Figure 4.4: Cypriot network split into two islands - Correct solution using the RSCCI method
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splitting might eventually lead to a complete blackout.

By implementing the k-medoids algorithm, the solution with the RSCCI solves the problem
of outliers and detects the new solution. As it can be noticed in Figure 4.4, this new solution
splits the power system into two islands. As expected, this solution minimizes the power-flow
disruption, satisfying the constraint of grouping the coherent groups of generators. As the
RSCCI method can also cope with unavailable lines in the system, the obtained solution
excludes the lines 42-43 and 22-24 which would have been included in the optimal solution
instead of lines 37-40 and 24-28, respectively.

B) Polish Network

The Polish Network, available in MatPower [69], was further used to test both the SCCI
and the RSCCI methods. This test system contains 3375 buses. Application of the existing
SCCI demonstrated that the methods require more than 45 s to determine the controlled
islanding solution for minimal power-flow disruption. The complexity of the Spectral
Clustering (SC) algorithm is due to the computation of the eigenvalues and eigenvectors
associated with the graph employed to model the power system. The complexity is increased
in Constrained Spectral Clustering (CSC) methods by introducing the dynamic constraint of
the coherent generator groups and determining the constrained solution for the controlled
islanding. Figure 4.5 shows a direct comparison of the time required by both the existing SCCI
and the RSCCI methods.

As noticed in Figure 4.5, both methods have similar computation time. While the RSCCI is
slightly slower (requires less than 5% of extra time respect to the existing SCCI in the
analyzed cases), it will determine the optimal solution despite the presence of outliers. As it
can be noticed, direct application of the existing SCCI, or the RSCCI, method in networks
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with more than 500 nodes is not acceptable for real-time application. From Figure 4.5, it can be
concluded that both the SCCI and the RSCCI are effective when the network, or a reduced set
of nodes representing a reduced search space, is equal to 300 nodes, for which cases, both
methods are expected to solve the problem in less than 2 seconds. However, as the RSCCI
solves the problem of outliers and excludes certain branches from the splitting strategy, the
RSCCI is better than the existing SCCI method.

4.4 ICI Algorithm Based on Graph Theoretic Cut-Set Matrix

This Section proposes a novel ICI scheme based on graph theory (i.e., the cut-set matrix)
[70]. The proposed ICI scheme, which is designed here for the particular case of two electrical
islands, determines an islanding solution that creates islands with minimal power imbalance,
while ensuring that each island contains only coherent generators. Moreover, it enables the
exclusion of critical branches (e.g., transformers) and explores the vast combinatorial space to
find the optimal solution.

4.4.1 ICI problem for minimal power imbalance

The proposed ICI algorithm seeks to minimize the power imbalance (generation minus
load) within each island, while ensuring that each one contains only coherent generators and

that the islanding solution excludes critical branches. For the case of two islands (i.e., G, G,
with node subsets ), 1), respectively), the coherent groups of generators are denoted by

V%" and 1,**". When determining a solution, each of these dynamic groups of generators

must be separated into different islands to help the transient stability of the system. In
addition, the system operators should be able to exclude any branch from the solution,
particularly those that are deemed to be unfeasible for islanding, e.g., transformers or critical
lines. For this, the subset & <&, which represents the branches that must not be
disconnected, is defined.

The problem of minimizing the power imbalance within each island can then be formulated
considering the power transfer between islands. Thus, the ICI problem for minimal imbalance
to be solved here is defined as follows:
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The condition W*" <), constrains every island G, to contain only coherent generators
(denoted by the subset 1%"). The second condition & < & =& means that the ICI algorithm

only considers partitions with cutsets £ not containing any excluded edge from & .

4.4.2 Methodology to solve the ICI problem

To solve the islanding problem formulated above (for two islands), the next steps are
sequentially followed:

Step 1: Create the oriented incidence matrix M associated with G that represents the

incidence among nodes and edges.

Step 2: Define the label of the generation-nodes. Generators in the same coherent group must
have the same label to preserve their integrity (coherency constraint). Define the load-nodes as
free-nodes. A free-node can be grouped into any island.

Step 3: Define the excluded edges & (unfeasible branches). To constrain these branches to be

excluded from the solution, define both ends of each excluded edge with the same label.
Step 4: Build the indicator matrix, X, that contains combinations of node labels that would

partition G [56]. The combinations in X label certain nodes to be in a given island and

combine the free-node labels. This is a combinatorial problem that can be effectively solved
by computing the permutations with repetitions of the free-node labels [71]. Each combination
in X also includes the labels for the generation-nodes and any other constrained nodes so that
each combination supplies a set of labels that defines the island each node will be clustered
into.

Step 5: Compute the constrained cut-set matrix C, also known as the cut-edge incidence

matrix, as follows [56]:
C=X"M (4.8)

This matrix is used in graph theory to represent all the cutsets in a graph [56]. The ik-entry of
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C is non-zero if the implementation of the i cutset requires the edge ex = ejj to be removed to

partition G . Each cutset included in C represents the edges to be removed to separate the
elements of G that have different labels in the corresponding combination in X. Use the
concept of the rank of G to remove unfeasible cutsets (i.e., solutions that are not satisfying the

generator coherency constraint or solutions that split the system into an incorrect number of
islands).
Step 6: Compute the vector w, which is a column vector with the j row equal to the edge
weight (power flow).
Step 7: Determine the power imbalance within each island induced by each of the cutsets
included in C as follows:
cut(1, ,1,)=C-w (4.9
The islanding solution that results in the minimal power imbalance (i.e., the local optimal

solution) is then found by finding the minimal entry of cut()} ,)}), i.e., min(cut()] ,)})). It

is noted that, more than two islands can be created by applying recursive bisection [56], [72].

4.4.3 Simulation results

To illustrate the ICI method, the dynamic model of the IEEE 9-bus test system was used
[27]. Then, to demonstrate its effectiveness, two case studies were developed (i.e., two
different faults leading to blackout) on the actual power system of Cyprus. The proposed ICI
method was aimed to be used following the determination of the necessity to split the power
system. All times quoted are based upon simulations performed on a PC with 2.33 GHz dual
core CPU and 8 GB RAM.

A) IEEE 9-bus test system

Test case description: The base load defined in the IEEE 39-bus test system is increased
by 25%, while maintaining the same power factor. This stresses the system and increases the
likelihood of instability following a disturbance. The increment is equally distributed among
the generators. It is considered that at time t = 0.1 s, a three phase to ground fault occurs near
bus 7 at line 5-7, and it is cleared after local relays open the faulty line att =0.38 s (i.e., 0.28 s
after the fault occurred). The swing trajectories obtained are shown in Figure 4.6. Given that

no control actions are undertaken, two groups of generators are obtained after the fault, i.e.,
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{1} and {2, 3}. More importantly, Figure 4.6 highlights that this disturbance results in a
blackout quickly after the fault is cleared.

To avoid this blackout, the ICl method is used. The necessity to split the system is
considered to be at t = 0.45 s (i.e., 0.07 s after the fault is cleared). As the scheme is adaptive
and considers the actual topology and state of the system, the information (power flow and
topology) at t = 0.45 s is used. To preserve the integrity of the coherent generators, vi is
labeled ‘1’ and v» and vs are labeled ‘2°. The load-buses 5, 6 and 8 are defined as free-nodes.

The set of excluded arcs Ec = {e14, €27, €39} is defined as they represent transformers.
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The implementation of the ICI method identifies the optimal solution (for minimum
imbalance) across the lines 7-5 and 4-6. This solution was found in approximately 0.0014 s;
islanding was undertaken at t = 0.4514 s. Figure 4.7 shows the dynamic trajectories after

implementing the optimal solution. Two stable coherent groups are created. Moreover, the
frequencies of Island 1 and Island 2 are 0.976 p.u. and 0.995 p.u., respectively. Voltages also
reach values close to nominal values. The results highlight that the splitting strategy
successfully retains the frequency of the islands and the corresponding voltages within the
thresholds; thus preventing the blackout.

The ICI method can create more than two islands. To illustrate this, it is considered that
three groups of generators are obtained after the fault: {1}, {2} and {3}. The method, in this
case, will create two islands across lines 7-5 and 4-6 (like the case presented above), and will

then split Island 2 into two more islands across line 9-8, for a total of three islands.

B) Power System of Cyprus

The power system in Cyprus consists of 151 buses, 344 branches and two power stations
(i.e., Dhekelia, 460 MW, and Vasilikos, 867.5 MW) with eight and nine synchronous
generators, respectively. The complete network parameters, protection settings, as well as the
dynamic models and parameters of each generator (i.e., machine, exciter, and governor) have
been provided by the Transmission System Operator (TSO) in Cyprus and the Electricity
Authority of Cyprus [73]. It must be mentioned that loads are modeled as constant power as
their dynamic characteristics are currently unavailable. Figure 4.8 shows the graph
representation of the Cypriot network, which has been fully implemented in DigSilent
PowerFactory [30].

Based on historical demand data, the winter and summer peak demand levels in Cyprus are
848.71 MW and 1187 MW, respectively. They represent the most stressed conditions that the
Cypriot system experiences; thus, the analyses below focus on these demand levels (“worst-
case” scenarios). To demonstrate the effectiveness of the proposed ICI method, feedback from
the TSO was used to develop two case studies for each demand level (i.e., two different faults

leading to blackout).

Case study 1 description: At t =1 s, a three-phase to ground fault occurs near the largest
power station (i.e., Vasilikos) at line 20-152 (lines shown in green in Figure 4.8). The fault is

not cleared by local relays, and instead secondary protection schemes are triggered based on
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Figure 4.8: Graph of the Cypriot network (with optimal islanding solutions)

the actual settings of the real system. Indeed, it is important to mention that out-of-step relays
disconnect several generators approximately after 1.5 s (see Figure 4.9 - Figure 4.11). In other
words, the system response represents that of the real network given that protection settings
have been set by the TSO. The generator rotor angles of the two stations without islanding are
shown in Figure 4.9 and Figure 4.10. Shortly after the fault, the generators within each station
swing together and those in different ones swing apart. Two groups are created:
{1,2,3,4,5,6,7,8} and {9,10,11,12,13,14,15,16,17}. Although these groups can be created
through visualization of the generator rotor angle trends, algorithms to automatically identify
coherent groups of generators (e.g., [36], [43]) must be adopted in large-scale systems to
ensure adequate generator grouping. In terms of the generators’ speed, Figure 4.11 shows that
they increase. It is noted that such increments cause the tripping of G8 and G7 at 1.798 s and

2.091 s respectively, due to the operation of overspeed protections (set to 1.115 p.u.). Finally,
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Figure 4.12 highlights that the generator terminal voltages are significantly low. Thus, it can

be concluded that the system needs to be split, if the blackout is to be avoided.
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Figure 4.12: Generator voltages - Both power stations in Cyprus without islanding

Given that this is a very severe disturbance, feedback from the Cyprus TSO has been used
to define the necessity to split the system 50 ms after the fault occurs, i.e., at t =1.05 s. The
ICI method is then implemented considering the power flows and system topology at t = 1.05
s. To accelerate the identification of the optimal solution, only twenty free-nodes were
included in the combinatorial optimization. The free-nodes were defined considering the
electrical distance between groups. Only load buses with similar distance from the coherent
groups were included. Generators within each group were labelled accordingly. Transformers
and critical lines, defined by the Cyprus TSO, were excluded from the solution space.

The optimal islanding solution is shown in Figure 4.8 (cut-set 1, red-dotted line). This
solution was found in approximately 0.23 s. Hence, islanding was undertaken at t =1.28 s
(i.e., timp = 1.05 s + 0.23 s). It is important to mention that there are a few seconds for islanding
after a severe disturbance. In practical implementations, it is expected to have high-
performance computers, or even computer clusters, to carry out this critical task. For the
purpose of this work, it can thus be seen that the proposed ICI method can meet the
requirement of real-time controlled islanding in this real system.

The post-islanding behavior of the islands is shown in Figure 4.13 - Figure 4.15. Figure
4.13 shows the generators rotor angle in each island. It can be seen that two stable groups are
created. Figure 4.14 further shows that the generator speeds (0.97 p.u. and 1.003 p.u.
respectively) are within the limits which are defined by the Cyprus TSO as 0.95-1.04 p.u. It is
important to mention that 99.57 MW and 208.11 MW of load for the winter and summer peak
demand respectively was automatically shed by the protection relays in order to retain the
frequency of the created islands within the thresholds. Figure 4.15 finally indicates that the
generator terminal voltages are successfully kept within the desirable limits (which are defined
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as £10% deviation of the nominal value). This result is important as it highlights that, although
voltage constraints are not considered in the proposed ICI method, the solution found using
this approach still retains voltages within the statutory thresholds. Consequently, it can be

concluded that the proposed ICI method successfully prevents the power system blackout.

Case study 2 description: Att =1 s, a three phase to ground fault occurs near bus 30 (132

KV substation, node shown in green in Figure 4.8), resulting again in the generators within
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each station to swing together and those in different stations to swing apart. Although not
shown here, two groups are created: {1,2,3,4,5,6,7,8} and {9,10,11,12,13,14,15,16,17}. The
necessity to split the system is defined to be at 1.5 s. Hence, the ICI method is used to find the
optimal islanding solution (considering 20 “free nodes” as well as power flows and topology
at t=1.5 s.). The disturbance analyzed in this case study is not as severe as the one
investigated in case study 1. The islanding solution that produces the minimal power
imbalance is illustrated in Figure 4.8 (cut-set 2, blue-dotted line). The optimal islanding
solution was found in approximately 0.23 s and islanding was undertaken at t=1.73 s. No
further load shedding was undertaken by the protection relays into the two created islands. The
behavior of the system without and with islanding is like the one given in Figure 4.9 - Figure
4.15 for case study 1.

45 ICI Algorithm Based on Exact Mixed Integer Linear Programming (MILP)

Formulation

An exact Mixed Integer Linear Programming formulation (MILP) approach for the building
partitioning problem has been proposed in [74]. The MILP formulation is based on graph
decomposition approaches and partitions the building into smaller sections. The building is
transformed into a graph which is partitioned into subgraphs, indicating the group of rooms in
each section while ensuring (i) maximum decoupling between the various subgraphs, (ii)
strong connectivity between the rooms of a subgraph, and (iii) control of the number of
allocated rooms in each subgraph. Due to its easily adaptable constraints, the aforementioned
algorithm can easily be applied to other applications. Consequently, an application of the
exact MILP formulation on power systems for solving effectively the ICI problem is presented
in this work.

More specifically, this work [75] proposes an exact ICI algorithm that directly determines
an islanding solution with minimal power-flow disruption for any given number of islands,
while ensuring that each island contains only coherent generators. Additionally, it enables
operators to constrain any transmission line to be excluded from the solution (e.g.,
transformers), allows the control of the size of islands and ensures that each resulting island is
connected. It is noted that, due to the high adaptability of the MILP formulation, more

constraints can be easily incorporated.

56



Crucially, a preprocessing procedure which finds the trees that connect the generators of
each coherent group with the minimum number of nodes (which should be connected in any
case) is also proposed [75]. The nodes of these trees are assigned to specific islands through
additional constraints to the MILP formulation for reducing its search space, and therefore, the

overall complexity of the problem.

4.5.1 ICI problem for minimal power-flow disruption

The ICI problem for solving the minimal power-flow disruption can be represented as a

constrained combinatorial optimization,

st. W<y, & cé (4.10)

where P, and P; represent the active power flow in the branch from bus i to j, and from j to

I, respectively (to accommodate network losses). 12" is a node subset that contains the
coherent generator groups for each island G,. & is an edge subset that contains all the

branches that cannot be disconnected (e.g., transformers, critical lines). The use of minimal
power-flow disruption as the objective function minimizes the sum of the absolute values of
the active power exchange between islands. This property improves the transient stability of
the formed islands, reduces the possibility of overloading the transmission lines within the
newly created islands and makes island resynchronization easier [14], [76]. The constraints
applied when satisfying this objective function deal with coherent generator groups and line

availability.

4.5.2 MILP formulation to solve the ICI problem

Consider an undirected, connected graph G =(V,£ ) and a matrix W e R for the edge
weightsw, ,, (i, j) e £, with w,; =w,,i, je V. The objective is to partition the graph into K
subgraphs indicating the islands while a) minimizing the weight of the edges that are not

included in any subgraph which is defined as the partitioning cost and is described by the

objective function:

Partitioning Cost = min Z 1(1—zi'j)vvi‘j (4.11)

(i.)e€

57



b) controlling the size of subgraphs and c¢) ensuring that each produced subgraph is connected.
In addition, the resulting subgraphs G =(},&) where Ukvk =V, ke must follow a
minimum cardinality restriction as |}, [> M, k € K, where M € N". Variables z,,,(,))e€
are defined as the decision variables where z, ; =1 if the edge is included in any subgraph and
z,; =0 otherwise. It is noted that a detailed description of the aforementioned MILP

formulation can be found in [74].

4.5.3 Preprocessing procedure

Since the MILP formulation allows the easy manipulation of its existing constraints, a
preprocessing procedure is developed for reducing the search space of the MILP and the

overall complexity of the problem. The preprocessing procedure has as inputs i) the graph

G =(V,&) of the power system with all weights equal to one and ii) a set V*" ,k € I, with
Ukvkgen =V*" ‘which holds the coherent generator groups for each island G, to be formed.

The objective of the preprocessing procedure is to find atree 7, = (V' ,&'), ke in G for
each island with minimum number of nodes, spanning to all generator nodes in each 1% .

Therefore, the nodes that are included in 7, will be directly assigned to their resulting island

in the MILP formulation, ensuring the generator coherency. It is noted that in the case where a

tree 7, = (' ,&!) does not contain any load-bus (e.g., a coherent group that consists of only

one generator), then the particular tree is expanded to include one through finding the
minimum path between them. This adjustment avoids the production of isolated generator
nodes, and consequently, more reliable islands are formed.

The problem of connecting a set of nodes in a graph with the minimum tree is the minimum
Steiner problem in graphs which is a well-known AP - complete problem [55]. Therefore, in
time depended applications, approximation algorithms are more suitable. The proposed
preprocessing procedure consists of a simple approximation of the Steiner problem in graphs
that utilizes the shortest path algorithm, Dijkstra. Note that, providing an approximation for
the Steiner problem in graphs is not the main objective of this work. The preprocessing

procedure is as described in Table 4.1.
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The preprocessing procedure addresses each generator group individually and can be
separated in two sections. In the first section (lines 1-8 of preprocessing procedure), the

objective is to form trees that include at least two generator vertices from set 12%". At the end
of the first section, the generated unconnected trees 7,™ =™, &™),meZ",

M={,...,m}include all the generator nodes. However, the final solution should be a unified

tree that consists of all the smaller trees. Therefore, in the second section (lines 9-18), all the
individual trees are connected together using the smallest paths between them to form the final

tree 7, o UmTh('“) that connects all the generator vertices 12°". Note that the preprocessing

procedure can be executed simultaneously for all the generator groups.

Table 4.1: Preprocessing procedure

hek, V=0
1:  While ¥*" ¢V do
2: Forall i e Y*"
N Find the minimum path B, =(;,§,).Vie®",je) in gGusing
. Dijkstra
4: R = min{7 ;}
5: End For

6: P’ =min{R™}

ien”™
V=YUuV,E =& UE , where V" and £ correspond to the vertices and

edges of P~ respectively

8: End While
At this point,7, may not be connected. In such a case, 7, consists of
meZ", M={,...,m}individual trees 7, = (W™, ™).

9. G=(.&)=¢

10: While 7, is not connected do

11: E'=E"\¢,

12: Forall ie Y™ ,me M
Find the minimum path 7, =(}/,.&,).Vie \'”,qe M,q=m in g’ using

13:
Dijkstra
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14; R™ =min{R, }
15: End For
16: P =min{R™}

V=YUV,E =& UE , where V" and £ correspond to the vertices and
17:

edges of P respectively
18: End While

4.5.4 Simulation results

To demonstrate the effectiveness of the proposed MILP ICI algorithm, the IEEE 39- and
118-bus test systems were used. The dynamic data of the generators and the details of the
controllers (i.e., Automatic Voltage Regulators (AVR) and governors) can be found in [27].
The algorithm was aimed to be used following the determination of the necessity to split the
power system. All times quoted are based upon simulations performed in Matlab (a PC with
3.10 GHz dual core CPU and 4 GB RAM).

A) IEEE 39-bus test system

Case study 1 description: At time t = 1 s, both ends of transmission line 17-27 are opened.
As a result, a transient instability is created into the system. Based on a two-step methodology
proposed in [47] for real-time identification of coherent generator groups, for the case of two
islands (K=2), the coherent generator groups are {G30, G37, G38, G39} and {G31, G32, G33,

38

Figure 4.16: Case Study 1: Preprocessing procedure on IEEE 39-bus test system for K=2
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Table 4.2: Exact islanding solutions for the IEEE 39-bus test system (Case study 1)

2

Figure 4.17: Case Study 1: Preprocessing procedure on IEEE 39-bus test system for K=3

No. of Cutset Cut Time
Islands (k) (MW) (s)

2 8-9, 3-4, 3-18 173.078 0.043

3 8-9, 3-4, 3-18, 14-15 173.932 0.041

G34, G35, G36}. The necessity to split the system is considered to be at t = 2 s. Hence,
considering the power flow and actual topology of the system att = 2 s, the proposed exact ICI
algorithm is used to find the optimal islanding solution. As mentioned in Section 4.5.3, the
preprocessing procedure finds first the trees that connect all the generators of each coherent
group with the minimum number of nodes (Figure 4.16). The nodes of these trees are then
served as an additional constraint to the MILP formulation. The implementation of the ICI
algorithm identifies the optimal solution (for minimal power-flow disruption) across the lines
8-9, 3-4 and 3-18 (red dashed line in Figure 4.18). The solution was found in approximately
0.043 s. Hence, islanding was undertaken at t = 2.043 s.

For K=3, the coherent generator groups obtained are {G30, G37, G38, G39}, {G31, G32}
and {G33, G34, G35, G36} [47]. Figure 4.17 shows the trees found by the preprocessing
procedure. The islanding solution determined by the execution of the exact ICI algorithm is
marked in Figure 4.18 (blue dotted line). This solution was obtained in approximately 0.041 s
and thus the corresponding corrective controlled strategy was undertaken at t = 2.041 s. Table
4.2 summarizes the islanding solution and the value of the cut for each case. It is important to

note that there are a few seconds for controlled islanding after the system suffers a severe fault
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[77]. Consequently, it can be seen that the proposed ICI algorithm can meet the requirement of

real-time controlled islanding.

Case study 2 description: At time t = 1 s, the value of loads at buses 3, 4, 7, and 8 is
increased by 10% (total step change of 157.78 MW). As a result, a transient instability is
created into the system. For K=2, the coherent generator groups obtained are {G31, G32} and
{G30, G33, G34, G35, G36, G37, G38, G39} while for K=3 the {G39}, {G31, G32} and
{G30, G33, G34, G35, G36, G37, G38} [47]. The necessity to split the system is considered

32
Figure 4.19: Case Study 2: Preprocessing procedure on IEEE 39-bus test system for K=2
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Figure 4.20: Case Study 2: Preprocessing procedure on IEEE 39-bus test system for K=3

Table 4.3: Exact islanding solutions for the IEEE 39-bus test system (Case Study 2)

No. of Cutset Cut Time
Islands (k) (MW) (s)

2 8-9, 3-4, 14-15 192.080 0.042

3 8-9, 3-4, 14-15, 1-39 319.994 0.051
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Figure 4.21: Case Study 2: Single-line diagram of IEEE 39-bus test system with optimal islanding solution for
K=2 and K=3

to be at t = 2 s. For these cases, the trees found by the preprocessing procedure connecting the
generators of each coherent group with the minimum number of nodes are shown in Figure

4.19 and Figure 4.20 respectively. At this point, it is important to mention that for the case of
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three islands (K=3), an adjustment has been made by the algorithm in order to ensure that at
least one load will be assigned to the island including only G39 (i.e., load 39). Hence, no
isolated generator nodes are produced. Considering the power flow and actual topology of the
system at t = 2 s, the islanding solutions determined by the execution of the exact ICI

algorithm for both cases are marked in Figure 4.21 and summarized in Table 4.3.

B) IEEE 118-bus test system

The second test system used to demonstrate the efficiency of the proposed ICI algorithm
was the IEEE 118-bus test system. The topology of the system is shown in Figure 4.22. This
test system contains 19 synchronous generators, 177 transmission lines, 9 transformers and 91
constant power loads. The coherent generator groups of the IEEE 118-bus test system were
obtained by using the coherency algorithm [78] for up to four groups (Table 4.4). Figure 4.23

to Figure 4.25 show the trees found by the preprocessing procedure for each case. As

cutset (k=2)z Tr=-TrTrmc- e ey

S

1 2

Island 1

e 118 buses
—— 186 branches
@ 54 thermal units

¥ 91 loads I:L r - l N
!: T _%E - N _ o1 102 % 103l T 10 112
Island 4 VL@ 1v
|cutset (k=4) @—l—

111
Figure 4.22: Single-line diagram of IEEE 118-bus test system with optimal islanding solution for K=2, K=3 and
K=4
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Figure 4.25: Preprocessing procedure on IEEE 118-bus test system for K=4
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Table 4.4: Coherent generator groups for the IEEE 118-bus test

Isll:r?a:f(k) Coherent Generator Groups
5 {10, 12, 25, 26, 31},
{46, 49, 54, 61, 65, 66, 69, 80, 87, 89, 100, 103, 111}
3 {10, 12, 25, 26, 31}, {46, 49, 54, 59, 61, 65, 66, 69},
{80, 87, 89, 100, 103, 111 }
4 {10, 12, 25, 26, 31}, {46, 49, 54, 59, 61, 65, 66, 69},
{80, 89, 100, 103, 111 }, {87}

Table 4.5: Exact islanding solution for the IEEE 118-bus test system

No. of Cutset Cut Time
Islands (k) (MW) (s)
2 15-33, 19-34, 30-38, 24-70, 24-72 81.050 0.126

15-33, 19-34, 30-38, 24-70, 24-72, 76-118,
75-77, 69-77, 68-81
15-33, 19-34, 30-38, 24-70, 24-72, 76-118,
75-77,69-77, 68-81, 85-86

3 229.402 0.214

4 246.574 0.319

mentioned above, the nodes of these trees will be served as an additional constraint to the
MILP formulation which will contribute to the reduction of its search space. It is noted that for
K=4 (Figure 4.25), the assignment of at least one load to the coherent group {87} (i.e., load
86) has been made (finding the minimum path between them) in order to avoid the collapse of
the particular island. Figure 4.22 illustrates the islanding solutions determined by the
execution of the exact ICI algorithm for all the possible number of coherent groups. The
information about the splitting strategies found, the values of the cuts and the execution times

are presented in Table 4.5.

4.6 ICI Algorithm Based on Linear Programming (LP) Formulation

This section proposes a novel ICI algorithm based on a Linear Programming (LP)
formulation [16]. The proposed algorithm directly determines an optimal islanding solution
with minimal power-flow disruption for large scale power systems, and for any given number
of islands, in a timely manner. In addition, it ensures that each island contains only coherent
generators, enables operators to constrain any transmission line to be excluded from the
solution, allows the control of the size of islands and ensures their connectivity. The proposed

algorithm is derived from the relaxation of the MILP formulation used in Section 4.5.
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Even though the MILP’s execution time is improved by the additional constraints generated
by the preprocessing procedure described in Section 4.5.3 (also called here Search Space
Reduction (SSR) procedure), it does not negate the fact that the MILP formulation is of
exponential complexity. Hence, the execution time cannot be guaranteed. On the other hand,
the combination of all the additional constraints (i.e., SSR generated constraints and
transmission line availability constraints) are, in most cases, enough for the relaxed MILP
formulation (LP formulation) to generate binary solutions (solutions that satisfy the binary
constraints of the MILP); hence, the optimality and viability of the results is confirmed.
However, in case of non-binary solutions, a valid islanding solution is not attained.

To solve this problem, the LP formulation is executed as a part of a recursive linearization
procedure which assigns additional nodes to each island through extra constraints. The
additional nodes assigned to each island are those that are electrically closer to the preassigned
groups (based on the electrical distance concept). After every addition of constraints, the
solution search space is further reduced and the proposed LP formulation is re-executed. The
linearization procedure is repeated until the LP formulation reaches a binary solution.

4.6.1 Recursive linearization procedure

The binary set of variables, X, ieV, hek, is the output of the LP formulation and

indicates whether or not, node i belongs to subgraph G, . The linearization of the binary
variable is given by:

X,e[0,1], ieV hek, (4.12)
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To ensure that binary solutions are always generated, the proposed LP formulation is executed
as a part of a recursive linearization procedure presented in Figure 4.27. At first, the LP
formulation is executed using the additional constraints generated by the SSR procedure and
transmission line availability constraints if any exist. If the generated islanding solution
satisfies the binary constraints of the MILP formulation, then a valid ICI solution is achieved.

On the other hand, if the solution is not binary (e.g., x;, gets a value between 0 and 1) then

additional nodes are assigned into individual islands based on the electrical distance concept.
The electrical distance which corresponds to the Thevenin equivalent between the bus i and

bus j is calculated as [79]:

;=B +[B

i Bl B

©ijey (4.13)

where B is the system’s susceptance matrix. Specifically, the nodes with electrical distance
lower than a threshold 7 (if such nodes exist) are added to their closest group. The electrical
distance metric is used to minimize the effect of the extra constraints to the islanding solution,
as well as to ensure the electrical cohesiveness between the extra nodes and the nodes in the
formed groups. The formation of islands with low electrical distance between their elements
and high electrical distance between the elements of different islands indicates high electrical
cohesiveness inside the islands, while there are evidence suggesting the reduction of loop
flows (transaction leakages) between different islands [79]. The threshold is calculated as

o(R)
K

deviation of all elements in matrix R, K is the number of resulting islands and 1 is a counter

r= x 1, where R is a matrix including all the r, ;, i, j €V values, o(R) is the standard

indicating the number of times that the recursive procedure is executed. In other words, at
each additional execution of the LP formulation the electrical distance threshold is broaden in
order to preassign into the predetermined groups a larger number of nodes. This procedure is
repeated until the LP ICI algorithm generates a valid solution. The extra time consumed by
this recursive procedure is a small penalty that has to be paid, compared to the uncertainty of
the execution time of the MILP. Note that multiple steps of the recursive procedure can be
executed in parallel. Consequently, the recursive LP ICI algorithm is much faster than its
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Figure 4.27: Flow chart of the recursive linearization procedure

MILP counterpart.

4.6.2 Simulation results

The proposed LP ICI algorithm was tested using the IEEE 118- and 300-bus test systems
and was compared with the MILP ICI algorithm. The dynamic data of the generators and the
details of the controllers (i.e., AVR and governors) can be found in [27]. The proposed LP ICI
algorithm was also tested using a real large-scale power system that is more representative of
modern system operations footprints, the Polish Network available in MatPower [69]. Note
that both MILP ICI and LP ICI algorithms were aimed to be used following the determination
of the necessity to split the power system. The two aforementioned algorithms were compared
in terms of execution time and partitioning cost (given that both algorithms utilize the
additional constraints generated from the SSR procedure presented in Section 4.5.3). It is
important to mention that the LP ICI algorithm resulted in an optimal solution for the cases of

splitting both test systems up to 4 islands. However, the recursive linearization procedure was
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needed when splitting the IEEE 300-bus test system to 5 and 6 islands. For the case of the
Polish Network, the recursive linearization procedure was needed when splitting this system to
4 islands.

A) IEEE 118-bus test system

Test case description: At time t = 0 s, a three phase to ground fault occurs near bus 25 at
line 23—25 and is cleared after local relays open the faulty line at t = 0.18 s. The swing

trajectories obtained are shown in Figure 4.28. It can be observed that within a short time after

Slrad)
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;
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Figure 4.28: IEEE 118-bus test system - Electrical behavior without islanding
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Table 4.6: Coherent generator groups for the IEEE 118-bus test system

Isll:r?d:f(k) Coherent Generator Groups
2 {10, 12, 25, 26, 31},
{46, 49, 54, 61, 65, 66, 69, 80, 87, 89, 100, 103, 111}
3 {10, 12, 25, 26, 31}, {46, 49, 54, 59, 61, 65, 66, 69},
{ 80, 87, 89, 100, 103, 111 }
4 {10, 12, 25, 26, 31}, {46, 49, 54, 59, 61, 65, 66, 69},
{80, 89, 100, 103, 111 }, {87}

Table 4.7: Islanding solutions for the IEEE 118-bus test system

No. of Partitioning Cost Execution Time % of time
Islands Cutset ‘
(0 (MW) (s) improvement
MILPICI | LPICI | MILPICI | LPICI
g | 247024723805, 40424192 | 47304 | 47304 | 01534 | 01035 | 32%
24-70, 24-72, 38-65, 40-42, 41-42,
3 44-45 69-77, 75-77, 76-118, 80-81 197.01 197.01 0.2296 0.1177 49%
24-70, 24-72, 38-65, 40-42, 41-42,
4 44-45, 69-77, 75-77, 76-118, 80-81 | 226.804 | 226.804 | 0.3021 0.1868 38%
85-86

the fault is cleared, the generators are divided into two groups: {G10, G12, G25, G26, G31}
and {G46, G49, G54, G5h9, G61, G65, G66, G69, G8O, G87, G89, G100, G103, G111}.
Moreover, as it can be observed in Figure 4.28, if the system is not split into two islands, the
frequency of the generators considerably increases and the terminal voltages of the generators
significantly reduce. Hence, this disturbance will result to a blackout quickly after the fault is
cleared. In this case, the necessity to split the system is considered to be at t = 0.28 s. Hence,
considering the power flow and actual topology of the system at t = 0.28 s, the proposed LP
ICI algorithm is used to find the optimal islanding solution. It is noted that, for demonstrated
purposes, the proposed LP ICI algorithm is also used to split the system to up to four islands.
Hence, the coherent generator groups for up to four groups are considered to be as presented
in Table 4.6.

The trees found by the SSR procedure for each number of islands are presented in Figure

4.29 - Figure 4.31. The resulted trees span to each generator in each group. Specifically, the

nodes V)" of each tree 7, will be directly assigned to the same resulting islands, ensuring the

generator coherency. This assignment is achieved through additional constraints. Moreover,

each tree 7, is enforced to include at least one load node in order to ensure the formation of

more reliable and sustainable islands. Hence, no isolated generator nodes are produced. For
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Figure 4.31: SSR procedure on IEEE 118-bus test system for K=4
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instance, for K = 4, (Figure 4.31), the assignment of at least one load to the coherent group 87
(i.e., load 86) has been made (finding the minimum path between them) in order to avoid the
collapse of the particular island. Following the additional constraint of the SSR and the
transmission line availability constraints (if any exist), the islanding solutions for all the
possible number of coherent generator groups as determined by both MILP ICI and the LP ICI
algorithms are shown in Table 4.7. This table also summarizes the PC and the execution time
of each islanding solution obtained. As can be seen, both approaches have resulted in identical
solutions. However, as shown by the percentage of execution time improvement, the LP ICI is
significantly faster than its MILP counterpart. In addition, it is important to mention that the
final islanding solution for all the possible number of coherent groups was obtained in the first
iteration of the recursive linearization procedure.

More specifically, for the case of two islands (K = 2), the islanding solution was found in
approximately 0.1035 s. Hence, islanding was undertaken at t = 0.3835 s (0.1035 s after
determining the necessity to island the system at t = 0.28 s). Considering that there are a few
seconds for controlled islanding after system suffered a severe fault [77], it is obvious that the
proposed LP ICI algorithm can meet the demand of real-time controlled islanding. Figure 4.32
shows the dynamic trajectories after implementing the solution. As noticed, two stable groups
are created. Moreover, Figure 4.32 also shows the generator frequencies and the generator
terminal voltages. As noticed, the frequencies of Island 1 and Island 2 are 0.9987 p.u. and
1.000 p.u., respectively. Voltages also reach values close to nominal values. Since the splitting
strategy successfully retains the frequency of the islands within acceptable limits and the
corresponding voltages within the thresholds, it can be concluded that the use of the proposed
LP ICI algorithm to split the power system in a controlled manner can prevent the blackout. It
is noted that, for K = 3 and K = 4, the behavior of the system without and with islanding is

similar to the one presented in Figure 4.28 and Figure 4.32 for K = 2.
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Figure 4.32: IEEE 118-bus test system - Electrical behavior with islanding

B) IEEE 300-bus test system

The IEEE 300-bus test system consists of 69 generators, 306 transmission lines, 174
transformers and 197 loads. All the generators are equipped with an IEEE type-1 exciter and a
simple turbine governor. Taking into account that this test system consists of 3 individual
systems, its coherent generator groups up to 6 groups were reasonably assumed and

determined as presented in Table 4.8.
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Table 4.8: Coherent generator groups for the IEEE 300-bus test system

No. of
Islands (K) Coherent Generator Groups
2 {301-310, 330-361, 365-369}, {311-329, 362-364}
3 {301-310, 346-361, 365-369},

{311-329, 362-364}, {330-345}

{301-310, 346-361, 365-360},

4 {311-329, 362-364}, {330, 331, 334-343},
{332, 333, 344, 345}

{301-310, 346-361, 365-360},
{311-314, 320-324, 327-329, 362, 364},
{315-319, 325, 326, 363}, {330, 331, 334-343},
{332, 333, 344, 345}

{301-303, 307-310, 346-353},
{304-306, 354-361, 365-360},

6 {311-314, 320-324, 327-329, 362, 364},
{315-319, 325, 326, 363}, {330, 331, 334-343},
{332, 333, 344, 345}

Table 4.9: Islanding solutions for the IEEE 300-bus test system

No. of Partitioning Cost Execution Time % of time
Islands Cutset .
() (MW) (s) improvement
MILPICI | LPICI | MILPICI | LPICI
2 109-110, 122-123, 109-129 168.6 168.6 1.503 1.267 16%
109-110, 122-123, 109-129, 64-67,
3 66-57, 66-190, 68-173, 174-191, 311.6 311.6 1.227 0.727 41%
174-198, 184-185, 185-187
109-110, 122-123, 109-129, 64-67,
66-57, 66-190, 68-173, 174-191,
4 174-198, 184-185, 185-187, 330.5 330.5 1.628 0.893 45%
195-196
109-110, 122-123, 109-129, 64-67,
66-57, 66-190, 68-173, 174-191, *
5 174-198, 184-185, 185-187, 624.9 624.9 1.974 0.981 50%
195-196, 116-119
109-110, 122-123, 109-129, 64-67,
66-57, 66-190, 68-173, 174-191, .
6 174-198, 184-185, 185-187, 1087 1087 1.895 0.892 53%
195-196, 116-119, 15-31, 16-36,
31-74, 31-75, 42-87, 89-92

*
Considers multiple iteration of the recursive linearization procedure (Section 4.6.1) which are executed in parallel.

The result of the SSR procedure for all the possible number of coherent groups are
presented in Figure 4.33 - Figure 4.37. As can be observed, the SSR procedure managed to
pre-assign a large number of nodes to the islands; hence, the complexity of the problem was
significantly reduced. As a result, solutions for even 6 islands were able to be obtained close to
1 s as indicated in Table 4.9. A point worth mentioning is that the LP formulation was not able
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Figure 4.34: SSR procedure on IEEE 300-bus test system for K =3
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Figure 4.37: SSR procedure on IEEE 300-bus test system for K = 6

to provide a binary solution for K =5 and K = 6 (indicated by the * in their execution time in
Table 4.9) in the first iteration of the recursive linearization procedure proposed in Section
4.6.1. However, an optimal solution was obtained for both cases in the second iteration of the
procedure. Specifically, based on the electrical distance, 5 and 3 additional load nodes were
assigned in specific islands for K =5 and K = 6 respectively. Most importantly, since the extra
iterations of the recursive procedure are executed in parallel, the execution time compared
with the corresponding time of the MILP was improved by at least 50%. Consequently, it can
be seen that the proposed ICI algorithm based on LP formulation can meet the requirements of
real-time controlled islanding in case of large-scale power systems.

C) Polish Network (3375 buses)

The Polish Network available in MatPower [69] package of Matlab represents the Polish
400, 220 and 110 kV networks during winter 2007-08 evening peak conditions and includes
some equivalents of the German, Czech and Slovak networks. Generator groups for up to four
groups were generated based on the spatial network distribution. At this point, it is important
to mention that for large-scale power systems (over 1000 nodes), the SSR procedure plays a
crucial role on reducing as much as possible the search space of the optimization algorithm.

The islanding solutions for all the possible numbers of coherent generator groups as
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determined by both MILP ICI and the LP ICI algorithms appear in Table 4.10. As can be seen
from the table, for K = 2 and K = 3, the additional constraints generated by the SSR procedure
are enough to linearize the problem. Therefore, the solutions from the two algorithms are
identical. However, the time needed to execute the LP algorithm is significantly less than its
MILP counterpart. Specifically, the LP ICI shows over 85% and 73% improvement in
execution times for K = 2 and K = 3, respectively. Nonetheless, for K = 4, it can be noticed

Table 4.10: Islanding solutions for the Polish Network

No. of Partitioning Cost | Execution Time % of time
Islands Cutset )
(k) (MW) (s) improvement
MILP MILP
ICl LP ICI ICl LP ICI

49-66, 49-83, 54-55, 60-68, 63-64,
63-3012, 100-114, 107-125, 132-140,
2 132-1859, 139-138, 141-140, 147-144, 1200.01 | 1200.01 | 84.974 | 12.090 85.77%

151-123, 453-497, 758-960, 768-1001,

776-775, 818-1007, 834-838

49-66, 49-83, 60-68, 132-140, 141-139,
141-140, 151-123, 758-960, 768-1001,

776-775, 1645-1646, 818-1007, 916-789
942-918, 966-1000, 1026-884 1079-1636
1635-1678, 1644-1460, 1050-879,90-145

2002-1232, 2017-1443, 2017-1625,

3 10201-3012, 54-55, 100-114 107-125, 1993.35 | 1993.35 | 183.126 | 49.327 73.06%
134-135, 118-117, 453-497, 834-838,
839-863, 134-95, 70-117, 1031-1896,

1503-1915, 1641-1201, 150-95, 10059-

10058, 10064-10058, 55-56, 10184-
10209, 147-144, 71-76, 906-905, 106-94,

111-112, 132-1859, 124-1580,

132-140, 141-139, 141-140, 2017-1625,

453-497, 758-960, 768-1001, 776-775,

818-1007, 834-838, 839-863, 906-905,

916-789, 942-918, 966-1000, 1026-884,
1031-1896, 1050-879, 1079-1636, 49-83
49-66, 1503-1915, 1635-1678,1644-1460
54-55, 1645-1646, 2002-1232,2017-1443
10184-10209, 151- 123, 107-125, 106-94

100-114, 1472-1942, (10201-3012)miLp
4 (3217-3225, 3218-3214, 3232-3213).p 1943 | 2071.73 | 677.158 | 54.46" 91.96%

135-94, 137-94, 1446-210, 1916-1226,
1917-1152, 2000-1402, 60-68, 132-1859,
147-144, 90-145, 1641-1201, 2057-2056,

10064-10058, 10184-10209, 92-3007,

1510-1920, 120-119, 111-112, 97-130,

124-1580, 150-102 1363-1362, 93-109
1364-2042, 1470-113, 1543-1331, 1943-
1496, 1058-1057, 1220-1650, 1221-1205,

1397-1525, 1453-112,

* Considers multiple iteration of the recursive linearization procedure (Section 4.6.1) which are executed in parallel.
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that the LP ICI algorithm provides a slightly worst solution, in terms of the PC (difference of
128.731 MW), than the MILP ICI algorithm. This deviation from the optimal solution
provided by the MILP ICI relies on the added constraints that have been generated by the
recursive linearization procedure. The difference in the two solutions is presented in Table
4.10. More specifically, the cutset for K = 4 includes the edge 10201 — 3012 for the MILP
algorithm while for the LP includes the edges 3217 — 3225, 3218 — 3214, and 3232 — 3213
instead. For the linearization of the problem, 5 iterations were needed for the recursive
linearization procedure, where at the last iteration which linearized the problem, 52 additional
nodes were assigned to the groups. Note that, the iterations are executed in parallel. The
execution time needed in order to get a binary result was 54.46 seconds.

From the results, it becomes evident that the proposed LP ICI algorithm can produce high
quality results while its execution time is much lower than the execution time of the MILP
algorithm. In particular, in two out of the three possible number of islands (K = 2 and K = 3),
the LP ICI algorithm is able to provide the same optimal results as the MILP ICI algorithm,
while for K = 4, its partitioning cost difference is lower than 7%. More importantly, the
execution time of the MILP ICI algorithm for the Polish Network is unacceptable for ICI
applications. On the other hand, the execution time of the LP ICI algorithm is within

reasonable limits.

4.6.3 Discussion

The simulation results presented in this work indicate that the LP ICI algorithm is able to
provide fast and high quality solutions, which in most presented cases is equal to the optimal
solution given by the MILP ICI algorithm. In this Section a comparison of the proposed
approach in terms of execution time with other existing MILP approaches is presented.
Moreover, since the LP ICI algorithm is a combination of the SSR procedure and the LP
optimization (which are interdependent), the interdependencies as well as some other unique
characteristics of the proposed method are also discussed.

Firstly, it is important to highlight that no approach exists for a direct one to one
comparison (an approach with the same objective function and the same number and type of
constraints). Nevertheless, an execution time comparison with other existing MILP methods
[80], [81] applied on the IEEE 118- and 300-bus test systems to solve the ICI problem is
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Figure 4.38: Execution times for the IEEE 118- and 300-bus test systems and the Polish Network for K =2, 3, 4

Table 4.11: Execution time comparison

No. of Approach from Approach from
Islands (k) Proposed LP ICI [80] [81]

IEEE 118-bus test system

2 0.1035s - =10"s

3 0.1177s 0.55s -
IEEE 300-bus test system

2 1.267 s - =30"s

3 0.727 >12s -

presented in Table 4.11. Note that no other approach exists based on a mathematical
formulation that provides optimal results on the Polish Network. As can be seen from Table
4.11, the proposed approach is faster than the other two approaches, even if it satisfies a larger
number of constraints. Note that while there are differences between the constraints used in
the aforementioned approaches, additional constraints can easily be added to the proposed
approach with minimal or no effect on its execution time.

The execution times reported are a combination of the SSR procedure and the optimization
method used. Therefore, the reported times given in this work indicate the execution times of
the whole ICI algorithm. It is important to mention that these execution times depend on
multiple characteristics of the system (e.g., number of the coherent generator groups, number
and location of the generators of each coherent group, number of resulting islands and system
size). Nonetheless, a good estimation of the execution time increase with respect to the system
size (e.g., 118, 300 and 3375 nodes) appears in Figure 4.38.
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4.7 Conclusions

This Chapter has proposed several ICI methods for addressing the “where to island”
problem, where each ICI method constitutes a different section in this Chapter. For
completeness, the graph theory fundamentals applied in these methods were first provided.

An existing SCCI method [8] was further validated and improved using cases of real
transmission networks of Cyprus and Poland. The application of this method on these
networks highlighted some critical practical issues that have not been previously considered
and that require to be addressed before implementing the method in real networks. In
particular, the existing method is sensitive to outliers and does not constrain certain branches
to be excluded from the splitting strategy. Therefore, Section 4.3 implemented a robust
clustering algorithm, k-medoids, to solve the problem of outliers. As a consequence, a new
Robust SCCI (RSCCI) method was developed. To constrain branches to be excluded from the
islanding solution, the weight factors associated with the edges to be excluded are changed to
the maximum weight value in the weighted adjacency matrix. Using this constraint, it is
ensured that unavailable branches are not included in the splitting strategy. The existing SCCI
and the proposed RSCCI methods were also tested on large-scale networks and its
computation time was found to be expensive. The size of the network versus the computation
time was studied and it was determined that the existing SCCI and the RSCCI are suitable for
real-time applications, when the number of nodes is smaller than 300 nodes. Since current
power systems contain several nodes, a reduced area i.e., reduced searching space, which
concentrates potential splitting strategies, is proposed prior the application of the clustering
technique. The determination of this reduced search space will improve the computation and
the effectiveness of both methods, making these suitable for real-time applications.

Section 4.4 has proposed a novel ICI scheme based on the well-established cut-set matrix
concept. The graph theoretic cut-set matrix is modeled as a combinatorial optimization
problem with constraints. The objective function of this problem is the minimum power
imbalance within islands, while the main constraints are the coherent generator groups and
transmission line availability. The proposed ICI algorithm was tested using the IEEE 9-bus
system and the real Cypriot system. Different case studies (i.e., faults) and demand levels were
examined for illustrating the ICI algorithm using the Cypriot network, which demonstrated its

adaptability and effectiveness in minimizing the impact of cascading outages leading to
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blackouts under varying system conditions.

In Section 4.5 an exact ICI algorithm based on a MILP formulation that directly determines
an islanding solution with minimal power-flow disruption for any given number of islands has
been proposed. The constraints applied when satisfying this objective function deal with
coherent generator groups and transmission line availability. Additionally, the algorithm
allows the control of the size of islands and ensures the connectivity inside them. Since the
MILP formulation allows the easy manipulation of its existing constraints, a preprocessing
procedure is also developed for reducing the search space of the MILP. The objective of the
preprocessing procedure is to find a tree for each island with minimum number of nodes,
spanning to all generator nodes of its coherent group. The nodes that are included in these
trees are directly assigned to their resulting island, ensuring the generator coherency. The
effectiveness and the computational efficiency of the proposed ICI algorithm have been
demonstrated under different system conditions.

Finally, in Section 4.6, an LP formulation for solving the ICI problem has been presented.
The proposed LP ICI algorithm directly determines an islanding solution for large scale power
systems with minimal power-flow disruption for any given number of islands in a timely
manner. In addition, the algorithm ensures that only coherent generators are included in each
island, enables operators to constrain any transmission line to be excluded from the solution,
allows the control of the size of islands and ensures that each resulting island is connected.
The proposed LP formulation is derived from the relaxation of the MILP formulation
introduced in Section 4.5. This relaxation is achieved through the combination of all the
additional constraints (i.e., Preprocessing/SSR generated constraints and transmission line
availability constraints). The LP formulation is executed as a part of a recursive linearization
procedure which ensures the generation of a binary solution; hence the validity of the resulting
islanding solution is also ensured. The time improvement and effectiveness of the proposed
ICI algorithm based on the LP formulation has been demonstrated using large-scale test
systems such as the IEEE 118- and IEEE 300-bus test systems, as well as a real large-scale

power system, the Polish Network available in MatPower.
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CHAPTER 5
TIMING OF CONTROLLED ISLANDING - WHEN TO
ISLAND

5.1 State-of-the-Art Overview

The question of when to island is critical for the success of the ICI scheme, since the
possible issues of false alarm and false dismissal have to be handled. In the case of a false
alarm, islanding is triggered too early, forcing a stable system to incorrectly be split into
islands. In the case of false dismissal, islanding is triggered too late, allowing an unstable
system to operate and to probably lead to an uncontrolled cascading blackout. Therefore, early
recognition that could indicate if a disturbance will evolve into a blackout or not is important
for mitigating the occurrence and cost of blackouts.

Despite being recognized that the timely implementation of the ICI scheme (i.e., to answer
the question of when to island) is critical for its success, only a few works have attempted to
solve the “when to island” problem [82], [83]. In [82], an adaptive controlled islanding as a
component of an emergency power system control strategy is developed. It seeks to address
the “when to island” aspect. A decision tree based tool is proposed to recognize conditions
existing in the system that warrant controlled islanding. In [83], the authors have proposed a
unified controlled separation scheme based on synchrophasors. The scheme partitioning the
problem into sub-problems handled strategically in three time stages: the Offline Analysis
stage, the Online Monitoring stage and the Real-time Control stage. The Real-time Control
stage calculates a synchrophasor-based separation risk index for each island boundary to
predict the time to perform separation. However, these approaches carry out offline
estimations of the coherent groups of generators in advance. This practice, might lead to
inadequate coherent groups given that different disturbances are likely to result in different

groups of generators.
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5.2 A Unified Methodology for Determining the Time of Islanding

A unified methodology to address the “when to island” problem has been proposed in [84].
The methodology initially uses synchronized system measurements of all generators in the
system (i.e., generator speed, output power, voltage and current), provided by Phasor
Measurement Units (PMUSs), to estimate the generators rotor angles. The estimated rotor
angles are then used to define the suitable number of coherent generator groups, and the
generators within each coherent group. Once the coherent groups are identified, the proposed
unified methodology adopts the concept of area-based Center of Inertia (COI)-referred rotor
angle index [85], [86] , widely used in transient stability analysis for tracking the stability of
interconnected areas, to determine the actual time for islanding. The time at which the system
is defined to be unstable, and hence requires to be split, is defined as the moment at which one
of the COl-angles deviates from the traditional threshold of £180°. Defining the time of
islanding allows the triggering of islanding schemes to split the interconnected power system

and avoid large-area blackouts.

5.2.1 Area-based Center of Inertia (COI)-referred rotor angle index

Area-based COI [85], [86] is a common transformation used in transient stability analysis
for tracking the stability of interconnected areas. The area-based COl-referred rotor angle
index is associated with the rotor angle of each area of a power grid. It rests on an equivalent
inertia that represents the total inertia of the generators in that area. Considering the fact that a
large-scale power system is divided into several areas according to the coherency of
generators in a particular area, it is reasonable to assume that an equivalent single large
machine can represent all the generators in that area. This can be achieved by deriving the COI
of that area. In order to do that, the area equivalent rotor angle needs to be defined first. Thus,
for a particular area, with N number of generators, its equivalent rotor angle is the average

rotor angle through all N measurements which is given by:

N

-1

5]' =Nzl5i, (51)
1=

where &; is the area equivalent rotor angle and d, the individual rotor angle in a particular

area. Assuming a total number of r areas in a power system, the COI of the system can be
defined as:
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where H, is the total inertia in the system and H; the j™ inertia in an area. The area

equivalent rotor angle is then expressed in the COI frame and is given by:
87% = 6; — bcoy - (5.4)
The area-based COl-referred rotor angle as given in (5.4) can be used as a transient stability
index (TSI) whose behavior is illustrated by plotting it against time. From the plot, it can be
observed that, if the COl-referred rotor angle of any area (5°") goes out of step after a fault is
cleared (exceeds +180°), then the area is considered to be unstable. In contrast, if it remains in
equilibrium (within +180°) then the area is considered to be stable [85], [86]. It is important to
mention that the formulation of the area-based COl-referred rotor angle index is simple and
straight forward, and thus suitable for applications in large-scale power systems. Moreover,
the area-based COl-referred rotor angle index negates the need to assess all generator rotor
angles in a power system, and, thus, fast stability assessments of the whole system after the
occurrence of faults can be achieved. Crucially, this work utilizes the concept of area-based
COl-referred rotor angle index to answer the question of when to island. It is not far from
reality to assume that the moment where the COl-referred rotor angle of any area goes out of

step after a fault is cleared (when it goes unstable), is also the most suitable moment where the

unstable power system should be split into islands.

5.2.2 Suitable number of coherent generator groups (k) (extension of the two-step

methodology for real-time identification of coherent generator groups)

The two-step methodology for real-time identification of coherent generator groups
(presented in Section 3.2) can be completed by determining the suitable number of coherent
generator groups (k). It is noted that for the ICI concept the parameter k corresponds also to
the suitable number of islands to split the system since each of these dynamic groups of
generators must be separated into different islands to assist the system’s transient stability. The
main steps for assessing the suitable number of coherent generator groups (k) are:
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Step 1: Set the maximum number of coherent generator groups (kmax) according to system
characteristics and topology.

Step 2: For the default case k=2, find the global minimum ICC (mingiosar) Within both the
created subgraphs and the next minimum (minnex) into its subgraph.

Step 3: If ((Minnext — Mingiobal) X 100%) > a, k =k + 1, else stop. The parameter a may vary
according to the inherent characteristics of each network. The exact value of this threshold can
be set through sensitivity analyses.

Step 4: Find the next global minimum and the next minimum into its subgraph.

Step 5: Repeat steps 3 and 4 until k = Kmax.

The extension of the two-step methodology for real-time identification of coherent
generator groups is shown in Figure 5.1. As it can be seen, an online estimation of the
generator rotor angles is firstly performed by solving the swing equation in the time domain
using PMU measurements. The pairwise similarity coefficients are then calculated through an
intraclass correlation analysis and are used as edge weights to a fully connected graph, where:
a) the suitable number of coherent generator groups (k) is determined; and b) the coherent

generator groups are formed by deriving its MST.

Step 1: Rotor Angles Estimation Based on Limited Measurements

Generator
Rotor
Angles

Time Domain 5" Trapezoidal
] i (1) .
Solutions of » Integration
Swing Equation Algorithm

measurements/ wr

oi(t)

Step 2: Automatic Generator Grouping

A 4

Intraclass Sl Graph Coherent
- Number of L
Correlation Minimization Generator
. Coherent i
Analysis Algorithm Groups
Groups

Figure 5.1: Extended two-step methodology for real-time identification of coherent generator groups
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Figure 5.2: Time-line showing the implementation of the proposed methodology for determining the time of
islanding

5.2.3 Proposed unified methodology for when to island

Figure 5.2 illustrates the general concept of the proposed unified methodology for
triggering the ICI. A severe disturbance on a healthy power system (at t = tqist) can cause the
slow degradation of the grid [10]. Although Remedial Actions (RAs) may be applied to avoid
this degradation, they may fail, either because they are not sufficient or they may not be
implemented on time by operators. This typically leads to fast speed cascading outages,
causing the uncontrolled separation of the system and resulting in blackouts.

To mitigate the impact of undesirable blackouts, ICI can be used. Now, in order to trigger
promptly such a scheme, the time of defining the necessity to island the system, denoted in
Figure 5.2 by tnec,ist, Needs to be determined. The main steps to assess this are:

Step i: Estimate the generator rotor angles (execution of Step 1 of the methodology for the
real-time identification of coherent generator groups presented in Section 3.2.1) after the
occurrence of a fault (for a t < tgist + 35).

Step ii: Determine both the suitable number of coherent generator groups (k) (as described in
Section 5.2.2) and the coherent groups (execution of Step 2 of the methodology for the real-
time identification of coherent generator groups presented in Section 3.2.2) exactly at
t = taist + 1S, denoted by tcon.

Step iii: Use the estimated rotor angles data collected in Step i to calculate the area-based
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COl-referred rotor angle index of each coherent group (with a time step At =0.02s), as
described in Section 5.2.1 of this work. If the index of any coherent group exceeds +150°, send
a warning signal for a possible islanding. If the index of any coherent group exceeds +180°, set
this moment as the time of defining the necessity to island. If not, no islanding is needed.

The ICI algorithm can then be used to find the optimal points for islanding. Additional
corrective measures (e.g., fast valving and load shedding) may be needed to ensure that each
island will retain its security margins during the post-islanding stage [12], [16], [87], [13], and

thus to obtain a stable islanded operation.

5.2.4 Simulation results

The proposed unified methodology was illustrated using the IEEE 39-bus test system
(Figure 5.3). This system contains 10 synchronous generators, 34 transmission lines and 19
constant power loads. The dynamic data of the generators and the details of the controllers
(i.e., exciters and governors) have been taken from [27].

A) Case Study 1

At time t =1 s, a three-phase to ground fault occurs at bus 2 and is cleared at 1.25 s after

local relays open both ends of transmission lines 2-3 and 2-25. Figure 5.4 highlights that this

cutset 2 |

l 39
Island 2
!
i o5
2T
— — — 1
8
Island 3
\J

Figure 5.3: Case Study 1: IEEE 39-bus test system with optimal islanding solution
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Figure 5.4: Case Study 1: IEEE 39-bus test system - Electrical behavior without islanding
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Figure 5.5: Case Study 1: Estimated generator swing curves of the IEEE 39-bus test system (for a 1 s time
interval after the occurrence of the fault)

disturbance results to a blackout quickly after the fault is cleared. The generator rotor angles
estimated (as described in Section 3.2.1) 1 s after the occurrence of the fault are shown in
Figure 5.5 (assuming that 50 synchronized measurements of output power and generator speed
per second are provided by a PMU installed at each generator terminal). As mentioned in
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Section 5.2.3, exactly at this time (t = teon =2 ), both the suitable number of coherent generator
groups (k) and the generators within each coherent group are determined based on the
extended automatic generator grouping analysis of Section 5.2.2.

Starting from the default case (k =2), and examining the estimated rotor angle samples
from 1 s to 2 s: i) the positive and negative swings are directly separated to two subgraphs; ii)
the pairwise ICCs are calculated at each subgraph (Figure 5.6); iii) the suitable number of
coherent generators is determined. It is noted that, after performing a sensitivity analysis, a
value of 20% for parameter a was found suitable for this network. For this case study, the
suitable number of coherent generator groups is found to be three and the coherent groups
determined are {G1, G10}, {G8, G9} and {G2, G3, G4, G5, G6, G7} (Figure 5.7). Area 1
consists of coherent generators {G1, G10}, Area 2 consists of generators {G8, G9}, while
{G2, G3, G4, G5, G6, G7} are the coherent generators belonging to Area 3. It is noted that the

estimation procedure of the rotor angles continues for t=tcon+2 s.
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Figure 5.7: Case Study 1: Coherent generators of the IEEE 39-bus test system at t=tcon
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Having the knowledge of the generator coherency and using the estimated rotor angles data
collected for t<tcon+2s, the area based COl-referred rotor angle index of each coherent group is
then calculated (with a time step At=0.02s). As mentioned in Section 5.2.1, the area-based
COl-referred rotor angle indices are plotted to illustrate the severity of the disturbance (to
recognize if the disturbance will evolve into a blackout or not). From Figure 5.8, it can be
noticed that the Area 1 COl-referred rotor angle firstly intercepts the 180° line at t=2.0 s. This
means that it is the weakest area in the system (first area to go out of step), and therefore, this
is the most suitable time according to the proposed methodology where the unstable system

should be split into islands.
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Figure 5.8: Case Study 1: Area-based COl-referred rotor angle indices (the calculation of the indices starts at
t=tcon Where the coherent generator groups are known)

To actually split the system, the ICI scheme proposed in [70] is adapted to determine an
islanding solution that creates islands with minimum power imbalance, while ensuring that
each island contains only coherent generators. The proposed ICI scheme enables the exclusion
of critical branches (e.g., transformers) and explores the vast combinatorial space to find the
optimal solution. Thus, considering the power flow and actual topology of the system at t =
2.0 s, the execution of the ICI algorithm determines two cutsets and creates three islands. The
two cutsets produced (Cutset 1 and Cutset 2), separate Area 3 from Area 1 and 2, and then
separate Area 1 from Area 2, respectively. The combination of these two cutsets forms the
final islanding solution marked in Figure 5.3 (red dashed lines). This solution was found in
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approximately 0.024 s. Hence, islanding was actually undertaken at t =2.024 s. Figure 5.9
shows the dynamic trajectories after implementing the optimal solution. Three stable groups
are created. Moreover, the frequencies of Island 1, Island 2 and Island 3 are 1.01 p.u., 1.03 p.u.
and 1.03 p.u. respectively. Voltages also reach values close to nominal values. Since the
splitting strategy successfully retains the frequency of the islands within acceptable limits and
the corresponding voltages within the thresholds, it can be concluded that the proposed unified

methodology successfully defines the moment of when to island the system.
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Figure 5.9: Case Study 1: IEEE 39-bus test system - Electrical behavior with islanding

B) Case Study 2

The same event as case study 1 is also examined here. However, in this case study the fault
is cleared by the local relays much earlier, 0.10 s after the fault occurs and not after 0.25 s.
Figure 5.10 shows the estimated generator rotor angles 2 s after the occurrence of the fault.
Using the rotor angle data collected until t=tcon, both the suitable number of coherent generator
groups (k) and the actual groups are determined. For this case study, the suitable number of
coherent generator groups is found to be 2 and the coherent groups determined are {G1, G10}
(Area 1) and {G2, G3, G4, G5, G6, G7, G8, G9} (Area 2) (Figure 5.11). Then, the area-based
COl-referred rotor angle indices of these particular areas are calculated and plotted to assess
the severity of the disturbance. From Figure 5.12, it can be observed that no area-based COI-

referred rotor angle violates the stability limit of the grid. Hence, the generators are considered
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Figure 5.10: Case Study 2: Estimated generator swing curves of the IEEE 39-bus test system (for a 2 s time
interval after the occurrence of the fault)
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Figure 5.11: Case Study 2: Coherent generators of the IEEE 39-bus test system at t=tcon

to remain synchronized to the system after the clearance of the fault, and therefore no
controlled system separation is needed.
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Figure 5.12: Case Study 2: Area-based COl-referred rotor angle indices (the calculation of the indices starts at
t=tcon Where the coherent generator groups are known)

C) Case Study 3

At time t = 1 s, a three-phase to ground fault occurs at bus 17 and is cleared after local
relays open both ends of transmission lines 16-17, 17-18, and 17-27 att = 1.20 s (0.20 s after
the fault occurred). Figure 5.13 highlights the behavior of the system after the clearance of the
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Figure 5.13: Case Study 3: IEEE 39-bus test system - Electrical behavior without islanding
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Figure 5.14: Case Study 3: Estimated generator swing curves of the IEEE 39-bus test system

fault. It is clear that the generators’ speed increases and the generator terminal voltages
become significantly lower. Thus, it can be concluded that the system needs to be split if the
blackout is to be avoided. Using the estimated rotor angle data collected until t=tcon (as
described in Section 5.2.3) (Figure 5.14), the suitable number of coherent generator groups (k)
is found to be two (based on the extended automatic generator grouping analysis of
Section5.2.2). The coherent groups determined are {G1, G8, G9, G10} (Area 1) and {G2, G3,
G4, G5, G6, G7} (Area 2) (Figure 5.15). Using this information about the coherent groups
along with the estimated rotor angles data collected for t<tcon+2 s, the area-based COl-referred
rotor angle indices are calculated and plotted to recognize if the disturbance will evolve into a
blackout or not (Section 5.2.1). From Figure 5.16 it can be seen that the Area 1 COl-referred
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Figure 5.15: Case Study 3: Coherent generators of the IEEE 39-bus test system at t=tcon
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Figure 5.16: Case Study 3: Area-based COl-referred rotor angle indices (the calculation of the indices starts at
t=tcon Where the coherent generator groups are known)

rotor is the first to intercept the 180° line at t = 2.76 s. Therefore, this is the critical time for

islanding the system. Considering the power flow and actual topology of the system att = 2.76

s, the implementation of the ICI algorithm identifies the optimal solution (for minimum
imbalance) across the lines 5-6, 6-7, 4-14, 17-18 and 17-27 (red dashed line in Figure 5.17).
This solution was found in approximately 0.017 s; islanding was undertaken at t = 2.777 s.
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Figure 5.17: Case Study 3: IEEE 39-bus test system with optimal islanding solution
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Figure 5.18: Case Study 3: IEEE 39-bus test system - Electrical behavior with islanding

The post-islanding behavior of the islands is shown in Figure 5.18. From the generator rotor
angles in each island, it can be obtained that two stable groups are created. Figure 5.18 further
shows that the generator speeds (0.981 p.u. and 1.107 p.u. respectively) are close to their
nominal values, while the generator terminal voltages are successfully kept within the
desirable limits (which are defined as +10% deviation from the nominal value). Thus, it can be
concluded that the decision when to island the system successfully prevents the total system
blackout.

5.3 Conclusions

In this Chapter, the critical question of when to island, which has not been fully explored in
the literature, has been investigated. The proposed methodolody utilizes the concept of the
area-based COl-referred rotor angle index to illustrate the severity of the disturbance and thus
to recognize if the disturbance will evolve into a blackout or not. It is not far from reality to
assume that the moment at which a particular area is said to be unstable, is also the moment
where the ICI scheme should be triggered to split the unstable system into islands. The

calculation of the area-based COl-referred rotor angle index requires the knowledge of the
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generator coherency and the rotor angles. Hence, the proposed methodology also identifies
both the suitable number of coherent generator groups and the actual coherent groups based on
an online visualization of the rotor angles. Different case studies were examined for
illustrating the unified methodology using the IEEE 39-bus test system. The simulation results
demonstrate its adaptability and effectiveness in triggering promptly the ICI scheme and thus

in minimizing the impact and cost of large-area blackouts under varying system conditions.
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CHAPTER 6
POWER SYSTEM RESTORATION - WHAT TO DO
AFTER ISLANDING

6.1 State-of-the-Art Overview

Although the objective of controlled islanding schemes is to avoid a complete blackout, one
or more islands might reach a local blackout after the splitting strategy is carried out. These
undesirable events occur due to the lower stability margin in the created island compared to
the one for the entire power system. When a local blackout occurs in an island, Parallel Power
System Restoration (PPSR) should be carried out in order to restore the island, and therefore,
restore the power system. It has been stated in [88] that the following constraints, regarding
the PPSR, should be considered when applying controlled islanding strategies:

= Eachisland should have sufficient blackstart (BS) capability

= Each island should have enough cranking paths to crank non-blackstart units or pick-
up loads

= Each island should have the ability to match generation and load within prescribed
frequency limits

= Each island should have adequate voltage controls to maintain a suitable voltage
profile

= All tie points for subsystems must be capable of synchronization with adjacent
subsystems

= All islands should share information with other islands.

The integrity of the power system as a whole is recovered only when the system operators
reconnect each island. The restoration of the power system is not an easy task given that it
comprises several complex and time-consuming stages. Among these, synchronization of the
islands to be connected is one major task. The synchronization requires the accurate
knowledge of the operating condition of the islands to be connected (i.e., frequency of the
islands, and voltage magnitude and angles of the boundary buses) [88]. At the circuit breaker
(CB), where islands will be synchronized, the following three conditions should be respected:

= The voltage magnitudes on the two sides of the CB should be as close as possible to
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one another. A rule of thumb would be to close the circuit breaker with no more than

2-5% voltage difference between the two islands.

® The frequencies of the two islands must be close to identical. Under abnormal

conditions, a system may tolerate up to a 0.1 Hz frequency difference.

®  The voltage phase angle between the two sides of the CB must be within allowable
tolerance levels, as defined by the system engineers for the specific area where the
synchronizing will occur (typically + 20 degrees).
If the conditions are satisfied, there will be little or no transfer of energy between the two
islands when the breaker is closed. The contemporary process by the electric utilities to restore
the system is to equip with synchroscopes the candidate substations for reconnection. A
synchroscope allows the operator to visually observe the voltage difference across a CB as
well as to monitor the rate of frequency-slip, if a frequency-slip exists. The operator would
then decide if and when to close the CB. The main disadvantage of the contemporary
procedure for power system restoration is that only the substations that are equipped with
synchroscopes can be employed for synchronization. However, it is difficult to pre-specify
such substations that cover all possible scenarios of system restoration. In other words, the
number of synchronizing locations is limited. Furthermore, the re-closure requires the
presence of crew field in the candidate substations to monitor and operate the synchronization.
This implies additional delay to the procedure of power system restoration since the
substations have no control effect on the island’s frequency and voltage.

As mentioned in Chapter 4, several methods are reported in the literature to determine
possible splitting strategies. The main drawback of these methods is the lack of the PPSR
planning stage. This disadvantage was attempted to be solved only by a few works. More
specifically, an attempt to introduce PPSR constraints in a controlled islanding strategy has
been made in [89]. The proposed methodology splits the power system across the weak areas
of the network affected by a large disturbance, by opening the transmission lines with
minimum power exchanges. In addition, it includes at least one blackstart unit within each
island and ensures sufficient generation capability to match the load consumption within each
island. However, data collection and information processing, essential for the assessment of
the status of the formed islands (and thus for properly running the PPSR process), is not taken
into account. This issue could be resolved by creating islands that are completely observable.

On the other hand, the authors in [90] have developed a systematic algorithm for
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sectionalizing a power system considering the PPSR constraints of blackstart capability,
sufficient generation capacity and observability. However, the particular algorithm does not
seek to find an islanding solution with minimal power flow disruption or minimal power
imbalance that maintains the generator coherencies and other static and dynamic constraints.
In other words, the algorithm sectionalizes the system focusing only on power system
restoration and without solving the actual ICI problem. Hence, the stability of the formed
islands is not guaranteed. On top of that, the concept of novel schemes that provide real-time
solutions for both ICI and power system restoration is still an unexplored research area and a

practical engineering challenge.

6.2 System Splitting Strategy Considering Power System Restoration

The exact MILP ICI algorithm proposed in Section 4.5 for solving effectively the ICI
problem is extended here to consider power system restoration constraints. Assuming a
completely observable power system at normal operating conditions, the extended ICI
algorithm [87] creates islands that are also completely observable. Moreover, it includes at
least one blackstart unit within each island and guarantees sufficient generation capacity to
match the load consumption within each island. These new constraints can be viewed as a

power system restoration planning stage.

6.2.1 Additional restoration constraints

In this Section, the concept of controlled islanding is combined with an approach of PPSR.
This is achieved through the incorporation of the following additional restoration constraints

to the MILP formulation of the aforementioned ICI algorithm:

A) Observability

Assuming that at normal operating conditions the system is completely observable by

Phasor Measurement Units (PMUSs), the additional observability constraint can be defined as,

Dz n+r=l, ieV,

L1
jev

(6.1)

where r,(i=1,...,n) are the elements of a binary vector defined as:
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1, if thereexistsaPMUatbusy,
i = (62)

0, otherwise.
The above observability constraint ensures that each node bus v, is observable either by at least

one of its neighboring buses or by itself. This leads to the formation of islands that are also

completely observable.

B) Blackstart (BS) availability

Assuming that sufficient BS units are available, this constraint includes at least one BS unit
within each island. A BS unit is one that can start its own power without support from the grid

in the event of a major system collapse or a system-wide blackout.

C) Sufficient generation capacity and unit commitment preservation

Consider the node sets V™" ={v,,...V }and W ={v,...,V . }which denote the
nk nk

generator nodes and load nodes in each island G, respectively, where nX" denotes the number
of generators and n,°*the number of loads in island G, . Furthermore, consider a mapping
function Fgen, :{L,...,n} >{L,...,n*"} for the generator nodes and its inverse function
Foen, " {L,....,n*"}—>{L,...,n} satisfying:
Foen (i) ={j:v; =V i e{l..,n}, j €L, 0¥, (6.3)
Fen (J)={i:v, =V iefl...n} jedL...n""}H. (6.4)

Note that a similar mapping function is considered for the load nodes. The additional

constraint of sufficient generation capacity and unit commitment preservation is as follows:

Z Pgen{T‘X 2 Z Ploadi K kel (65)
iefl,...n¢"} ' ie(l,..,nd} '

Z PgenimkIn < Z Ploadi K k e ]C,
iefl,...n¢"} ' iefl,...nlex} ' (6.6)

where Pgen,, and Pload,, are the generation and load consumption in bus i of island k

respectively. Assuming that the generators are able to operate at full rated power, (6.5)
guarantees sufficient generation capacity to match the load consumption within each island. At
the same time, (6.6) avoids the unnecessary shut down of generators just to achieve the load-
generation balance. Hence, both the cost of disconnecting a generator from the system and the

time delay of reconnecting it afterwards are negated.
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6.2.2 Simulation results

To demonstrate the effectiveness of the extended MILP ICI algorithm, the IEEE 39- and
118-bus test systems were used. The dynamic data of the generators and the details of the
controllers (i.e., AVR and governors) can be found in [27]. The algorithm was aimed to be
used following the determination of the necessity to split the power system. Moreover, it was
assumed that an optimal placement of Phasor Measurement Units (PMUSs) has been previously
performed for complete observability of these test systems at normal operating conditions. All
times quoted are based upon simulations performed in Matlab (a PC with 3.10 GHz dual core
CPU and 4 GB RAM).

A) IEEE 39-bus test system

The single-line diagram of the IEEE 39-bus test system along with the installed PMUs at
the optimal locations is presented in Figure 6.1. The optimal PMU locations are also shown in
Table 6.1 [91]. This study considers generators 30, 32, 34 and 39 as BS units.

Test case description: At time t = 1 s, the value of loads at buses 3, 4, 7, and 8 is increased

by 10% (total step change of 157.78 MW). As a result, a transient instability is created into the

] .
o
. Island 2 2 % >
\l/ 38
[PMU ]
sow » [ 27 | 17 @
\l/ PMU
PMU
|\L16 J——\LZl
1

PMU

35

¢ cutset (K=3)

Figure 6.1: Single-line diagram of IEEE 39-bus test system with optimal islanding solution for K=2 and K=3
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Table 6.1: Optimal PMU placement for the IEEE 39-bus test system

. . Optimal
Optimal PMU locations Number
Normal operating 2,6,9,10, 12, 14, 17, 19, 13
conditions 20, 22, 23, 25, 29

Table 6.2: Exact islanding solutions for the IEEE 39-bus test system

No. of Cutset Cut Time
Islands (K) (MW) (s)

2 3-4,5-8, 7-8, 15-16 998.55 0.047

3 3-4,5-8, 7-8, 15-16, 1-39 1126.46 0.046

32
Figure 6.2: Preprossesing procedure on IEEE 39-bus test system for K=2

system. It is noted that this is the same event as in Case study 2 of Section 4.5.4. For this
particular event, for the case of two islands (K=2), the coherent generator groups are {G31,
G32} and {G30, G33, G34, G35, G36, G37, G38, G39} (based on a two-step methodology
proposed in [47] for real-time identification of coherent generator groups). The necessity to
split the system is considered to be at 2 s. Hence, considering the power flow and actual
topology of the system at t = 2 s, the proposed extended ICI algorithm is used to find the
optimal islanding solution. As mentioned in Section 4.5.3, the preprocessing procedure finds
first the trees which connect all the generators of each coherent group with the minimum
number of nodes (Figure 6.2). The nodes of these trees are then served as an additional
constraint to the MILP formulation. The implementation of the proposed ICI algorithm
identifies the optimal solution (minimal power-flow disruption) across the lines 3-4, 5-8, 7-8
and 15-16 (blue dashed line in Figure 6.1). The solution was found in approximately 0.047 s

(Table 6.2). Hence, islanding was undertaken at t = 2.047 s. The load and generation in each
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Table 6.3: Load and generation within each island for the IEEE 39-bus test system split into two islands (K=2)

Island 2Pload 2Pgen Generation capacity Available Observable?
number (MW) (MW) (MW) BS units '
1 1143.9 1169.9 1670 32 YES
2 5111 4970 6676 30, 34,39 YES

Table 6.4: Load and generation within each island for the IEEE 39-bus test system split into two islands (K=3)

Island 2Pload 2Pgen Generation capacity Availat_)le Observable?
number (MW) (MW) (MW) BS units

1 1143.9 1169.9 1670 32 YES

2 3432.8 3970 5676 30, 34 YES

3 1678.2 1000 1700 39 YES

island, as well as the generation capacity, BS availability and observability status of each
island are presented in Table 6.3. As it can be noticed, at least one BS unit and sufficient
generation capacity to match the load consumption are available in each island. Moreover, it is
important to understand that the proposed ICI algorithm has ensured the creation of
completely observable islands whose status can be assessed during the post-islanding stage.
For K=3, the coherent generator groups obtained are {G39}, {G31, G32} and {G30, G33,
G34, G35, G36, G37, G38} [47]. Figure 6.3 shows the trees found by the preprocessing
procedure. The islanding solution determined by the execution of the proposed extended ICI
algorithm is marked in Figure 6.1 (red dotted line) and summarized in Table 6.2. This solution
was obtained in approximately 0.046 s and thus the corresponding corrective control strategy
was undertaken at t = 2.046 s. Table 6.4 presents the PPSR constraints included in the strategy.
As it can be noticed, all the formed islands are completely observable and there is at least one

BS unit and sufficient generation capacity in each of them.

Figure 6.3: Preprossesing procedure on IEEE 39-bus test system for K=3
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B) IEEE 118-bus test system

The second test system used to demonstrate the efficiency of the proposed extended ICI
algorithm was the IEEE 118-bus test system. The topology of the system is shown in Figure
6.4. The optimal PMU locations for this test system are shown in Table 6.5 [92]. This study
considered generators 25, 69, 87 and 89 as BS units.

The coherent groups of generators of the IEEE 118-bus test system were obtained by using
the coherency algorithm [78] and by changing the number of coherent generator groups from
two groups up to the number of available BS units (Table 6.6). The trees found by the
preprocessing procedure for each case are the same as in Figure 4.23 - Figure 4.25 of Section
4.5.4. As mentioned above, the nodes of these trees will be served as an additional constraint
to the MILP formulation which will contribute to the reduction of its search space. Figure 6.4
illustrates the islanding solutions determined by the execution of the proposed extended ICI
algorithm for all the possible number of coherent groups. The information about the splitting
strategies found, the values of the cuts and the execution times are presented in Table 6.7.
Table 6.8 - Table 6.10 present the PPSR constraints included in the strategy for K=2,

PMU

T
* 32115
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Island 1 I?I 118 _TETSO @mg Island 3
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; :' 98,

= 118 buses
—— 186 branches
@ 54 thermal units

$ 91 loads

|culset (K=4)

Figure 6.4: Single-line diagram of IEEE 118-bus test system with optimal islanding solution for K=2, K=3 and
K=4
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Table 6.5: Optimal PMU placement for the IEEE 118-bus test system

. . Optimal
Optimal PMU locations Nﬂmber
Normal . 1,5,9, 12, 13, 17, 21, 23, 26, 28, 34, 37,
OT;":‘] d?tri’s:f‘;'”g 41, 45, 49, 53, 56, 62, 63, 68, 71, 75, 77, 80, 32
85, 86, 90, 94, 101, 105, 110, 114

Table 6.6: Coherent generator groups for the IEEE 118-bus test

ISII;Ir(:c.i;)Ek) Coherent Generator Groups
2 {10, 12, 25, 26, 31},
{46, 49, 54, 61, 65, 66, 69, 80, 87, 89, 100, 103, 111}
3 {10, 12, 25, 26, 31}, {46, 49, 54, 59, 61, 65, 66, 69},
{80, 87, 89, 100, 103, 111 }
4 {10, 12, 25, 26, 31}, {46, 49, 54, 59, 61, 65, 66, 69},

{80, 89, 100, 103, 111 }, {87}

Table 6.7: Exact islanding solution for the IEEE 118-bus test system

No. of Cutset Cut Time
Islands (k) (MW) (s)
) 15-19, 15-33, 18-19, 19-20, 24-70, 24-72, 118.785 0.143
30-38
15-19, 15-33, 18-19, 19-20, 24-70, 24-72,
3 30-38, 68-81, 69-77, 75-77, 76-118 267.136 0.192
15-19, 15-33, 18-19, 19-20, 24-70, 24-72,
4 30-38, 68-81, 69-77, 75-77, 76-118, 85-86 284.310 0.235

K=3, and K=4 respectively. As it can be noticed, the proposed ICI algorithm has ensured the

creation of completely observable islands for each case. In addition, at least one BS unit and

sufficient generation capacity to match the load consumption are available in each island. As

these constraints have been included in the proposed algorithm, PPSR is planned in case of a

local blackout in any island.

Table 6.8: Load and generation within each island for the IEEE 118-bus test system split into two islands (K=2)

Island 2Pload 2Pgen Generation capacity Available Observable?
number (MW) (MW) (MW) BS units '
1 1076 931 1530 25 YES
2 3300.1 3311 4615 69, 87, 89 YES

Table 6.9: Load and generation within each island for the IEEE 118-bus test system split into two islands (K=3)

Island 2Pload 2Pgen Generation capacity Availaple Observable?
number (MW) (MW) (MW) BS units

1 931 1076 1530 25 YES

2 1947 1884.1 2585 69 YES

3 1364 1416 2030 87,89 YES
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Table 6.10: Load and generation within each island for the IEEE 118-bus test system split into two islands (K=4)

Island 2Pload 2Pgen Generation capacity Availaple Observable?
number (MW) (MW) (MW) BS units
1 931 1076 1530 25 YES
2 1947 1884.1 2585 69 YES
3 1343 1412 1955 89 YES
4 21 4 75 87 YES

6.3 A Real-Time Controlled Islanding & Restoration Scheme Based on Estimated States

The advent of the Synchronized Measurement Technology offers great flexibility to power
system operators in several control and monitoring applications. The process of the PMU
measurements (i.e., synchronized voltage and current phasors, frequency, and rate of change
of frequency) can provide to the power system operators a real-time wide area visualization of
the system operating condition. For instance, the installation of PMUs in an optimal way for
rendering the power system fully observable by PMUs makes feasible the operation of a real-
time state estimator that is based only on PMU measurements. Such a state estimator can
estimate in real time (as the PMU measurements arrive to the control center) the states of the
system (i.e., voltage magnitude and angle of the buses) and can track effectively power system
transients [93]. Although the complete observability of the system by only PMUs is not a
realistic case today, the trend of the electric utilities to install PMUs shows that such a case
will be realistic in the near future. For instance, a recent report by the US DOE indicates that
the PMUs in North America have increased from 166 in 2009 to 1700 in 2015 [94].

Crucially, in this Section a real-time state estimator serves as the connection point between
the controlled islanding and the power system restoration. In particular, this Section presents a
real-time ICI and restoration scheme that consists of a sophisticated intentional controlled
islanding algorithm, i.e., the extended MILP ICI algorithm of Section 6.2, a real-time state
estimator, and a power system restoration process [95]. The main assumption in the work is
that the power system is observable by PMUs before the system splitting. In this sense, during
the pre-islanding and the post-islanding stage, the state estimator provides the power system
operating condition to the operators. This requires that all the formed islands are still
observable by PMUs in the post-islanding stage; such condition is ensured by the ICI
algorithm that is used in this work. This allows the reconnection of the islands in quasi real

time, as soon as their synchronizing conditions are met, without the presence of any
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synchroscopes and crew in the substations. The proposed ICI and restoration scheme is tested

and evaluated using the dynamic models of the IEEE 39- and 118-bus test systems.

6.3.1 Real-time state estimator

The state estimator constitutes the cornerstone of the power system control center since it
provides the operating condition of the system in consecutive time intervals. The states of the
system (i.e. voltage magnitude and angle of the buses) are estimated by processing redundant
measurements of the system. The contemporary state estimation scheme uses conventional
measurements (i.e., real/reactive power flows and injections, and voltage magnitudes) and is
intended for providing the steady state operating condition. This is because the reporting rate
of the conventional measurements is slow (i.e., 5 to 30 s) and the measurements are reported
in an asynchronous way. In this sense, the conventional state estimator cannot be used for
tracking the transients of the system in case of a disturbance.

With the advent of the Synchronized Measurement Technology and the installation of
PMUs in the power system measurement layer, the concept of a real-time state estimator is
feasible. The execution of a real-time state estimator implies a PMU observable system;
therefore, the real-time state estimator is solely based on PMU measurements and is able to
track the transients in case of fault [93]. The linear state estimator in this work is formulated in
a Weighted Least Squares (WLS) framework and processes the real and imaginary parts of the
current and voltage phasor measurements provided by the PMU. Therefore, the measurement

model is formulated as,

v [av, /v, oV, oV,
meas V. oV V. /oV. || V

\/| _ 0 |/a r 0 I/a i r te. (67)
™= |7 a1 jev,  al, oV,

im= | el jav, Al eV,

zZ=Hx+e=

where z is the measurement vector, H is Jacobian that relates the measurements to the system
states, x is the state vector containing the power system states, e is the Gaussian noise in the
measurements, and Vr, Vi, Ir, li are the real and imaginary parts of the bus voltage phasors and
the line current phasors, respectively, when they are expressed in rectangular form.

It should be noted that the real and imaginary parts of the current phasor measurements are
expressed in relation to the states of the system. Therefore, assuming a line represented by a pi
model that connects bus i and bus j, the real and imaginary parts of the current phasor
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measurements are expressed as,

|rr2§?s =Vi Cosei(gsi + gij) _Vi sin 0. (bsi +bij) +bijVj sin Hj - gij j

V; cos o, (6.8)

loee =V, cos @, (b, +bij)+Vi siné, (g, + gij) —bijVJ. cosd, —g

imag

vV, sing; (6.9)

U]
where Vi, Vj, 6, and 6; are the voltage magnitudes and angles of bus i and bus j respectively,
and gij + jbij, gsi + jbsi are the series and shunt admittances respectively of the transmission
line connecting buses i and j.

Based on the WLS formulation the state vector x can be obtained by minimizing the
function J(x),

Min J(x) =[z - Hx]' R [z - Hx], (6.10)
where R is the measurement error covariance matrix and its elements are used as weights of
the measurements. By minimizing the objective function in (6.10) the state vector x can be
estimated as,

X=(H'R'™H)'H'Rz. (6.11)
It is worth mentioning that based on (6.11) no iteration procedure is needed for estimating the
states of the system and therefore the linear state estimator can be executed as new PMU

measurements arrive to the control center.

6.3.2 Proposed ICI — restoration scheme

Figure 6.5 illustrates the general concept of the proposed ICI and restoration scheme based
on estimated states. In general, the main steps for executing the scheme are:
Step 1: Following the determination of the necessity to split the power system, use the
extended MILP ICI algorithm (of Section 6.2) to find the optimal islanding solution.
Step 2: After system splitting, perform a linear state estimation at the control center.
Step 3: Use the estimated states to assess the status of the islands’ boundary buses and their
synchronization.
Step 4: If there are any islands that are in synchronism, reclose the CBs of their boundaries to
reconnect them. Otherwise, apply additional corrective measures while assessing the boundary
status through state estimation until the synchronizing conditions of some islands are met.
Step 5: Reconnect the synchronized islands.

Step 6: Repeat Steps 4-5 until all the islands are reconnected and the system is restored.
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Figure 6.5: Flowchart diagram of the proposed real-time controlled islanding and restoration scheme based on
estimated states

6.3.3 Simulation results

The proposed real-time controlled islanding and restoration scheme was tested using the
IEEE 39- and 118-bus test systems. The dynamic data of the generators and the details of the
controllers (i.e., AVR and governors) can be found in [27]. Moreover, it was assumed that an
optimal placement of Phasor Measurement Units (PMUSs) has been previously performed for
complete observability of these test systems at steady state conditions. This allows the
execution of a linear state estimation directly from the control center. All times quoted are
based upon simulations performed in Matlab (a PC with 3.10 GHz dual core CPU and 4 GB
RAM).

A) IEEE 39-bus test system

The single-line diagram of the IEEE 39-bus test system along with the installed PMUs at
the optimal locations are presented in Figure 6.6. The optimal PMU locations are also shown

in Table 6.11 [91]. This study considers generators 30, 32, 34 and 39 as BS units.
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Figure 6.6: Single-line diagram of IEEE 39-bus test system with optimal islanding solution

Test case description: At time t = 1 s, a three phase to ground fault occurs at bus 2 and is
cleared 0.65 s later, at t = 1.65 s. The swing trajectories obtained are shown in Figure 6.7. It
can be observed that within a short time after the fault is cleared, the generators are divided
into three groups: {G31, G32}, {G33, G34, G35, G36}, and {G30, G37, G38, G39}. Although
these groups can be created through visualization of the generator rotor angle trends,
algorithms to automatically identify coherent groups of generators (e.g., [43], [47]) must be
adopted in large-scale systems to ensure adequate generator grouping, and to further improve
the islanding-restoration scheme proposed here. Moreover, as it can be observed in Figure 6.7,
if the system is not split into three islands, the frequency of the generators considerably
increases and the terminal voltages of the generators significantly reduce. Thus, this
disturbance will result to a blackout quickly after the fault is cleared. In this case, the necessity
to split the system is considered to be at 1.7 s. Hence, considering the power flow and actual
topology of the system at t = 1.7 s, the proposed ICI and restoration scheme is used to find the
optimal islanding solution.

The scheme identifies the optimal solution (for minimal power-flow disruption) to open the
lines 3-4, 5-8, 7-8, 15-16 and 16-17 (red dotted line in Fig. 2). The solution was found in
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Figure 6.7: IEEE 39-bus test system - Electrical behavior without islanding

Table 6.11: Optimal PMU placement for the IEEE 39-bus test system

conditions

20, 22, 23, 25, 29

. . Optimal
Optimal PMU locations Number
Normal operating 2,6,9, 10,12, 14, 17, 19, 13

Table 6.12: Exact islanding solutions for the IEEE 39-bus test system

No. of Cutset Cut Time
Islands (K) (MW) (s)
3 3-4,5-8, 7-8, 15-16, 16-17 1027.21 0.021

approximately 0.021 s (Table 6.12). Hence, islanding was undertaken at t = 1.721 s. Figure 6.8

shows the dynamic trajectories after implementing the solution. As noticed, three stable
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Figure 6.8: IEEE 39-bus test system - Electrical behavior with islanding

groups are created. Moreover, the frequencies of Island 1, Island 2, and Island 3 are 1.001 p.u.,
1.001 p.u., and 0.981 p.u. respectively (Figure 6.8). Voltages also reach values close to
nominal values (Figure 6.8). Since the splitting strategy successfully retains the frequency of
the islands within acceptable limits and the corresponding voltages within the thresholds, it
can be concluded that the use of the proposed ICI and restoration scheme to split the power
system in a controlled manner can prevent the blackout.

The load and generation in each island, as well as the generation capacity, BS availability
and observability status of each island (i.e., the PPSR constraints included in the splitting
strategy) are presented in Table 6.13. As it can be noticed, at least one BS unit and sufficient
generation capacity to match the load consumption are available in each island. In addition, it

is important to understand that the proposed ICI scheme has ensured the creation of
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Table 6.13: Load and generation within each island for the IEEE 39-bus test system split into two islands (K=3)

Island 2Pload 2Pgen Generation capacity Availat?le Observable?
number (MW) (MW) (MW) BS units
1 1143.88 1169.9 1670 32 YES
2 1787.1 2350 3340 34 YES
3 33239 2620 4036 30, 39 YES

Table 6.14: Corrective measures for island synchronization of the IEEE 39-bus test system

Tg)'e Corrective measure

11 Reclose CB of transmission line 16-17

40 30% load shedding of load 8

40 30% load shedding of load 39

97 Reclose CB of transmission line 5-8

97 Reclose CB of transmission line 7-8

115 Change tap position of transformer 25-37 from 1 to -4
115 Change tap position of transformer 2-30 from 1 to -4
130 Reclose CB of transmission line 3-4

150 Change tap position of transformer 10-32 from 2 to 5
150 Change tap position of transformer 23-36 from 0 to -5
170 Reclose CB of transmission line 15-16

completely observable islands, and therefore, the continuous execution of the linear state
estimation at the control center. In other words, the scheme has enabled the system operator to
assess both the status of the islands’ boundary buses during the post-islanding stage and their
resynchronization using estimated system states.

In this sense, the voltage magnitude and angle difference of boundary buses based on the
estimated states available at the control center are shown in Figure 6.9. Figure 6.10 further
illustrates the frequency difference of the islands. It is noted that the frequency of each island
is available by the PMUs exist in each island. Based on Figure 6.9 - Figure 6.10, few seconds
after the system separation, none of the boundaries satisfies all three conditions for island
synchronization. Therefore, additional corrective measures (e.g., generation rescheduling, load
shedding and transformer tap change) are needed to achieve island synchronization and thus to
complete system restoration. In this case, the corrective measures required to resynchronize
the islands are summarized in Table 6.14. The synchronizing status of the islands’ boundary
buses during the application of these corrective measures is shown in Figure 6.9 - Figure 6.10.

As it can be noticed, Island 2 and Island 3 are synchronized approximately 9 seconds after the
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Figure 6.9: IEEE 39-bus test system: (a) Voltage magnitude and (b) Angle difference of islands boundary buses
during their resynchronization

splitting strategy is carried out and are reconnected at time t = 11 s by reclosing the CB of
transmission line 16-17. The restoration of the whole power system is completed at time t =
170 s. Note that the loads that were shed (Table 6.14) can be reconnected hereafter. At this
point, it is important to clarify that the corrective measures applied may vary based on the

experience and knowledge of the system operator.
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B) IEEE 118-bus test system

The topology of the IEEE 118-bus test system is shown in Figure 6.11. The optimal PMU
locations for this system are also shown in Figure 6.11 and summarized in Table 6.15 [92].
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Figure 6.11: Single-line diagram of IEEE 118-bus test system with optimal islanding solution
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Table 6.15: Optimal PMU placement for the IEEE 118-bus test system
Optimal
Number

Optimal PMU locations

1,5,9,12, 13, 17, 21, 23, 26, 28, 34, 37,
41, 45, 49, 53, 56, 62, 63, 68, 71, 75, 77, 80, 32
85, 86, 90, 94, 101, 105, 110, 114

Normal operating
conditions

Table 6.16: Exact islanding solution for the IEEE 118-bus test system

No. of Cutset Cut Time
Islands (k) (MW) (s)
2 38-65, 42-49, 43-44, 69-70, 70-74, 70-75 511.675 0.09

Table 6.17: Load and generation within each island for the IEEE 118-bus test system split into two islands (K=2)

Island 2Pload 2Pgen Generation capacity Available Observable?
number (MW) (MW) (MW) BS units '
1 1450 1076 1530 25 YES
2 2792 3300.1 4615 69, 87, 89 YES

Table 6.18: Corrective measures for island synchronization of the IEEE 118-bus test system

Tég)we Corrective measure

30 Shed loads 13, 14, and 15

33 Shed loads 16, and 18

35 Shed load 19

38 Reclose CB of transmission line 43-44
38 Reclose CB of transmission line 70-74
38 Reclose CB of transmission line 70-75
50 Change step of shunt controller from 1 to 5
55 Change tap position of transformer 37-38 from 1 to -1
70 Reclose CB of transmission line 38-65
90 Shed load 70

100 Reclose CB of transmission line 69-70
125 Shed loads 41, and 42

135 Reclose CB of transmission line 42-49

This study considers generators 25, 69, 87 and 89 as BS units.

Test case description: At t = 1 s, a three phase to ground fault occurs at bus 30 and is
cleared 1 s later, at t = 2 s. The generator rotor angles without islanding are shown in Figure
6.12. Shortly after the fault, a group of 5 generators swing together and the rest ones swing
apart. Two groups are created: {G10, G12, G25, G26, G31} and {G46, G49, G54, G59, G61,
G65, G66, G69, G80, G87, G89, G100, G103, G111}. In terms of the generators’ speed,
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Figure 6.12 shows that they increase. Figure 6.12 finally highlights that the generator terminal
voltages are significantly low. Thus, it can be concluded that the system needs to be split, if
the blackout is to be avoided. Here, the necessity to split the system is considered to 2.1 s.
Hence, considering the power flow and actual topology of the system at t = 2.1 s, the proposed
ICI and restoration scheme is used to find the optimal islanding solution (Figure 6.11). The
information about the splitting strategy found, the value of the cut and the execution time are
presented in Table 6.16. The post-islanding behavior of the islands is shown in Figure 6.13. As
it can be obtained, two stable groups are created. Figure 6.13 further shows that the generator

speeds (0.965 p.u. and 1.002 p.u. respectively) are within the limits and the generator terminal
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Figure 6.13: IEEE 118-bus test system - Electrical behavior with islanding

voltages are successfully kept within the desirable thresholds. Consequently, it can be
concluded that the proposed ICI and restoration scheme successfully prevents the power
system blackout. Table 6.17 presents the PPSR constraints included in the strategy. As it can
be seen, the ICI scheme has ensured the creation of completely observable islands. In addition,
at least one BS unit and sufficient generation capacity to match the load consumption are
available in each island. Since these constraints have been included in the strategy, a PPSR is
planned in case of any eventuality which can be carried out at the control center with the use
of the linear state estimator. In this sense, the corrective measures applied to synchronize the
islands in this test system are summarized in Table 6.18, while the synchronizing status of
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Figure 6.14: IEEE 118-bus test system: (a) Voltage magnitude and (b) Angle difference of islands boundary

buses during their resynchronization

their boundaries is illustrated in Figure 6.14 - Figure 6.15. At this point, it is important to

mention that, after the islanding, the frequencies of the two islands were not close. According

to NERC [88], if the frequency of the two islands are different, the frequency of the smaller

island should be adjusted to match the frequency of the larger island. Hence, the first
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corrective measure was to shed some loads in the smaller island (Island 1) in order to increase
its frequency and match it with the frequency of the larger island (Island 2). As noticed from
Table 6.18, this led to the re-closure of 3 boundary lines. The last boundary line was able to
reconnect at t = 135 s, where the restoration is completed. More importantly, the restoration
was completed without the presence of synchroscopes and field crew at the substations; thus,

without any additional delays.

6.4 Conclusions

In this Chapter, the exact ICI algorithm based on a MILP formulation (Section 4.5) that
directly determines an islanding solution with minimal power-flow disruption for any given
number of islands has been extended to consider power system restoration constraints. The
new constraints deal with sufficient generation capacity, blackstart availability and
observability within each created island. The proposed extended ICI algorithm was tested
using dynamic models of the IEEE 39- and 118-bus test systems. Multiple case studies were
developed to demonstrate the effectiveness of the algorithm to different system conditions. It
is important to note that there are a few seconds for controlled islanding after the system
suffers a severe fault [77]. Based on the simulation results, it can be seen that the proposed
extended ICI algorithm can meet the requirement of real-time controlled islanding while

planning a parallel power system restoration in case of any eventuality.
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Next, a novel real-time ICI and restoration scheme has been proposed. The proposed
scheme consists of a sophisticated ICI algorithm (i.e., the aforementioned extended MILP ICI
algorithm), a real-time linear state estimator and a restoration process. Following the necessity
to split the system, the extended MILP ICI algorithm firstly determines an exact islanding
solution with minimal power-flow disruption while ensuring that each resulting island
contains only coherent generators. At the same time, it creates islands that are also completely
observable, includes at least one BS unit within each island and guarantees sufficient
generation capacity to match the load consumption within each island. Since system
observability is guaranteed, the real-time state estimator can continuously provide to the
system operator the operating conditions of the power system before and after its splitting.
This gives the operator the flexibility to monitor the islands during the post-islanding stage.
Hence, the reconnection of the islands can be achieved in quasi real time, as soon as their

synchronizing conditions are met. This leads to the restoration of the whole power system.
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CHAPTER 7
CONTROLLED ISLANDING & RISK ASSESSMENT

7.1 State-of-the-Art Overview

Although the several methods reported in the literature can find a solution to the ICI
problem, the potential sources of misoperation of the schemes and the impact of these
undesirable events on the system reliability have not yet been assessed, as it has been done for
other ones, e.g., generation rejection schemes [96], [97], [98]. These studies are capable of
conducting highly accurate reliability modeling of wide-area protection schemes, both at a
component and at a scheme level. In addition, different techniques for boosting their reliability
have been evaluated, e.g., adding redundancy and voting schemes. As discussed in these
previous works, a misoperation of wide-area protection schemes can have a significant impact
on the network reliability. Thus, the reliable and timely implementation of 1CI schemes, and in
general of System Integrity Protection Schemes (SIPS), is critical for boosting the reliability of

electrical power systems.

7.2 A Unified Framework for Assessing the Risk of ICI Schemes

A unified framework to assess the risk of ICI schemes on the electricity system has been
proposed in [70]. First, the ICI algorithm described in Section 4.4 (based on graph theoretic
cut-set matrix) is used to determine an islanding solution that creates islands with minimum
power imbalance, while ensuring that each island contains only coherent generators. Then, a
risk assessment methodology for estimating the risk introduced by the ICI failure modes is
proposed. The main failure modes of ICI schemes considered here are (i) the failure to operate
when needed and (ii) the spurious operation when the network is stable and no system splitting
is required. The ICI and the risk assessment proposals result in a unified framework that
provides insights on the benefits and risks of implementing ICI schemes, considering different

sources of uncertainties and concerns related to their reliability.
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7.2.1 Risk assessment methodology

Figure 7.1 shows the framework for assessing the risk introduced by the ICI failure modes.

It can be seen that it is composed of three steps: reliability, impact and risk assessment. These

steps are thoroughly presented and discuss below.

A) Reliability assessment

As shown in the left side of Figure 7.1, the main steps for assessing the reliability of ICI an

scheme are the following:

Step 1: Develop the logic design of the ICI scheme. This would provide the components

required for realizing the scheme. Figure 7.2 shows a generic ICI logic design, where the key

components of an ICI scheme can be seen, e.g., field measuring devices and actuators,

communication links, and Programable Logic Controllers (PLCs). The main steps of the ICI

scheme operation are the following (Figure 7.2):

Reliability Assessment Impact Assessment

. . Develop case
ICI Logic Design P
scenarios

v v

Gather ICI components’ Apply ICI
reliability data operational modes
Develop fault trees for Assess the impact
estimating PFDoveral and of ICI operational
PFSoverall modes

v

Risk Assessment

Figure 7.1: Framework for assessing the risk of ICI failure modes
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Figure 7.2: Generic ICI logic design
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i) Detection of loss of synchronism using real-time data.

i) Alarm/notification to the Transmission System Operator (TSO) by the information/alarm
processing system to manually arm in service the ICI algorithm.

iii) Logic operation of ICI algorithm (presented in Section 4.4) by the PLC to decide when
and where to split the network.

Iv) Automatic implementation/activation of the ICIl scheme to send the inter-trip signals and
open the appropriate circuit breakers (CBs) in order to split the network to stable islands.

Step 2: Gather the individual ICI components’ reliability data. As mentioned at the beginning,

the main failure modes of ICI schemes considered here are (i) the failure to operate when

needed and (ii) the spurious operation when the network is stable and no system splitting is

required. Therefore, the components’ reliability data required for assessing ICI reliability are

the Mean Time To Failure (MTTF), and Mean Time To Fail Spurious (MTTFS).

Step 3: Estimate the probabilities of the ICI components’ failure modes. These can be

expressed using the probability of failure on demand (PFD) and probability to fail spurious

(PFS, also known as probability to fail safe), respectively. Considering an exponential

distribution for the failure rates of the components and that they are constant over their

operating life, the ICI components’ PFD and PFS, defined as the probability of failure to

operate in a specified test interval (TI) and the probability of a spurious trip of the components

in a given time period (TP) respectively, can be calculated as follows:

TI 1
PFD=1— |[A= :
2 ( MTTF) (7.1)
1
PFS=AxTP |4 = :
o ( : MTTFS) (7.2)

where 4 and 4s are the failure and spurious rates of the components, and TP refers to the time
period that Zs is expressed (e.g., per week, month, year, etc.). It is considered that during the

testing of the individual ICI components, the sources of failure to operate of the components
are identified and removed, while a spurious operation is repaired once it occurs within the TP

considered in the analysis.

Step 4: Estimate the probabilities of the ICI failure modes. To estimate the overall PFD
(PFDoveran) and PFS (PFSoveran) Of the scheme, fault tree analysis (FTA) is used [99]. FTA is a
top-down deductive failure analysis that uses Boolean logic for determining the lower-level

events or combination of events that lead to the occurrence of the top event. This technique
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has been effectively used for assessing the reliability of SIPS [97], [98]. The individual
components” PFD and PFS calculated at Step 3 are inserted to the fault trees. Then, by using
the logic operations of the fault trees, the PFDoveran and PFSoverann Can be accurately estimated.
These will be used for estimating the risk introduced to the system by the undesirable

operations of the ICI scheme.

B) Impact assessment

The right side of Figure 7.1 shows the main steps proposed in this work for assessing the
impact of ICI operational modes:
Step 1: Develop case scenarios for different operating conditions, for which the ICI would be
needed. As the ICI scheme is to be used only during severe disturbances, these case scenarios
should ideally reflect electrical events that typically result in a partial or complete blackout.
Since the possible number of scenarios that could occur in a real power system is large, the
focus of the development of these case scenarios will be on the “worst-case scenarios”,
similarly to the approach followed in previous works, such as [9], [15], [59].
Step 2: Apply the ICI operational modes to the case scenarios. Based on feedback from the
TSO and worldwide practices [96], [100], three operational modes are considered here:
i) the failure of the scheme to operate when the loss of synchronism occurs;
i) the incorrect operation of the ICI scheme before the system stability is compromised; and
iii) the success operation of the ICI scheme, as the ICI schemes’ aim is not to eliminate the
amount of customer interruptions but to mitigate it as much as possible. It would therefore
result in an amount of load shedding for balancing the formed islands.
Step 3: Estimate the impact of ICI operational modes. The amount of load shedding (MW) is
used in this work for this quantification as it is the main concern when blackout events take

place. However, any other index can be used if desired.

C) Risk assessment

Following the reliability and impact assessment of the ICI operational modes (including
both successful and failure modes), the risk with the ICI in operation is assessed, which is
given by the product of the probability of the ICI operational mode and its impact. To
determine if the ICI scheme benefits the reliability of the network, this risk is then compared
to the risk of the electrical event without the 1CI scheme.

The risk of the electrical event without the ICI scheme in operation is calculated as follows:
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Risk =P (E)xIm(E) (7.3)
where P(E) and Im(E) are the probability of occurrence per year and impact of the electrical
event (E), respectively.

In order to assign an economic value to the impact assessment, the Value of Lost Load
(VoLL, €/ MWh) is used. The impact is thus expressed as follows (measured in €/h):

Im(E) =L, xVoLL (7.4)

where Lsheq is the amount of load shedding (MW) after (E).
The risk with the ICI scheme in operation is [100]:

Risk, = Risk (Success)+ Risk ( Failure)+ Risk ( Spurious) (7.5)
Risk (Success) = P(E)x(1—PFD,,,, )x Im(Success) (7.6)
Risk (Failure) = P(E)x PFD,,,,, x Im(Failure) (7.7)

Risk (Spurious) = P(E ) x PFS,,, x Im(Spurious) (7.8)

The risk in (7,3) and (7.5)-(7.8) would thus be expressed in €/h. PFDoveran and PFSoveran are
provided by the reliability assessment of the scheme and Im(Success), Im(Failure) and
Im(Spurious) are given by the impact assessment of the ICI operational modes (in terms of
load shedding) for the different scenarios developed, which are quantified using (7.4). The risk
of failure to operate is estimated upon the occurrence of the electrical event, and the risk of
spurious operation is assessed in the absence of the event (E) requiring the ICI operation. The
latter is derived by the definition of a spurious operation per se, which means

undesirable/unnecessary operation of a function in the absence of the triggering event.

7.2.2 Simulation results

The proposed unified framework was applied on the actual power system of Cyprus in
order to give an indication of the network risk to large-area blackouts with and without the ICI
scheme in operation. For this purpose, two case studies were developed (i.e., two different
faults leading to blackout), the description of which can be found in Section 4.4.3. Note that
the information about the splitting strategy found by the 1CI scheme for each case study can
also be found in Section 4.4.3.

Following discussions with the Cypriot TSO, three operational modes of the ICI scheme
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Table 7.1: Reliability data of ICI components
MTTF/MTTES PFD PFS

ICI Component

(years) (x10%)  (x10%9)
Data gathering 400 6.25 2.5
Detection of Loss of Synchronism 300 8.33 3.33
UFLS relays 500 5 2
UVLS relays 500 5 2
Communication links 500 5 2
Circuit breakers 1700 1.47 0.58
PLC 300 8.33 3.33
Operator error 1000 2.5 1

(and its components) were considered (as done for other SIPS): success, failure to operate and
spurious operation. While the impact may vary from one case to another, it was the intention
of this work to produce a framework that will help TSOs in assessing the impact of ICI
schemes on their networks. Based on the logic design shown in Figure 7.2, Table 7.1 presents
the main ICI components and their reliability data (extracted from the literature and used for
illustrating the risk assessment framework).

The test interval of the components was set to 5 years, based on feedback from the main
component manufacturer and provider of the Cypriot network. Due to lack of reliability data,
the same MTTF and MTTFS were assumed for each component, which resulted in equal PFD
and PFS. If the historical database of the electrical utility was available, more accurate MTTF
and MTTFS could be used. It can also be seen that the operator was considered as an
individual component of the ICI scheme, i.e., operator error. Table 7.1 also shows the PFD
and PFS of each ICI component as estimated using (7.1) and (7.2), using a simulation period

(TP) of one year.

A) Fault trees design for the Cypriot network

Figure 7.3 and Figure 7.4 present the fault trees for evaluating the PFDoveran and PFSoveral,
respectively. They indicate the events and/or combination of events that may lead to a failure
of the ICI scheme to operate or to a spurious operation.

As it can be seen in Figure 7.3, a failure of the ICI scheme to operate as designed can occur
due to: (i) a failure in the field data gathering devices; (ii) failure in the software applications
for detecting the loss of synchronism or carrying out the logic operation of the scheme (i.e.,
PLC); (iii) the operator’s failure to detect the alarm by the information/alarm processing
system or failure to manually arm in service the ICI algorithm in a timely manner; (iv) a

communication failure between field — control center and vice-versa; (v) a failure in the CBs
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to open the lines determined by the ICI solution, which will consequently result in the failure
of the scheme to split the network into stable islands; and vi) a failure in the under-frequency
or under-voltage load shedding relays (UFLS and UVLS respectively) to shed load for
balancing the formed islands. In this work, and like the risk assessments available in the
literature, it was considered that the failure to operate as designed of one single ICI component
leads to the complete failure of the overall ICI scheme — this may vary among TSOs.

Figure 7.4 further shows that a spurious operation of the ICI scheme may occur due to: (i)
an incorrect activation of the I1CI solution which will occur in case of an incorrect detection of
loss of synchronism and manual arming by the operator; (ii) an incorrect transmission of
intertrip signals; (iii) a spurious operation of CBs, and/or iv) a spurious operation of the UFLS
and UVLS relays, i.e., shed load when not required. As above, and like other risk assessments,
it was considered that the spurious operation of one single ICI component leads to the
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complete spurious operation of the overall ICI scheme — and again this may vary among
TSOs.

The fault trees shown in Figure 7.3 and Figure 7.4 are generic (as the logic in Figure 7.2)
and can be applied to any ICI scheme. Indeed, if the detailed architecture of the ICI scheme
becomes available, then these fault trees can be extended to cater for any other IC component.
The events considered were selected as they have been taken into account in past reliability
studies of other protection schemes, such as generation rejection [96], [100]. Finally, the fault
trees were designed based on feedback from the Cypriot TSO, and can be easily adapted if

further needs are required.

B) Risk assessment in the Cypriot network

The PFD and PFS of the individual component of Table 7.1 were inserted in the fault trees
of Figure 7.3 and Figure 7.4 for quantifying PFDoveran and PFSoveran. The risk assessment was
carried out only for the two case studies discussed in Section 4.4.3, as they were of interest in
this work. Table 7.2 and Table 7.3 show the probabilities of the ICI operational modes, the
load shedding occurring due to each ICI operational mode, and the overall risk without and
with the ICI in operation for the two case studies and demand levels (i.e., winter and summer
peak demands). The VoLL for the Cypriot system was considered equal to 6,500€/MWh, based
on a typical value reported in [101], and the probability of the electrical event per year, P(E),
equal to 1x1072, based on feedback from the TSO.

To define the risk without ICI in operation, the case studies presented in Section 4.4.3 that
resulted in the complete blackout of the Cypriot system were considered. The impact Im(E)
(i.e., using the load shedding) for the winter and summer peak demands was equal to 848.71
MW and 1187 MW, respectively. Thus, the risk without ICI could be calculated using (7.3)
and (7.4).

The risk with ICI in operation was estimated using (7.5) - (7.8). It should be noted here that
the impact of an ICI failure to operate was equal to the impact without the ICI in operation.
The risk assessment results are shown in Table 7.2 and Table 7.3 for case studies 1 and 2,
respectively. In these tables, the probabilities of the ICI operational modes and the resulting
load shedding and risk per hour of the interruption duration are given.

C) Analysis of the risk in the Cypriot network

For case study 1 (Table 7.2), in the winter peak demand study and for a successful ICI
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Table 7.2: Risk assessment results for case study 1

- . Load shedding (MW) Risk (x10%€/h)

Probability of Event/ICI Operation Winter Summer Winter  Summer
Wi/o ICI P(E) 0.01 848.71 1187 55.16 77.15
P(E)»(1-PFDoveran) 9.53x10° 99.57 208.11 6.17 12.89
With ICI P(E)*PFDoveran 4.7x10* 848.71 1187 2.59 3.62
P(E) X PFSyyerau 1.05%1072 42.78 260.8 2.89 17.62

Total Risk with ICI (x10%€/h)| 11.65 34.13
Risk decrease (%)| 78.88 55.76

Table 7.3: Risk assessment results for case study 2

. . Load shedding (MW) Risk (x10%€/h)
Probability of Event/ICI Operation Winter Summer Winter  Summer
W/o ICI P(E) 0.01 848.71 1187 55.16 77.15
P(E)*(1-PFDoveran) 9.53x10°® 0.00 0.00 0 0
With ICI P(E)*PFDoverall 4.7x10* 848.71 1187 2.59 3.62
P(E) X PFS,eran 1.05x1072 39.79 249.66 2.69 16.87

Total Risk with ICI (x10%€/h)| 5.28 20.49
Risk decrease (%)| 90.43 73.44

operation, the risk was reduced from 55.16 to 6.17 (x10° €/h). This difference was also high
for the summer peak demand, i.e., from 77.15 to 12.89 (x103 €/h). Despite the analyzed peak
demand, a successful operation of the ICI scheme in case study 2 (Table 7.3) leaded to no load
shedding, i.e., no risk was introduced by the successful operation of the ICI scheme. Finally, it
must be noted that a high risk was introduced by a spurious operation during summer, i.e.,
17.62 and 16.87 (x10°% €/h) for the two case studies. An incorrect scheme operation during
highly stressed conditions resulted in a high amount of load shedding for creating two stable
islands.

Comparing the total risk without and with ICI, a significant decrease in the risk was
observed for both case studies, with the risk decrease being significantly higher for the winter
peak demand than for the summer peak demand. This shows the effectiveness of the proposed
ICI algorithm and its contribution as an emergency control action to mitigating the risk of the
disturbance, even during peak demand conditions. These results also show that even when the
uncertainty associated with its reliability was considered, the risk with the ICI in operation is
significantly lower. This is due to the fact that the probability of an ICI undesirable operation
is low and, additionally, the amount of load shedding required for stabilizing the islands is
much lower than the load shedding following a complete blackout, as shown in Table 7.2 and

Table 7.3. This altogether lead to a much lower risk with the ICI scheme in operation.
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Table 7.4: Risk decrease by adding full redundancy to the ICI scheme

Case Study Risk Decrease (%)
Winter Summer
1 77.67 36.68
2 90.12 56.14

D) Effects of adding redundancy to the ICI scheme

The effects of adding full redundancy to the ICI scheme on the risk evaluation was also
evaluated, which affected the reliability analysis as follows (details can be found in [98]):

= A failure of both the primary and secondary (redundant) component needs to occur for a

function to fail to be executed when required (i.e., PFDoveran Wa decreased).

= A spurious operation of either the primary or the secondary component is capable of

incorrectly activating a function and triggering the scheme (i.e., PFSoveran increases).

Therefore, on the one hand, an improvement in the risk by a failure of the ICI scheme to
operate can be observed; however, on the other hand, adding redundancy results in an increase
in the risk introduced by a spurious operation of the ICI scheme.

Table 7.4 summarizes the results of this analysis. By adding full redundancy, the risk
decrease with the ICI in operation for the winter peak demand study remained approximately
the same for case studies 1 and 2, i.e., 77.67 and 90.12% respectively (compared to 78.88 and
90.43% without redundancy). This means that the improvement in the risk by reducing
PFDoveran cOmpensates for the increase in the risk due to a higher PFSoveran. On the other hand,
for the summer peak demand study, the risk decrease reduced to 36.68 and 56.14% for the
case studies 1 and 2 from 55.76 and 73.44% respectively.

This is because a higher load shedding occurred for the summer peak demand from a
spurious operation of the ICI scheme, i.e., 260.8 and 249.66 MW for case studies 1 and 2
respectively (compared to 42.78 and 39.79 MW respectively for the winter peak demand),
which in combination with the increase in PFSoveran due to the full redundancy added to the

scheme, resulted in high risk by a spurious operation.

E) Sensitivity analysis

In order to tackle the uncertainty associated with the reliability data used, sensitivity studies
were performed. In particular, based on (7.1)-(7.2) the test interval and the MTTF of the
components were varied to evaluate their impact on the estimated risk with the ICI in

operation.
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Figure 7.6: Effect of components” MTTF on overall system risk for the winter and summer peak demand, case
study 1

1) Varying components’ test interval (TI)

The test interval of the ICI scheme has been varied in the range of [0.5, 10] years with a
step of 0.5 years. Figure 7.5 shows the results of this analysis only for the summer peak
demand studies (it had a higher risk than the winter peak demand, see Table 7.2 and Table
7.3). The increase in the TI results in an increase in the risk introduced by the ICI. However,
the slope of the risk curves with ICI in operation is smooth, and as a result they do not cross
the risk curve without (w/o) ICI, even for the highest TI used here, i.e., 10 years. It is not
expected that such a scheme of vital importance for the stability of a network will not be tested
and maintained with a frequency lower than 10 years (this may vary among TSOs). It can
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therefore be concluded that the Tl is not a determining factor that can result in higher risks by

having the proposed ICI scheme in operation.

2) Varying components’ MTTF

The ICI components’ MTTF (and MTTFS) has been varied in the range of [0.1XMTTFhpase,
10XMTTFpase], where MTTFpase refers to the components’ MTTF and MTTFS presented in
Table 7.1. Figure 7.6 shows the results of this analysis for case study 1, for the winter and
summer peak demands. Similar results were obtained for case study 2.

As can be seen in Figure 7.6, the risk w/o ICI in operation becomes lower than the risk with
ICI for much lower values of MTTF compared to the ones of Table 7.1 (approximately
0.1XMTTFpase and 0.3xMTTFpase for the winter and summer peak demand case studies
respectively). In fact, based on experience and on published reliability data of the components
of Table 7.1, it is quite easy and possible to achieve higher MTTF than these values; hence it is
rather impossible to obtain higher risks with the proposed ICI in operation using the available
components by the manufacturers for realizing the scheme. It can also be observed that as the
MTTF of the ICI components increases, the decline in the risk becomes smoother, which will
ultimately converge to values close to the risk by a successful ICI operation (but not equal,
because even though the risk of failure and spurious operations will be very low, it will still be

higher than zero).

7.3 Conclusions

This Chapter has presented a unified framework that first introduces an effective ICI
scheme and then assesses the risk of the system with the ICI scheme in operation to tackle the
uncertainty and concerns related to the reliability of such schemes. Considering the increasing
complexity and vulnerability of power systems to electrical disturbances, such a systematic
and comprehensive analysis becomes critical and contributes significantly to the decision-
making on the most appropriate reliability enhancement and investment strategies.

The proposed ICI scheme is based on the well-established cut-set matrix concept, which is
modeled as a combinatorial optimization problem with constraints. The objective function of
this problem is the minimum power imbalance within islands, while the main constraints are

the coherent generator groups and transmission line availability. Different case studies (i.e.,
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faults) and demand levels were examined for illustrating the ICI algorithm using the Cypriot
network, which demonstrated its adaptability and effectiveness in minimizing the impact of
cascading outages leading to blackouts under varying system conditions.

Further, the application of the fault tree-based risk assessment methodology using the ICI
scheme applied on the Cypriot network showed that the overall system risk is significantly
reduced when the ICI scheme is in operation. This indicates that the system robustness to
sudden electrical contingencies is enhanced with the proposed ICI scheme, even when the
probability of the scheme’s failure modes is considered.

Simulation results of adding redundancy and considering sensitivity analysis were carried
out to provide useful insights on the aspects affecting the reliability of the proposed ICI
scheme, and thus the risk introduced by their undesirable operations. The unified framework
presented in this work can provide an effective solution in mitigating the effect of large
disturbances, as well as estimating the risk associated with an undesirable operation of the ICI
scheme. If the relevant data is available, then the proposed unified framework can be applied
to any power system, which would provide insights on the benefits and risks of applying the

ICI scheme.
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CHAPTER 8
CONCLUSIONS

8.1 Conclusions and Impact

Despite the efforts for boosting the immunity of power systems to large-scale blackouts,
recent electrical disturbances show that they are still vulnerable to such events. This calls for
more effective and drastic measures for improving their reliability and mitigating the impact
of widespread blackouts. Intentional Controlled Islanding (ICI) has been proposed by a
number of task forces and advisory groups as an effective corrective measure of last resort to
split the power system into several sustainable islands and prevent cascading outages.

For the success of an ICI scheme, three critical problems must be addressed: “where to
island”, “when to island” and “what to do after islanding”. One of the main objectives of this
thesis was the development of computationally efficient ICI methods for addressing the first
problem. For this purpose, several novel ICI schemes for determining optimal splitting
strategies in strong connected networks (including small systems and very large-scale power
systems) have been proposed and presented in Chapter 4. The proposed schemes aim to split
the system with minimal power-flow disruption or minimal power imbalance within islands,
for any given number of islands, while maintaining generator coherencies and other static and
dynamic constraints (e.g., transmission line availability, connectivity). The adaptability and
effectiveness of the proposed ICI schemes in minimizing the impact of cascading outages
leading to blackouts under varying system conditions have been tested and demonstrated using
different IEEE test systems and real power systems. Moreover, the simulation results have
highlighted that the proposed ICI schemes are suitable for real-time applications.

Further, the development of a two-step approach for defining coherent generators in
disturbed power systems based on the similarity among their inter-area oscillations and swing
curves was also achieved (see Section 3.2). This methodology can be a useful tool for the
system operators to find and apply suitable islanding solutions in real-time, knowing that the
generator coherency constraint is vital for the success of the controlled separation. Therefore,
it might be a new WAMPAC application.
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Another important objective of this thesis was the implementation of a methodology to
address the “when to island” problem. Crucially, in Section 5.2, a unified methodology based
on the area-based Center of Inertia (COIl)-referred rotor angle index has been introduced to
determine the most suitable time for splitting the system. Different case studies have
demonstrated the adaptability and effectiveness of the proposed methodology in triggering
promptly the ICI scheme and thus in minimizing the impact and cost of large-scale blackouts.
At this point, it is important to mention that this timely definition of the time for islanding can
easily be combined with approaches to determine the points where to island the system.

In addition, this thesis aimed to investigate the concept of controlled islanding strategies
combined with an approach of Parallel Power System Restoration (PPSR), as well as to
develop a novel scheme that provides real-time solutions for both ICI and power system
restoration. The concept of such schemes is still an unexplored research area and a practical
engineering challenge. For this purpose, the proposed ICI algorithm of Section 4.5 was
extended to consider power system restoration constraints (e.g., complete observability,
sufficient blackstart (BS) capability and sufficient generation capacity to match the load
consumption within each island). The extended ICI algorithm (see Section 6.2) was tested and
it was found that it can meet the requirement of real-time controlled islanding while planning a
parallel power system restoration in case of any eventuality. Next, the aforementioned ICI
algorithm was introduced as a part of a proposed real-time ICI and restoration scheme. The
particular scheme (see Section 6.3), which further consists of a real-time state estimator and a
power system restoration process, gives the operator the flexibility to monitor the islands
during the post-islanding stage and reconnect them in quasi real time (without the presence of
any synchroscopes and crew in the substations), as soon as their synchronizing conditions are
met.

Table 8.1 summarizes the advantages of the aforementioned proposed ICI methods and
schemes over the existing ICl methods in the literature, considering the requirements for a
successful real-time islanding solution. These requirements include the determination of an
optimal islanding solution, for any given number of islands, while considering dynamic (i.e.,
generator coherency) and static (i.e., transmission line availability) constraints. Furthermore,
an ICI scheme should consider PPSR constraints, or even to be able to provide the actual
PPSR solution while being computationally efficient for both small-scale and large-scale

power systems. As it can be observed from the table, most of the existing ICl methods
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Table 8.1: Comparison between existing ICI methods in the literature and the proposed ICI methods

Optimal Anv given Dynamic Static Comput. Comput.
Proposed Gptim v g constraints constraints PPSR  PPSR  efficientfor efficient for
islanding number of ] ) ]
ICI method ] ] (e.g. generator (e.g.line constraints solution small-scale large-scale
solution  islands e
coherency)  availability) power sy power sy
Ref. [57], [58] (OBDD, DFS/BFS) v x v v x x x x |
Ref. [9], [15], [59] (Slow coherency) X v v X X x v v [
Ref. [60] (Spectral Clustering (SC)) o X x X X 7 v X |
Ref. [8] (Spectral Clustering (SC)) ® ® v * ® * v *®
Ref [63], [64] (Efficient SC) x v v v - . v v |
Ref [89] (Weak areas) x v v v v x v v
Ref [80] (MILP) v v v X X X v X |
RSCCI method X X v v X X v X
ICI algorithm (Cut-Set Matrix) * v v v * * v *® |
MILP ICI algorithm v v v x x v v
LP IC! algorithm v v v v X x v v |
Extended MILP ICI algorithm v v v v x v v
ICI & Restoration Scheme v v v v v v v |

*optimal solution as MILP ICI algorithm (without multiple iteration of recursive linearization procedure)  +faster than MILP ICI algorithm

approximate the optimal islanding solution in order to be computationally efficient [8], [9],
[15], [59], [60], [63], [64], [89]. In addition, most of them consider only the dynamic
constraint of generator coherency and not static constraints [8], [9], [15], [59], [80]. A main
drawback of the existing ICI methods is the lack of the PPSR planning stage. This
disadvantage was attempted to be solved only by a few works [89]. In the case of the ICI
methods proposed in this thesis, most of them determine an optimal islanding solution, for any
given number of islands, while being computationally efficient [16], [75], [87], [95].
Moreover, the proposed ICI methods consider both dynamic and static constraints. A few of
them also consider PPSR constraints [87], [95]. Finally, the proposed ICI and restoration
scheme of Section 6.3 provides real-time solutions for both the ICI and power system
restoration [95].

The last part of this thesis has presented a unified framework, which first introduces an
effective ICI scheme and then assesses the risk of the system with the ICI scheme in operation,
in order to tackle the uncertainty and concerns related to the reliability of such schemes (see
Section 7.2). Considering the increasing complexity and vulnerability of power systems to
electrical disturbances, such a systematic and comprehensive analysis becomes critical and
contributes significantly to the decision-making on the most appropriate reliability
enhancement and investment strategies.

Finally, for the completion of this research, the thesis has also proposed dynamic test bed

systems suitable for transient analysis studies. The proposed dynamic models allow
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researchers to test their methodologies on common test systems in order to compare results
and performance. The dynamic test systems complement the existing steady state systems. The
transient analysis results from the testing of the proposed test systems have demonstrated that
the dynamic models with the proposed typical parameters are reliable since the dynamic
response of the IEEE modified test systems follows the expected behavior of actual systems
under contingencies. Consequently, these dynamic test systems were also used throughout the
thesis for the validation of the proposed methodologies.

8.2 Future Work

The research described in this thesis addresses the key aspects crucial for the success of
ICI: “where to island”, “when to island” and “what to do after islanding”. These key aspects
are investigated separately, and several computationally efficient methodologies and schemes
are developed which are suitable for real-time applications. Therefore, they might be new
WAMPAC applications and/or useful tools at the control centers of power system operators.

Next, the above key aspects are also investigated together under the same framework in
order to accomplish the development of a complete controlled islanding scheme. Such an ICI
scheme could be used, usually after severe disturbances and when conventional control
systems have failed to keep the system within stability margins, to determine sequentially and
in real-time the suitable number of coherent groups, the generators within each coherent
group, the most suitable time for splitting the system, the optimal splitting solution, and the
PPSR planning stage. However, significant further research may be needed before the
complete ICI scheme can be implemented in the real power system.

A typical wide-area measurement system consists of strategically located PMUs that
provide synchronized system measurements. As highlighted in the thesis, the proposed ICI
methods and schemes use Wide Area Monitoring Systems (WAMS) to gather these
synchronized real-time measurements (with a sampling rate between 30 to 60 samples per
second). However, the utilization and analysis of such huge amounts of data requires the
presence of a real time wide area control system. The main operational issue of such a control
system is the inevitable time delay of the wide area signal transmission. The time delay of the
data transmission can vary from tens to hundreds of milliseconds. It depends on the

communication distance, protocols and time consumed by numerical calculations. Therefore, a
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main future aspect of this work is to consider the negative effect introduced by time delays.
More specifically, to investigate if these time delays could affect the computational execution
time of the proposed ICI schemes.

Moreover, another task for future work is to consider voltage stability constraints in the
proposed ICI methods and schemes. Although, in most cases, the islanding solutions found
using the proposed ICI methods retain voltages within the statutory thresholds, it is expected
that the incorporation of voltage constraints in the optimization problem (for solving the ICI
problem) will further improve the transient stability of the formed islands.

In addition, as mentioned in Chapter 1 of this thesis, the increasing integration of renewable
energy sources into the grid based on power electronics converters interfaces is affecting the
power systems dynamics. Since power system coherency refers to the property of generators
having similar time-domain responses during a system transient, a critical challenge is to
investigate how the coherency of the synchronous generators is affected by the use of high
power electronic converters. Based on the result of this investigation, a second challenge is
how to represent the time-domain responses of the integrated RES in order to be considered in

the generator grouping.
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APPENDICES

Appendix A

Table A.1: Nomenclature
Rated MVA  Machine-rated MV A, base MVA for impedances

Rated kVV ~ Machine-rated terminal voltage in kV; base kV for impedances

H Inertia constant in s

D Machine load damping coefficient

T, Armature resistance in p.u.

Xg Unsaturated d axis synchronous reactance in p.u.
Xq Unsaturated g axis synchronous reactance in p.u.
X'y Unsaturated d axis transient reactance in p.u.

x'q Unsaturated g axis transient reactance in p.u.
x"q Unsaturated d axis subtransient reactance in p.u.
x"q Unsaturated g axis subtransient reactance in p.u.

X, 0T Xp Leakage or Potier reactance in p.u.

T 40 d axis transient open circuit time constant in s
T 40 g axis transient open circuit time constant in s
T" 40 d axis subtransient open circuit time constant in s
T" 40 g axis subtransient open circuit time constant in s

S(1.0) Machine saturation at 1.0 p.u. voltage in p.u.
S(1.2) Machine saturation at 1.2 p.u. voltage in p.u.

T, Regulator input filter time constant in s

K, Regulator gain (continuous acting regulator) in p.u.

T, Regulator time constant in s
Vimax Maximum regulator output, starting at full load field voltage in p.u.
Vemin Minimum regulator output, starting at full load field voltage in p.u.

K, Exciter self-excitation at full load field voltage in p.u.

T, Exciter time constant in s

K¢ Regulator stabilizing circuit gain in p.u.

Ty Regulator stabilizing circuit time constant in s

E, Field voltage value,1 in p.u.

SE(E;) Saturation factor at E;
E, Field voltage value,2 in p.u.
SE(E,) Saturation factor at E
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Prax Maximum turbine output in p.u.

R Turbine steady-state regulation setting or droop in p.u.
T, Control time constant (governor delay) in's

T, Hydro reset time constant in s

Ts Servo time constant in s

T, Steam valve bowl time constant in s

Ts Steam reheat time constant in s

F Shaft output ahead of reheater in p.u.

IEEE 30-bus modified test system

Table A.2: IEEE 30-bus modified test system machine data

Type GENROU GENROU GENROU GENROU
Operation Sync. Gen. Sync. Gen.  Condenser Condenser
Default Unit no. (New Unit no.) 1(31) 2(32) 5(33), 8(34) 11(35), 13(36)

Rated power (MVA) 270 51.2 40 25
Rated voltage (kV) 18 13.8 13.8 13.8
Rated pf 0.85 0.8 0.0 0.0

H (s) 4.130 5.078 1.520 1.200

D 2.000 2.000 0.000 0.000

7, (p.u) 0.0016 0.000 0.000 0.0025

xq (p.u) 1.700 1.270 2.373 1.769

xq (p.u) 1.620 1.240 1.172 0.855

x'q (p-u) 0.256 0.209 0.343 0.304

x'q (p.U) 0.245 0.850 1.172 0.5795

x" 4 (p.u) 0.185 0.116 0.231 0.2035

x"q (p.u) 0.185 0.116 0.231 0.2035

x; ot x, (p.U) 0.155 0.108 0.132 0.1045

T' 40 (5) 4.800 6.600 11.600 8.000

T 40 () 0.004 0.004 0.159 0.008

T" 40 (5) 0.004 0.004 0.058 0.0525

T" 40 (5) 0.004 0.004 0.201 0.0151
5(1.0) 0.125 0.2067 0.295 0.304
S(1.2) 0.450 0.724 0.776 0.667

155



Table A.3: IEEE 30-bus modified test system exciter data

Type
Default Unit no. (New Unit no.)
Rated power (MVA)
Rated voltage (kV)
T (s)

K, (p.u)

To (s)

Vemax (P-U)
Vemin (P-U)

K, (p.u)

Te (3)

Kf (p.u)

Ty
E;

SE(E,)

EZ
SE(E)

IEEET1

1(31)
270
18
0.000
30
0.400
4.590
-4.590
-0.02
0.560
0.050
1.300
2.5875
0.7298
3.450
1.3496

IEEET1

2(32)
51.2
138
0.000
400
0.050
0.613
-0.613
-0.0769
1.370
0.040
1.000
3.0975
0.1117
4.130
0.2248

|EEET1
5(33), 8(34)

40
13.8
0.000
400
0.050
6.630
-6.630
-0.170
0.950
0.040
1.000
6.375
0.2174
8.500
0.9388

|EEET1
11(35), 13(36)

25
13.8
0.000
400
0.050
4.407
-4.407
-0.170
0.950
0.040
1.000
4.2375
0.2174
5.650
0.9386

Table A.4: IEEE 30-bus modified test system governor data

Type

Default Unit no.
(New Unit no.)
Rated power (MVA)
Rated voltage (kV)

Prax (p.U)

R (p.u)

T; ()

T; ()

T3 (5)

T, (s)

Ts (s)
F

1(31)

270
18
0.8518
0.0185
0.100
0.000
0.259
0.100
10.000
0.272

BPA_GG BPA_GG

2(32)

51.2
13.8
1.035
0.1523
0.200
0.000
0.300
0.090
0.000
1.000
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IEEE 39-bus modified test system

Table A.5: IEEE 39-bus modified test system machine data

Type
Operation

Default Unit no.
(New Unit no.)

Rated power (MVA)
Rated voltage (kV)
Rated pf
H (s)

D
Ta (p-)
xq (p.U)
xq (p.U)

x'q (p.U)

x'q (p.U)

x"q (p.u)

x"q (p.u)

x; or x, (p.u)
T' 40 (5)

T g0 ()

T" 40 (5)
T”qO (s)
S$(1.0)
S(1.2)

GENROU
Sync. Gen.

30(40)

590
22
0.95
2.3186
2.00
0.0046
2.110
2.020
0.280
0.490
0.215
0.215
0.155
4.200
0.565
0.032
0.062
0.079
0.349

GENROU
Sync. Gen.
31(41), 32(42),
33(43) 34(44),
35(45), 36(46)
37(47)
835
20
0.9
2.6419
2.00
0.0019
2.183
2.157
0.413
1.285
0.339
0.339
0.246
5.690
1.500
0.041
0.144
0.134
0.617

GENROU
Sync. Gen.

38(48) 39(49)

911
26
0.9

2.4862
2.00
0.0010
2.040
1.960
0.266
0.262
0.193
0.193
0.154
6.000
0.900
0.004
0.004
0.340
1.120

Table A.6: IEEE 39-bus modified test system exciter data

Type

Default Unit no.
(New Unit no.)

Rated power (MVA)
Rated voltage (kV)

IEEET1

30(40)

590
22

IEEET1

31(41), 32(42),

33(43) 34(44),
35(45), 36(46)
37(47)
835
20

IEEET1

38(48)

911
26
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T, (5)
Kq (p.u)
To (5)
Vemax (P-U)
Vemin (P-U)
Ke (p.u)
Te (3)
Kf (p.u)
Ty
Ey
SE(E,)
E,
SE(E;)

0.000
200
0.3575
5.730
-5.730
1.000
0.004
0.0529
1.000
4.2975
0.000
5.730
0.000

0.000
400
0.020
18.300
-18.300
1.000
0.942
0.030
1.000
3.765
0.8147
5.020
2.6756

0.000
50
0.060
1.000
-1.00
-0.0393
0.440
0.070
1.000
3.375
0.0644
4.5
0.2363

Table A.7: IEEE 39-bus modified test system governor data

Type

Default Unit no.

(New Unit no.)

Rated power (MVA)
Rated voltage (kV)

Prax (p-U)
R (p.u)
T; ()
T, ()
T3 (5)
T, (5)
Ts (s)
F

BPA_GG

30(40)

590
22
0.9373
0.0085
0.080
0.000
0.150
0.050
10.000
0.280

BPA GG
31(41), 32(42),
33(43) 34(44),
35(45), 36(46)

37(47)
835
20

0.9177

0.006
0.180
0.030
0.200
0.000
8.000
0.300

BPA_GG

38(48)

911
26
0.9001
0.00548
0.100
0.000
0.200
0.100
8.720
0.300
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IEEE 57-bus modified test system

Table A.8: IEEE 57-bus modified test system machine data

Type GENROU  GENROU GENROU
Operation Sync. Gen.  Sync. Gen.  Condenser
Default Unit no. 1(60), 8(59), 3(58 2(62), 6(63),

(New Unit no.) 12(61) 9(64)
Rated power (MVA) 512 51.2 25
Rated voltage (kV) 24 13.8 13.8
Rated pf 0.9 0.8 0.0

H (s) 2.6309 5.078 1.200

D 2.000 2.000 0.000

1, (p.U) 0.004 0.000 0.0025

xq (p.u) 1.700 1.270 1.769

xq (p.U) 1.650 1.240 0.855

x'q (p.u) 0.270 0.209 0.304

x'q (p-U) 0.470 0.850 0.5795

x" 4 (p.u) 0.200 0.116 0.2035

x"q (p.u) 0.200 0.116 0.2035

x, or x,, (p.U) 0.160 0.108 0.1045

T' 40 () 3.800 6.600 8.000

T’ 40 (9) 0.480 0.004 0.008

T" 40 (5) 0.004 0.004 0.0525

T" 40 (5) 0.004 0.004 0.0151

5(1.0) 0.090 0.2067 0.304

S(1.2) 0.400 0.724 0.666

Table A.9: IEEE 57-bus modified test system exciter data

Type IEEET1 IEEET1 IEEET1
Default Unit no. 1(60), 8(59), 3(58) 2(62), 6(63),
(New Unit no.) 12(61) 9(64)

Rated power (MVA) 512 51.2 25
Rated voltage (kV) 24 13.8 13.8
T, (s) 0.000 0.000 0.000

K, (p.u) 200 400 400
T, (s) 0.395 0.050 0.050
Vemax (P-U) 3.840 0.613 4.407
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SE(Ey)
E,
SE(E,)

-3.840
1.000

0.002

0.0635
1.000
2.880
0.000
3.840
0.000

-0.613
-0.0769
1.370
0.040
1.000
3.0975
0.1117
4.130
0.2248

-4.407
-0.170
0.950
0.040
1.000
4.2375
0.2174
5.650
0.9386

Table A.10: IEEE 57-bus modified test system governor data

Type
Default Unit no.
(New Unit no.)

Rated power (MVA)
Rated voltage (kV)

Pnax (p-U)
R (p.u)
Ty (s)
T, (9)
T3 (9)
T, (s)
Ts (9)
F

BPA GG  BPA GG
1(60), 8(59),

12(61) 3C8)
512 51.2
24 13.8

0.8984 1.035

0.0098 0.1523

0.150 0.200

0.050 0.000

0.300 0.300

0.260 0.090

8.000 0.000

0.270 1.000
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IEEE 118-bus modified test system

Table A.11 (a): IEEE 118-bus modified test system generator data

Type GENROU GENROU GENROU GENROU GENROU
Operation Sync. Gen.  Sync. Gen. Sync. Gen.  Sync. Gen.  Sync. Gen.
Default Unit no. 10(119) 25(121) 31(123)
(New Unit no.) 69(131) 12(120) 49(125) 26(122) 46(124)
80(132) 100(135) 87(133)
Rated power (MVA) 590 125 330 410 75
Rated voltage (kV) 22 155 20 24 13.8
Rated pf 0.95 0.85 0.9 0.9 0.8
H (s) 2.319 4.768 3.006 3.704 6.187
D 2.000 2 2.000 2.000 2.000
1, (p.u) 0.0046 0.004 0.000 0.0019 0.0031
xq (p.u) 2.110 1.220 1.950 1.7668 1.050
xq (p.U) 2.020 1.160 1.920 1.7469 0.980
x'q (p.U) 0.280 0.174 0.317 0.2738 0.185
x'q (p-U) 0.490 0.250 1.120 1.0104 0.360
x4 (p.u) 0.215 0.134 0.200 0.2284 0.130
x"q (p.u) 0.215 0.134 0.200 0.2284 0.130
x, or x,, (p.U) 0.155 0.0078 0.199 0.1834 0.070
T' 40 (5) 0.5573 8.970 0.9754 0.8418 1.0748
T’ 40 () 0.1371 0.500 0.875 0.8676 0.1102
T" 40 (5) 0.0246 0.033 0.0473 0.035 0.0267
T" 40 (5) 0.0272 0.070 0.0134 0.035 0.0358
5(1.0) 0.079 0.1026 0.082 0.2632 0.100
S(1.2) 0.349 0.432 0.290 0.5351 0.3928

Table A.12 (b): IEEE 118-bus modified test system generator data
Type GENROU GENROU GENROU GENROU

Operation Sync. Gen.  Sync. Gen.  Sync. Gen. Sync. Gen.
. 54(126)
Default Unit no. 59(127) 65(129)
. 103(136) 89(134)
(New Unit no.) 61(128) 66(130)
111(137)
Rated power (MVVA) 100 233 512 835
Rated voltage (kV) 13.8 20 24 20
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Rated pf
H (s)
D
7a (p-U)
xq (p-U)
xq (p.u)
x'q (p-u)
x'q (p.U)
x"q (p.u)
x"q (p.u)
X, 0T Xy, (p.U)
T'40 (5)
T’qO (s)
T" 4o (9)
T" 40 (5)
5(1.0)
S5(1.2)

0.8 0.85
4.985 4.122
2.000 2.000
0.0035 0.0016
1.180 1.569
1.050 1.548
0.220 0.324
0.380 0.918
0.145 0.249
0.145 0.249
0.075 0.204
1.100 1.0614
0.1086 0.8895
0.0277 0.0336
0.0351 0.0381
0.0933 0.0987
0.4044 0.303

0.9 0.9
2.631 2.6419
2.000 2.00
0.004 0.0019
1.700 2.183
1.650 2.157
0.270 0.413
0.470 1.285
0.200 0.339
0.200 0.339
0.160 0.246

0.6035 5.690
0.1367 1.500
0.0556 0.041
0.0319 0.144
0.090 0.134
0.400 0.617

Table A.13 (a): IEEE 118-bus modified test system condensers and motors data

Type
Operation

Default Unit no.
(New Unit no.)

Rated power (MVA)
Rated voltage (kV)

Rated pf
H (s)
D
Ta (p-U)
xq (p-U)
xq (p-U)
x'q (p.U)

GENROU
Condenser
1(138), 6(139), 15(140),
19(142) 32(143), 34(144),
36(145), 55(146) 56(147),
62(148), 74(150), 76(151)
77(152), 85(153), 92(154)
104(155), 105(156),
110(157)
25
13.8
0.0
1.200
0.000
0.0025
1.769
0.855
0.304

GENROU  GENROU GENROU
Condenser Motor Motor
4(158)
18(141) 24(160) 8(159)
70(149) 27(161) 91(167)
72(164) 107(169)
73(165)
40 25 35.29
13.8 13.8 13.8
0.0 0.8 0.85
1.520 5.016 4.4893
0.000 2.000 2.000
0.000 0.0014 0.000
2.373 1.250 1.400
1.172 1.220 1.372
0.343 0.232 0.231
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x'q (p-U)
x"q (p.u)
x"q (p.u)
X, 0T Xy, (p.U)

T'40 (9)

T’ 40 ()
T" 40 (9)
T" 40 (5)
5(1.0)
S5(1.2)

0.5795
0.2035
0.2035
0.1045
8.000
0.008
0.0525
0.0151
0.304
0.666

1.172

0.231

0.231

0.132
11.600
0.159

0.058

0.201

0.295

0.776

0.0035

0.715
0.120
0.120
0.114
4.750
1.500

0.210
0.279
0.886

0.060
0.050
0.050
0.000
5.500
0.008
0.008
0.008
0.210
0.805

Table A.14 (b): IEEE 118-bus modified test system condensers and motors data

Type
Operation
Default Unit no.
(New Unit no.)
Rated power (MVA)
Rated voltage (kV)
Rated pf
H (5)

D
12 (p.U)
xq (p-U)

Xq (p.U)

x'q (p-U)
x'q (p-U)
x"q (p.u)
x"q (p.u)

X, 0T Xy, (P.U)
T'40 (5)
T' 40 (9)

T" 40 ()
T" 40 (5)
$(1.0)
S(1.2)

GENROU

Motor

40(162)
113(171)

51.2
13.8
0.8
5.078
2.000
0.000
1.270
1.240
0.209
0.850
0.105
0.105
0.104
6.600
0.008
0.008
0.008
0.2067
0.724

GENROU

Motor

42(163)
99(168)

75
13.8
0.8
6.186
2.000
0.000
1.050
0.980
0.185
0.360
0.130
0.130
0.070
6.100
0.300
0.038
0.099
0.100
0.3928

GENROU
Motor

90(166)

100
13.8
0.8
4.985
2.000
0.000
1.180
1.050
0.220
0.380
0.145
0.145
0.075
5.900
0.300
0.038
0.092

112(170)

0.0933
0.4044

384
24
0.85
2.621
2.000
0.000
1.798
1.778
0.324
1.051
0.260
0.260
0.193
5.210
1.500
0.042
0.042
0.162
0.508

GENROU
Motor

116(172)
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Table A.15 (a): IEEE 118-bus modified test system exciter data for generators

Type IEEET1 IEEET1 IEEET1 IEEET1 IEEET1
Sefault Unit no. 10(119) 25(121) 31(123)
(New Unit o) 69(131)  12(120)  49(125) 26(122)  46(124)

80(132) 100(135) 87(133)
Rated power (MVA) 590 125 330 410 75
Rated voltage (kV) 22 155 20 24 13.8
T, (3) 0.000 0.060 0.000 0.000 0.000
K, (p.u) 200 25 400 400 0.050
T, (S) 0.3575 0.200 0.050 0.020 20.000
Vamax (p-U) 5.730 1.000 3.810 5.270 4.380
Vamin (P-U) -5.730 -1.000 -3.810 -5.270 0.000
K, (p.u) 1.000 -0.0601 -0.170 1.000 1.000
T, (S) 0.011 0.6758 0.950 0.920 1.980
K; (p.u) 0.0529 0.108 0.040 0.030 0.000
T¢ 1.000 0.350 1.000 1.000 0.100
E; 4.2975 2.4975 3.6675 2.4675 2.385
SE(E;) 0.000 0.0949 0.0111 0.4351 0.0951
E, 5.730 3.330 4.890 3.290 3.180
SE(E,) 0.000 0.37026  0.0178 0.6001 0.3712

Table A.16 (b): IEEE 118-bus modified test system exciter data for generators

Type

Default Unit no.
(New Unit no.)

Rated power
(MVA)
Rated voltage (kV)
T (s)

K, (p.u)

To (s)
Vemax (P-U)
Vemin (P-U)

K, (p.u)

Te (s)

IEEET1

54(126)
103(136)
111(137)

100

13.8
0.060
25
0.200
1.000
-1.000
-0.0582
0.6544

IEEET1

59(127)
61(128)

233

20
0.000
250
0.060
4.420
-4.420
1.000
0.613

IEEET1

65(129)
66(130)

512

24
0.000
200
0.395
3.840
-3.840
1.000
0.008

IEEET1

89(134)

835

20
0.000
400
0.020
18.300
-18.300
1.000
0.942
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Kf (p.u) 0.105

SE(E;)
E,
SE(Ey)

0.350
2.5785
0.0889
3.438
0.3468

0.053
0.330
2.610
0.000
3.480
0.000

0.0635
1.000
2.880
0.000
3.840
0.000

0.030
1.000
3.765
0.8147
5.020
2.6756

Table A.17 (a): IEEE 118-bus modified test system exciter data for condensers and motors

Type

Default Unit no.
(New Unit no.)

92(154), 104(155)
105(156),110(157)

Rated power
(MVA)
Rated voltage (kV)
T, (5)

Ko (p.u)
To (5)
Vemax (P-U)
Vemin (P-U)
Ke (p.u)
Te (5)

Ky (p.u)
Ty
El
SE(E,)
E,
SE(E;)

IEEET1
1(138), 6(139)
15(140), 19(142)
32(143), 34(144)
36(145), 55(146)
56(147), 62(148)
74(150), 76(151)
77(152), 85(153)

25

13.8
0.000
400
0.050
4.407
-4.407
-0.170
0.950
0.040
1.000
4.2375
0.2174
5.650
0.9386

IEEET1

18(141)
70(149)

40

13.8
0.000
400
0.050
6.630
-6.630
-0.170
0.950
0.040
1.000
6.375
0.2174
8.500
0.9388

IEEET1

4(158), 24(160)
27(161), 72(164)

73(165)

25

13.8
0.000
0.050

20.000
6.812
1.395
1.000
0.700
0.000
0.008

2.6753

0.4135
3.567
0.907

IEEET1

8(159)
91(167)
107(169)

35.29

13.8
0.000
57.140
0.050
1.000
-1.000
-0.0445
0.500
0.080
1.000
3.375
0.0711
4.500
0.2774
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Table A.18 (b): IEEE 118-bus modified test system exciter data for condensers and motors

Type IEEET1 IEEET1 IEEET1 IEEET1
Default Unit no. 40(162)  42(163)  90(166)
(New Unit no.) 113(171)  99(168)  112(170) 116(172)
Rated power (MVA) 51.2 75 100 384
Rated voltage (kV) 13.8 13.8 13.8 24
T, (s) 0.000 0.000 0.060 0.000
K, (p.u) 400 0.050 25 400
T, (s) 0.050 20.000 0.200 0.020
Vemazx (P-U) 0.613 4.380 1.000 8.130
Vamin (P.U) -0.613 0.000 -1.000  -8.130
K, (p.u) -0.0769 1.000 -0.0582 1.000
T, (s) 1.370 1.980 0.6544 0.812
K; (p.u) 0.040 0.000 0.105 0.060
Ty 1.000 0.008 0.350 1.000
E, 3.0975 2.385 2.5785 3.6825
SE(Ey) 0.1117 0.0951 0.0889 0.4589
E, 4.130 3.180 3.438 4,910
SE(E,) 0.2248 0.3712 0.3468 0.6558

Table A.19 (a): IEEE 118-bus modified test system governor data for generators

Type BPA_GG BPA_GG BPA_GG BPA GG BPA_GG
. 10(119) 25(121) 31(123)
Default Unit no.
. 69(131) 12(120) 49(125) 26(122)  46(124)
(New Unit no.)
80(132) 100(135) 87(133)
Rated power (MVA) 590 125 330 410 75
Rated voltage (kV) 22 155 20 24 13.8
Prax (p-U) 0.9372 1.056 1.050 0.8951 1.000
R (p.u) 0.0085 0.040 0.0152 0.0122 0.066
T, (s) 0.080 0.083 0.100 0.180 0.090
T, (s) 0.000 0.000 0.000 0.000 0.000
T3 (S) 0.150 0.200 0.400 0.040 0.200
T, (S) 0.050 0.050 0.050 0.250 0.300
Ts (S) 10.000 5.000 8.000 8.000 0.000
F 0.280 0.280 0.250 0.267 1.000
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Table A.20 (b): IEEE 118-bus modified test system governor data for generators

Type BPA GG BPA_GG BPA GG BPA GG
) 54(126)
Default Unit no. 59(127) 65(129)
) 103(136) 89(134)
(New Unit no.) 61(128) 66(130)
111(137)
Rated power (MVA) 100 233 512 835
Rated voltage (kV) 13.8 20 24 20
Prax (P-U) 1.050 0.901 0.898 0.9177
R (p.u) 0.050 0.0214 0.0098 0.006
T, (s) 0.090 0.150 0.150 0.180
T, (s) 0.000 0.000 0.050 0.030
T5 (S) 0.200 0.100 0.300 0.200
T, (5) 0.300 0.300 0.260 0.000
Ts (S) 0.000 10.000 8.000 8.000
F 1.000 0.237 0.270 0.300
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