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ITEPTAHVH

O onuovtindg opriudg TV LATEIXWY CUCTNUATWY XaL UTNEECIWY Emxoveviag Bivieo ot
XWVNTEC CUOKEVES Tou avamTOyUnxay xotd Ty Teheutolar dexoetia, avtixatonteilel To cupd
TEDIO EPUPUOYHC QUTWV TV CUCTNUATOV XAl UTNEECLHOY OTNY XUNEPWUEVY XAVIXT TEOXTIXT).
‘Ocov agopd Tic unnpeeaieg emxowvmviog Bivieo, To GevipLo EQUPUOYOY XUUUVOVTIL, dhAd GEV
neploptlovton, omd TNV ATOUOXPUOUEVT] BLAYVWOT X0t PEOVTIDA, TNV AVTIUETWTLOY EXTUXTNG
avayxng, TNV ooyt BedTeEPNS YVOUNS Xou TNV Topoxolovinorn oto onitt. H evowudtwon
TWV CUCTAUATOVY ETUXOVWVINS LTEiX®Y BivTeo otny Tapoy T LotpogopuaxeuTixic tepldoahdng,
UTOPEL Var BEATIOOEL ONUAVTIXG TNV TOLOTNTA NG TERlIohng, UEWOVOVTAS TAUTOY POV TOUG
XEOVOUC YoonAeiog xat Tor cuvapT) €000 LATEOPUOUUXEUTIXC Tepliohng.

H npdxhnon €yxettan otny mopoyy| EToexds UPNAOY Pnelaxcdy avolboeny Bivieo xat pud-
uov xoeé (frame rate) omant@OVTOG YaUnAr xaduoTERNOT Xl YUUNAS TOGOCTA AMWAELNS To-
AETWYV, TAPEYOVTIC EVAL LGOOUVAUO ETUTEDO XAVIXTG EUTELRLOG PE EXEIVO TOV EVOO-VOCOXOUELINY
e€etdoewy. To tehevtalo amoutel éAeyyo tng dadixaciog pohc Bivico ot TRayUUTIXG YEOVO,
OOTE VoL OLELXOALYVYODY TaL ETEXT ETUTEDN XAWLXC TOLOTNTOC BiVTED TTOL amALTOVVTOL Yol TNV
U THRIEN TN A€LOTOTNG BLdYVWoNS. 2x0mo¢ TNe mapovoag diduxtopixnc dlatelfnc etvan
1 TEOCOPUOYT| TNG ETXOVLVING Tou LTexol Bivieo 6T yedVo-UeTaBANTOTNT TV oAANAOE-
TNEEACOUEVWV TORAYOVTMVY TIOU OVIPEROVTAL OTNV XAWIXY| TOU TOLOTNTA, OTOV YEOVO XWOLXO-
Tolnonc Tou xou oTNY ATOGTOAY Tou PEow Tou dladéaiuou achpuatou dxtbou. Mio and T
ONUOVTIXOTEPEC CUVEIGPORES TNC UEAETNG QUTAC Elval OTL QUTY| 1) TROCUPUOYT) ETLTUY Y AVETOL

OE TEAYUATIXO YEOVO.



[Tio ouyxexpyéva, n tpocéyyion Boacileton otV BeATIOTOTOINGCT TOAATAGY GTOYWY, 1
omola UEYIOTOTOLEL TV TOYPOVA TNV TOLOTNTA Xak TNV TayOTNTA XWOXOTOINONE TOU XwOXo-
Totnuévou Bivteo, eve elayiotornolel Tig anoutroelg Tou puduo uetddoong bit (bitrate) uéco
an6 1o Swdéoo aclpuoato dixtuo. I'a to oxomd autd, xoTaoxeLdLEToL EVIC TUXVOS YMPOC
XWOWOTONONG XL yeNoLoToLeElTon 1 AoYapLiUIX] YEUUUXT TAAVOEOUNOT YLo THY EXTUNOT
HovTéAwY TeoBAedmne yioe TV moldTnTa, Tov UG ueTddoong bit xan TNV UTOAOYLOTIXY TO-
Aumhoxdtnto. Ta yovtéha mpoBAedmng yenoylomololvTol ot CUVEYELN OTd TO TREOTEWVOUEVO
TEOCUPUOC TXG UG TN EAEY YOV, TO OTOl0 UTOREL VoL TEAELOTIOLACEL TNV xwdxonolnon Bivieo
ue Bdomn toug meploptopols o TEaYUaTiXG Yedvo. To mpotewouEVo GOCTNUO ETUXUOMVETOL
YENOWOTOLOVTAC EVOY AAYOEIIUO OTIOU YPNOWOTOLOUUE EXTIUOELCHC Xt AgLOAOYNONG, TOU
epapuoletal oc Béxa BIVIEo UTEPH YWV TNG XOWAC XAPWTIOAC apTnelag. Aniadt, xdde @opd
yenowonoloLue o 9 Bivieo yio v extiunon poviéhwy neoPBiedng xan to 1 Bivieo yio Ty
a&lohdynon tou. Auty 1 Swdacto axolovdeiton 10 popéc. To poviéha tedBredng urnopodv
Vo utoAoyicouy TNV ToloTNTA oL YeTeléTon pe Tov Ocixtn Structural SIMilarity (SSIM) ue
éva péoo opdlue axpifetos wxpdtepo and 1%, anoutioelc puduol petddoong bit pe o@diuo
amdxhone 10% 1 hydtepo xou xwdxomoinan puduol xapé evtde meprdwpiou 6%. H mpo-
COPUOYY| OE TEAYHATXO YeOVO Gt eninedo oudodus @uwtoypaplv (Group of Pictures - GOP)
AATAOEVOETOL YPNOWOTOLOVTAS To TEdTUTO xwdxormoinong Bivieo udgnirc anddoone (High
Efficiency Video Coding - HEVC) . H anotehecpotixdtnto ToU TEOTEWOUEVOU CUCTHUNTOS GE
OUYXELOT UE TIC OTUTIXES U] TEOCUPUOC TIXEC TPOCEYYIOELS, OmOBEXVUETAL YLal BLUPORETIXOUG
TEOTOUC AELToupYiog, EMTUYYEVOVTOS CNUAVTIXG XEEOT TOLOTNTOS, UELWOELS TNE {NTnong pul-
uoU petddoong bit xou Bertiwoeic anddoong, ot oevdpla TeayUaTixig (WA TOU UTOXEVTAL OF

YEOVO-UETABANTONC TEPLOPLOUOUG.



ABSTRACT

The significant number of mobile health (mHealth) systems developed over the past decade
reflect the broad applicability spectrum of such systems and services in standard clinical practice.
In terms of medical video communications, application scenarios range, but are not limited, from
remote diagnosis and care, to emergency response, second opinion provision, and home moni-
toring. Integration of medical video communication systems in the healthcare provision pathway
can significantly enhance the quality of care, while reducing hospitalization times and associated
healthcare costs.

The challenge lies in delivering sufficiently high video resolutions and frame rates with the
low-delay and low packet loss rates requirements that will accommodate an equivalent level of
clinical experience to that of in-hospital examinations. The latter requires real-time control of the
video streaming process so as to facilitate the adequate levels of clinical video quality required to
support reliable diagnosis. The objective of this PhD thesis is to provide a scalable, video modality,
encoder, and wireless network agnostic framework, that will support real-time adaptation to time-
varying wireless networks’ state while guaranteeing diagnostically lossless video communications
and conforming to end-user device constraints for real-time performance.

More specifically, the approach is based on multi-objective optimization, that jointly maxi-
mizes the encoded video’s quality and encoding rate, while minimizing bitrate demands. For this
purpose, a dense encoding space is constructed, and logarithmic linear regression is used to esti-
mate forward prediction models for quality, bitrate, and computational complexity. The prediction
models are then used by the proposed adaptive control framework that can fine-tune video encod-

ing based on real-time constraints. The proposed framework is validated using a leave-one-out



algorithm applied to ten ultrasound videos of the common carotid artery. The prediction models
can estimate Structural SIMilarity (SSIM) quality with a median accuracy error of less than 1%,
bitrate demands with deviation error of 10% or less, and encoding frame rate within a 6% margin.
Real-time adaptation at a Group of Pictures (GOP) level is demonstrated using the High Efficiency
Video Coding (HEVC) standard. The effectiveness of the proposed framework compared to static,
non-adaptive approaches is demonstrated for different modes of operation, achieving significant
quality gains, bitrate demands reductions, and performance improvements, in real-life scenarios
imposing time-varying constraints.

Zinonas C. Antoniou - University of Cyprus, 2017
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Chapter 1

Introduction

1.1 Introduction

The term mobile health (mHealth) was first introduced implicitly as “Unwired e-med” in the
first special issue on wireless telemedicine systems of the IEEE Transactions on Information Tech-
nology in Biomedicine journal [1]. Since then, there have been significant advances in wireless
communications and network technologies. These advances have already made significant impact
on current eHealth and telemedicine systems [2, 3, 4].

In historical order of introduction and development of such terms, the information and tech-
nology health domains (or classes) include telemedicine (1905 and 1969), eHealth (1999), and
mHealth (2003). Telemedicine can be defined as the delivery of health care and sharing of medical
knowledge over a distance using telecommunication means. It aims at providing distribute medical
expertise and services anywhere that health care is needed. It was firstly introduced as a concept a
few decades ago, when telephone and fax machines were the first telecommunication means used.
Telemedicine applications, including those based on wireless technologies, cover large areas of

emergency health care such as telecardiology, teleneurology, teleleoncology, and many more [5].



eHealth is a relatively recent healthcare practice supported by electronic processes and communi-
cation and can be defined as the cost-effective and secure use of information and communication
technologies in support of the health and health-related fields including healthcare, health surveil-
lance and health education, knowledge and research [6]. The term mHealth was introduced into
the literature in 2003 [7] in response to the vast expansion of mobile communication technol-
ogy and its perceived usefulness in facilitating access to healthcare, especially in the developing
world. An important feature of mHealth is its person-centered nature and ubiquity enabled by
mobile phone technology and connection to the Internet.

The significant number of mHealth systems developed over the past decade reflect the broad
spectrum of usage, and highlight the necessity of such systems and services [5, 4]. A timely and
effective way of handling emergency cases can prove essential for a patient’s recovery or even for
a patient’s survival. Especially in cases of serious injuries the way of transporting and, generally
the way of providing care are crucial for the quality of life the patient. Today with the assistance
of the wireless technology, health applications include remote diagnosis and care, home moni-
toring of patients with chronic diseases and the elderly, and assistive technologies. Furthermore,
services offered by telemedicine are designed to help in improving healthcare access and informa-
tion services while reducing the isolation between healthcare providers and residents, especially
in rural areas. Wireless telemedicine reduces time and costs of patient’s transportation from rural
areas, while it is used in distinct areas such as consultations in neurology, cardiology, and gen-
eral medicine. Telemedicine is also used for Continued Medical Education (CME), research and
development.

However, despite the rapid growth of telemedicine systems, wireless channels remain error
prone, while the continuous bitrate and compression efficiency increases are soon met by the

rising expectations of the amount of data to be transmitted. Any increase in available data rates



is soon met by continuously increasing demands for medical video bandwidth. Different from
conventional video-streaming quality requirements, the quality of transmission systems in eHealth
is measured in terms of their diagnostic yield. Any compromise of clinically sensitive video
regions can lead to deterioration of the system’s objective of remote diagnosis and care [8].

In terms of wireless mobile infrastructure, the Global System for Mobile communications [9]
was the most popular standard. GSM signified the transition from analog first-generation (1G) to
digital second-generation (2G) technology. It had been designed for voice communication (circuit
switched), but it can also carry data at rates up to 9.6 kbps. At such low rates, GSM can only
be used for still images but not for the transmission of medical video. The evolution of mobile
telecommunication systems from 2G to 2.5G and subsequently to 3G, 3.5G, mobile WiMAX, and
LTE systems has facilitated both an always-on model (as compared with the circuit-switched mode
of GSM), as well as the provision of faster data transfer rates and lower delays, thus enabling the
development of more-responsive telemedicine systems [4].

In terms of bandwidth, both 2.5G and 3G in most cases provide sufficient rates for medical im-
age and biosignal transmission. For medical video transmission, 3G rates are sufficient for QCIF
(176 x 144) resolution medical video, as well as specific regions of interests (ROIs). Furthermore
High-speed packet access High-Speed Packet Access (H.S P A) and HSPA+ 3.5G technologies en-
able the transmission of high quality CIF (352 x 288) as well as with some limitations up to 4CIF
(704 x 576) resolution video and beyond [10].

WiMAX release 2.0 and LTE-advanced networks conforming to the International Mobile
Telecommunications-Advanced (IMT-advanced) requirements [11] constitute the next-generation
family of technologies, namely 4G, whilst 5G is expected towards 2020. Low latency, high mo-
bility, high bandwidths (targeting 100 Mbps for high mobility and 1 Gbps for low mobility, in

the downlink), and quality-of-service (QoS) provisions provided by 4G wireless networks, are



expected to significantly boost the development of mHealth systems and services. Moreover, 5SG
planning aims at higher capacity and better coverage compared to current 4G, allowing a higher
density of mobile broadband users, and supporting device-to-device, more reliable, and massive
machine communications. 5G research and development also aims at lower latency (< 1ms) than
4G equipment and lower battery consumption [12]. 5G is expected to boost mHealth and eHealth
applications in a major way to enable the introduction of additional services such as personalized
or precision medicine initiatives with distributed, patient-centric approaches [13]. As a result,
the wider availability of wireless network infrastructure and the emerging high efficiency video
compression methods will significantly advance existing mHealth applications and support higher
reliability of communication.

In addition to new wireless networks’ standards, efficient video compression systems can be
build using the video coding standards in order to provide for both an efficient (size wise) and
timely (real time) encoding. The latter will enable the transmission of high definition quality.

The advance of digital video compression in the last three decades has produced numerous
fruitful results. Several international image and video coding scenarios have been standardized,
for example, ISO/IEC JPEG for still images, ITU H.261/H263 for video telephony and, ISO/IEC
MPEG-1 and MPEG-2 for video CD and digital TV [14]. The next video coding standard,
MPEG-4 part 2 was released in 1999. The most significant addition to the video coding stan-
dard was H.264/MPEG-4 Advanced Video Coding (AVC) standard, which was finalized in 2003
[15]. H.264/AVC video format has a very broad application range that covers all forms of digital
compressed video from low bitrate Internet streaming applications to High-definition TV (HDTV)
broadcast and digital cinema applications, with nearly lossless coding. Many devices, including
mobile devices, already support this video format.The current video coding standard is the High

Efficiency Video Coding (HEVC) [16] standard, that provides additional coding efficiency and



network reliability, that can strongly benefit the development of mHealth video communication

systems [17].

1.2 Motivation

Wider adoption of mHealth systems in routine clinical practice necessitates the delivery of
sufficiently high video resolutions and frame rates, subject to low-delay and low packet loss rates
requirements, for reliable diagnosis. However, this approach requires real-time control to provide
for adequate levels of clinical video quality. Currently, this is limited by the inability of current
technologies to support real-time medical video transmission at the acquired resolution and frame
rate, throughout a video streaming session that suffers from time-varying wireless networks’ con-
straints. In addition, the reduction in video resolution and frame rates, and the need to critically
assess compression-induced artifacts, creates further obstacles to wider adoption. Thus, broader
adoption of real-time mHealth systems can only be achieved using adaptive video encoding ap-
proaches. These should support real-time adaptation based on the time-varying wireless networks
state, in order to guarantee clinically acceptable performance throughout the streaming session,
whilst conforming to device capabilities for supporting real-time encoding.

The goal of this thesis was to develop an adaptive medical video communication framework
that facilitates increased quality of care while reducing hospitalization times and associated health-
care costs, and at the same time to match the clinical experience levels of in hospital examinations.
This framework is expected to transform healthcare delivery by fostering responsive emergency
systems, in unrestricted and cross border settings that will significantly improve patient’s quality

of care and hence quality of life.



1.3 Thesis Original Objectives

This thesis relies on two studies. The first one proposes an effective video communication
framework for the wireless transmission of H.264/AVC medical ultrasound video over mobile
WiMAX networks.

The second study, proposes a scalable, video modality, encoder, and wireless network agnos-
tic framework, that supports real-time adaptation to time-varying wireless networks’ state while
guaranteeing diagnostically lossless video communications and conforming to end-user device
constraints for real-time performance.

The objectives of the first study were:

¢ Relationship between spatial resolution (QCIF, CIF, 4CIF) and clinical diagnosis: This
relationship between video resolution and clinical quality was investigated via multiple clin-
ical evaluation sessions. Experiments involved medical experts evaluating a video’s diag-
nostic quality based on the actual clinical protocol that is followed during common carotid
artery (CCA) ultrasound examination, displayed at different resolutions. The medical ex-
perts were asked to validate the clinical content of these three resolutions. The findings
verified the hypothesis that higher resolution accommodates a larger amount of clinical in-
formation. The use of higher 4CIF (704 x 576) resolution underpins new clinical quality

standards that are closer to standards used for in hospital exams.

e Medical video communications over Mobile WiMAX networks: Within the context of
the present thesis, the case study of medical video communication over Mobile WiMAX
networks was evaluated using the OPNET modeler and video traces of real CCA ultrasound
videos. Recommendations for mobile WiMAX network’s parameters setup and utilization

towards maximizing the communicated video’s clinical capacity are hence proposed while



findings motivated the proposed adaptive video communication framework. Key parame-
ters that are highlighted in the thesis involve three different channel modulation and coding
schemes, various distances from the base station (BS), and diverse mobility patterns. To
demonstrate the effectiveness of the proposed framework, we successfully transmitted clin-

ically acceptable ultrasound video of 4CIF resolution over Mobile WiMAX networks.

The objectives of the second study were:

e Multi-objective optimization for real-time operation: The thesis proposes and evalu-
ates a multi-objective optimization framework for adaptive video delivery that leverages
video quality (application-modality level adaptation), bitrate demands (wireless network
adaptation), and encoding frame rate (device adaptation for real-time operation). Thus, the
proposed solution considers encodings that simultaneously maximize video quality and en-
coding rate, while minimizing the required bitrate. The required space of solutions forms a

Pareto front that is used for solving constrained optimization problems.

¢ Robust prediction models: Robust prediction models were generated for each optimization
objective, that allow real-time encoding adaptation for real-time operation. More specifi-
cally, forward prediction models were developed for SSIM (video) quality, bitrate demands,
and encoding frame rate, for three different group of pictures (GOP) encoding structures,
namely zero latency (ZL), B2 and B4 respectively. Overall, prediction accuracy results were
promising, especially for video quality and bitrate demands, since the depicted errors were

within reasonable bounds for all investigated models.

e Real-Time adaptation using pareto-optimal encoding configurations: Real-time adap-

tation at a GOP level was demonstrated using the HEVC standard. The effectiveness of the



proposed framework compared to static, non-adaptive approaches was demonstrated for dif-
ferent modes of operation, achieving significant quality gains, bitrate demands reductions,

and performance improvements, in real-life scenarios imposing time-varying constraints.

¢ Video modality, encoder, and wireless network agnostic framework: The proposed ap-
proach is generic enough and should be applicable to other medical video modalities and
for different applications, provided that the appropriate training described in the thesis is

performed.
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5. Zinonas Antoniou, Andreas Panayides, Marios Pantzaris, Anthony Constantinides, Con-
stantinos Pattichis and Marios Pattichis, ”Adaptive Video Communications for Real-Time
mHealth Applications,” in Proceedings of the 39th Annual Conference of the IEEE Engi-

neering in Medicine and Biology Society (EMBC), Jeju Island, Korea, July 11-15, 2017.

6. Zinonas Antoniou, ”Adaptive Video Encoding Framework based on Multi-objective Opti-
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1.5 Guide to Thesis Contents

Chapter 2 provides an overview of video coding standards development along with a detailed
review of the latest video coding standards, namely H.264/AVC and HEVC, summarizing their
most important characteristics and capabilities.

Chapter 3 incorporates the characteristics of wireless technologies with an emphasis to 4G,
that are expected to allow real-time medical video transmission of higher resolution and frame
rate. Communication protocols necessary for establishing a connection between the transmit-
ting/receiving parties and responsible for conveying clinical video data are also highlighted.

Chapter 4 describes an effective video communication framework for the wireless transmis-
sion of H.264/AVC medical ultrasound video over mobile WiMAX networks. Medical ultrasound
video is encoded using diagnostically driven, error resilient encoding, where quantization levels
are varied as a function of the diagnostic significance of each image region. This chapter demon-
strates how our proposed system allows for the transmission of high-resolution clinical video that
is encoded at the clinical acquisition resolution and can then be decoded with low delay. To val-

idate performance, we perform OPNET simulations of mobile WiMAX medium access control
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and physical layers characteristics that include service prioritization classes, different modulation
and coding schemes, fading channel’s conditions, and mobility. We encode the medical ultra-
sound videos at the 4CIF (704 x576) resolution that can accommodate clinical acquisition that is
typically performed at lower resolutions. Video quality assessment is based on both clinical (sub-
jective) and objective evaluations. Comprehensive experimentation showed that low-delay high
resolution 4CIF ultrasound video transmission is possible over mobile WiMAX networks, even
at speeds of 100 km/h and distances of 1 km from the BS. The investigated channel modulation
and coding schemes verified that QPSK 1 /2 is the most robust scheme, especially when trans-
mitting from locations with low SNR. On the other hand, 16-QAM 3/4 and 64-QAM 3/4 provide
higher network capacities and are preferable when the transmitting station is closer to the BS.
The performance of the system in terms of transmitted video’s quality was evaluated using both
objective and subjective evaluations. Clinical validation verified the capacity of mobile WiMAX
networks to provide robust, clinically acceptable 4CIF ultrasound video transmission, thus en-
abling the transmission of ultrasound video at resolutions close to the original’s video acquired
resolution. The scope of this study is to identify the need for adaptive, real-time mHealth video
communications framework.

Chapter 5 discusses a scalable, medical modality and technology independent approach for
adaptive, real-time mHealth video communications. An adaptive video encoding framework is de-
signed and developed, based on multi-objective optimization that jointly maximizes the encoded
video’s quality and encoding rate (in frames per second) while minimizing bitrate demands. For
this purpose, we construct a dense encoding space and use linear regression to estimate forward
prediction models for quality, bitrate, and computational complexity. The prediction models are
then used in an adaptive control framework that can fine-tune video encoding based on real-time

constraints. The system is developed using a leave-one-out algorithm applied to ten ultrasound
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videos of the common carotid artery. The prediction models can estimate SSIM quality with a
median accuracy error of less than 1%, bitrate demands with a deviation error of 10% or less, and
encoding frame rate within a 6% margin. Real-time adaptation at a Group of Pictures (GOP) level
is demonstrated using the High Efficiency Video Coding (HEVC) standard. Results demonstrate
that efficient adaptation at a GOP level is possible using our proposed models, while the effec-
tiveness of the proposed framework compared to static, non-adaptive approaches is demonstrated
for different modes of operation, achieving significant quality gains, bitrate demands reductions,
and performance improvements, in real-life scenarios imposing time-varying constraints. Our
approach is generic and should be applicable to other medical video modalities with different
applications.

Chapter 6 provides the conclusions and future work. Main achievements are summarized both
in terms of technical and clinical views. Results demonstrate that efficient adaptation at a GOP
level is possible using our proposed real-time methodology, significantly outperforming static
approaches and demonstrates higher flexibility and precision compared to currently dominant pre-
computed states found in the literature [18, 19]. Future work incorporates further exploitation of
HEVC features and Medical Video Quality Assessment linked with knowledge emanating from
video transmission simulations and find threshold values (correlation) for which clinical quality is

maintained with respect to video quality assessment algorithms.
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Chapter 2

Review of Video Standards and Video Quality

2.1 Introduction

Standardization of video compression algorithms benefited by the success of recent multime-
dia systems. Several international image and video coding scenarios have been standardized for
video telephony, video CD and digital TV as well. The advance of digital video compression
in the last three decades resulted numerous fruitful accomplishments in this field, culminating in
standardization of H.264/MPEG-4 Advanced Video Coding (AVC) in 2003.

H.264/AVC met the growing demand of multimedia and video services by providing enhanced
compression efficiency significantly outperforming all prior standards. H.264/AVC represents a
number of advances in standard video coding technology, in terms of coding efficiency improve-
ment, error/loss robustness enhancement, and flexibility for effective use over a broad variety of
network types and application domains. Its video coding layer (VCL) design is based on conven-
tional block-based motion-compensated hybrid video coding concepts, but with some important
differences relative to prior standards, which include enhanced entropy coding methods, use of a
small block-size exact-match transform, adaptive in-loop deblocking filter and enhanced motion

prediction capability. H.264/AVC can provide for bitrate reductions of up to 50% for equivalent
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perceptual quality compared to its predecessors. H.264/AVC offers a range of error resilience
techniques for a wide variety of applications. To this end, H.264/AVC defines different profiles
and levels. Each profile and level specify restrictions on bitstreams, hence limits on the capabilities
needed to decode this bitstreams [15].

The current state-of-the-art video coding standard is the High Efficiency Video Coding (HEVC)
[16] standard that will provide additional coding efficiency and network reliability that can strongly
benefit mHealth video communication systems [17]. HEVC is designed for video resolutions
ranging from 416x240 (WVGA) to 2560x1600 [20, 21], and aims to reduce bitrate demands by as
much as 50% for equivalent perceptual quality, compared to the current standard.

mHealth video communication systems rely on video coding standards and the underlying
wireless network. In order to evaluate the quality of the transmitted compressed video resulting
from such system, a diagnostic validation method has to be adopted. Diagnostic validation is
the most significant requirement for emerging medical video transmission systems. Diagnostic
validation requires an accurate assessment of the diagnostic capacity of the transmitted medical

video.

2.2 Video Standards

2.2.1 Overview of Video Coding Standards

Since the early 1990s, ITU-T video coding standards, namely H.261, H.263 and H.264, have
been the engines behind the commercial success of digital video compression. They have played
pivotal roles in spreading the technology by providing the power of interoperability among prod-
ucts developed by different manufacturers, while at the same time allowing enough flexibility for

ingenuity in optimizing the technology to fit a given application and making the cost-performance
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trade-offs best suited to particular requirements [22]. All ITU-T standards since H.261 [23] have
in common that they are based on the so-called block-based hybrid video coding approach. The
basic source coding algorithm is a hybrid of inter-picture prediction to utilize temporal redundancy
and transform coding of the prediction error signal to reduce spatial redundancy. Each picture of a
video signal is partitioned into fixed-size macroblocks of 16x16 samples, which can be transmit-
ted in one of several coding modes depending on the picture or slice coding type. Common to all
standards is the definition of INTRA coded pictures or I-pictures. In I pictures, all macroblocks
are coded without referring to other pictures in the video sequence. Also common is the definition
of predictive-coded pictures, so-called P-pictures and B-pictures. In predictive-coded pictures,
typically one of a variety of INTER coding modes can be chosen to encode each macroblock. In
order to manage the large number of coding tools included in standards and the broad range of
formats and bit-rates supported, the concept of profiles and levels is typically employed to define
a set of conformance points, each targeting a specific class of applications. These conformance
points are designed to facilitate interoperability between various applications of the standard that
have similar functional requirements. A profile defines a set of coding tools or algorithms that
can be used in generating a compliant bit-stream, whereas a level places constraints on certain key
parameters of the bit-stream, such as the picture resolution and bit-rate.

H.261 developed in 1988 to 1990 by ITU-T, former CCITT. H.261 compression was designed
for videotelephony and videoconferencing applications and it was part of the H.320 group of
standards which describes the different components of a video conferencing system and define a
narrow-band multimedia terminal. Its compression algorithm took advantage of both the spatial
and the temporal redundancy of video sequences to achieve high compression ratios. H.261 design
goals were low delay and Constant Bit Rate (CBR) but also had some limitations, including limited

rubustness to bit errors, no recording/playback and no backward or forward seek due to any frame
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Figure 1: Timeline of video coding standard’s development [25]

encode with entirely intra-coded block. H.261 descendant was H.263 [24] which was standardized
in 1996 and replaced H.261 in many applications. Its basic design was very similar to H.261 but
had numerous optional improvements to improve compression, robustness, and flexibility of use.
While H.261 only supported two resolutions (QCIF (176x144) and CIF (352x288)), H.263 also
supported SQCIF (128x96), 4CIF (704x576) and 16CIF (1408x1152) and instead using 16x16
macroblocks for prediction it used four 8x8 blocks for better detail. The primary goal of H.263

was to improve quality at lower bit rates.

2.2.2 H.264/Advanced Video Coding (AVC)

H.264/AVC was jointly developed by the ISO/IEC motion pictures experts group (MPEG) and
ITU-T video quality experts group (VCEG) who formed the Joint Video Team (JVT). H.264/AVC
met the growing demand of multimedia and video services by providing enhanced compression
efficiency significantly outperforming all prior standards (MPEG-x and H.26x, see Figure 1).

H.264/AVC can provide up to 50% for bitrate reductions for equivalent perceptual quality
compared to its predecessors [26]. Its design enables transportation over heterogeneous networks
to be carried out in a friendly-manner. To achieve this, H.264/AVC defines a VCL and a net-
work abstraction layer (NAL). VCL is responsible for video coding and is a unit already known
from prior standards, maintaining its block-oriented coding functionality [27]. Its enrichment and
refinement resulted in the provided compression efficiency. Figure 2 depicts the basic encoding

structure of H.264/AVC. On the other hand, NAL is a novel concept aiming at a network-friendly
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Figure 2: H.264/AVC coding structure (example based on [26])

adaptation of VCL content to candidate heterogeneous networks (or storage devices). NAL func-
tionality is a substantial improvement constituting H.264/AVC coding and transmission network-
independent. An example of VCL and NAL functionality is illustrated in Figure 3. The scope
of the standard is centered on the decoder, due to that only the decoder is standardized, allowing
great flexibility to the encoder.

H.264/AVC offers a range of error resilience techniques for a wide variety of applications.
For this purpose, H.264/AVC defines different profiles and levels. Each profile and level specify
restrictions on bitstreams, hence limits on the capabilities needed to decode the corresponding
bitstreams [15]. Baseline, main, extended and high profiles assume different processing devices
tailored for different applications and offer incremental level capabilities (and therefore complex-
ity), that is alleviating constraints on bitstreams [28]. Figure 4 demonstrates unique features of

each profile, while Table 1 summarizes some of the different capabilities of each level, including
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Figure 3: H.264/AVC network abstraction layer (NAL) and video coding layer (VCL) [25]

resolution, frame rate, maximum allowed bandwidth, and maximum coded picture buffer (CPB)
and decoded picture buffer (DPB).

A level is a specified set of constraints that indicate a degree of required decoder performance
for a profile. For example, a level of support within a profile specifies the maximum picture
resolution, frame rate, and bit rate that a decoder may use. A decoder that conforms to a given
level must be able to decode all bitstreams encoded for that level and all lower levels. Lower levels
mean lower resolutions, lower allowed max bitrates and lower memory to store reference frames.
A level primarily used for device compatibility. For example, the iPhone supports H.264 Level
3, which means that a video’s peak bitrate can’t exceed 10,000 kbps. Also, video coding layer
of H.264 as depicted in Figure 3 can support a maximum video bit rate for each level for each
profile. Referring to the previous example about iPhone, video’s peak bitrate 10.000 kbps means
that iPhone supports Baseline, Extended and Main profiles. Additionally, as can be seen in Table
1, level 3 can support up to four high resolutions in a specific frame rate, for example 720x526 at
25.0 frames per second. Generally, the maximum bit rate for High Profile is 1.25 times that of the

Base/Extended/Main Profiles, 3 times for HilOP, and 4 times for Hi422P/Hi444PP. The number
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of luma samples is 16x16=256 times the number of macroblocks and the number of luma samples

per second is 256 times the number of macroblocks per second.
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2.2.2.1 Encoding Modes and Frame Types

Frame encoding modes can have a significant impact on both error propagation and video

compression performance. A summary of the different modes is provided next:

e Intra-mode: Intra-mode is the procedure where intra-prediction is used for coding a video
frame (I-frame) [26] as a part of the basic encoding structure of H.264/AVC as depicted
in Figure 2 and as can be seen in Figure 4, it is supported by all the profiles of H.264/AVC.
All the information used for encoding is restricted within the frame. No prediction from
previous or future frames is allowed. As a result, intra-mode encoded frames require higher
bitrates than inter-mode encoded frames. On the other hand, the use of intra-mode coding

significantly limits error-propagation in wireless video transmission networks [25].

o Inter-mode: Inter-mode is the procedure where inter-prediction is used for coding a video

frame.

- P-mode: P-mode uses prediction from previously decoded frames. In inter-mode, the
encoder’s side provides all the necessary information for accurate motion estimation
of the spatial displacement between the decoder’s reference picture and the current
picture in the sequence at the encoder. With respect to Figure 2, this procedure is de-
scribed as motion compensation [29]. Clearly, decoding errors in the reference picture
will be propagated to the predicted frame. As can be seen in Figure 4, P slices are

supported by all the profiles of H.264/AVC.

- B-mode: Whereas in P-mode at most one motion compensated signal is employed, B-
mode provides the ability to make use of two motion compensated signals for the
prediction of a picture. B-mode is also referred to as bi-prediction as not only it allows

the utilization of previously decoded pictures but also the utilization of forthcoming
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ones. Again, errors from previously decoded pictures propagate to the predicted frame.
On the other hand, B-mode pictures require less bandwidth than both P-mode and I-
mode pictures [22, 25]. As depicted in Figure 4, B slices are supported by all the

profiles of H.264/AVC except the main.

The use of predictive coding, like P-frames or B-frames, or not, like I-frames, depends on
the application. Depending on time and quality constraints imposed, one mode may be preferred
over the other and the other way around. The ratio between P-frames and B-frames used is also
application specific. A ratio of 2:1, or IBBPBBP coding structure has proved to be a good balance
between single-directional and bi-directional prediction, widely used for internet video streaming

[26, 25, 29] .

2.2.2.2 Intra Updating

In broadcasting applications it is essential to insert an Intra coded frame in a sequence of
every GOP frames, being utilized for random access to the transmitted bitstream such as joining
an ongoing session. However, the transmission of videos using completely intra coded frames in
non pre-encoded (real-time) applications, is rather limited. This is because intra coding requires
increased encoding time and involves considerable bandwidth (size) compared to predictive coded
frames, usually unacceptable in limited bandwidth, strict time delay applications. Pre-defined,
as well as random intra-macroblock refresh is used instead to limit error propagation in error
prone wireless environments [30, 31]. Intra-macroblock refreshing can prove particularly efficient
in the presence of a low end-to-end delay feedback channel. A feedback channel can provide
information as to which part of the picture is affected by losses and needs to be intra-coded in
order to limit error propagation. Referring to Figure 4, Intra Updating is supported by all the

profiles of H.264/AVC except the main.
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Figure 5: Multiple reference frame prediction. In addition to the motion vector, also an image
reference parameter d; is transmitted, where d4=4, d3=3, and d;=1. Example based on [26]

2.2.2.3 Multiple Reference

H.264/AVC allows the utilization of up to 16 reference frames for prediction during encoding.
Employing a certain number of previous or future frames which all contribute to the encoding of
the current frame, rather than just a single reference frame (past or future) enhances predictive
coding accuracy. In this concept, the linear combination of prediction signals is also made re-
gardless of the temporal direction. Given the computational intensity of using multiple reference
frames though and increased memory usage at the decoder, the number of reference frames should
be selected wisely, especially for real time applications. Studies have shown multiple reference
frames to work better in the presence of a feedback channel, notifying the encoder to avoid erro-
neously received frames at the decoder for motion estimation purposes [31]. Furthermore, using
H.264/AVC it is possible to use images containing B-slices as reference frames for further predic-
tions which was not possible in any former standard [29]. Multiple Reference is supported by all

profiles of H.264/AVC.

2.2.2.4 Flexible Macroblock Ordering, Redundant Slices and Arbitrary Slice Ordering

An innovative error resilient feature introduced by H.264/AVC is flexible macroblock order-
ing [32] (FMO), which is essentially a slice structuring approach, where a frame is partitioned

into independently transmitted and decoded slices. Each frame may be partitioned in up to eight
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Figure 6: Flexible macroblock ordering. Subdivision of a QCIF frame into slices. (a)Slice Groups
0 and 1 are transmitted separately useful for error concealment in video conferencing applications
and (b) Dispersed macroblock allocation where Slice Groups 0 and 1 are the foreground and slice
Group 2 is the leftover for use in region-of-interest type of coding applications Example based on
[26]

different slices and a frame may still be decoded even if not all slices are present at the decoder. A
slice contains a number of macroblocks (MBs), the basic block coding unit of H.264/AVC. Using
FMO, a picture can be split into many macroblock scanning patterns such as interleaved slices,
a dispersed macroblock allocation, one or more “foreground” slice groups and a “leftover” slice
group, or a checker-board type of mapping. The latter two are illustrated in Figure 5. The left-
hand side macroblock to slice group mapping has been demonstrated for use in region-of-interest
type of coding applications. The right-hand side macroblock to slice group mapping has been
demonstrated useful for concealment in video conferencing applications where slice group 0 and
slice group 1 are transmitted in separate packets and one of them is lost. In this manner and in
conjunction with proper utilization of the spatial relationships between error free slices and MBs
therein, concealment of errors becomes much more efficient.

Seven different types of FMO are defined (i.e. patterns for MB to slice allocation). A mac-

roblock allocation map (MBAmap) is used to keep track of MBs assigned to slices.
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The most interesting case is FMO type 2, designed for defining rectangular slices as fore-
ground(s) and background. These slices can be used to define regions of interest for encoding and
transmission. Slices may overlap. However, the MBs can only belong to one slice. In the event
of a packet carrying a whole slice gets dropped, H.264/AVC allows the transmission of redundant
slices (RS). A RS can be encoded both differently as well as with the same encoding setting as
the corresponding primary slice. The decoder is responsible for replacing a corrupted primary
slice with its equivalent redundant representation. The latter error resilience technique is highly
efficient for communication in noisy environments in the absence of a back channel. More details
on FMO can be found in [32, 33].

Arbitrary Slice Ordering (ASO) [26] enables slices to be essentially transmitted independently
of their order within a picture. As a result, they can be also decoded out of sequence, thus reducing
the decoding delay at the decoder. ASO is particularly effective in environments where out-of-
order delivery of a packet is possible such as the internet or wireless networks, or packet based
networks in general.

As depicted in Figure 4, FMO, RS and ASO are only supported by the baseline and extended

profiles of H.264/AVC.

2.2.2.5 Data Partitioning, SP/SI Slices

The basic idea in data partitioning lies in the observation that not all bits in a bitstream carry
equal information. On the contrary, data bits can be categorized according to their importance,
with certain bits being more important than others. Data partitioning in H.264/AVC allows the
partitioning of a normal slice in up to three parts. Each part can be paired accordingly with unequal
error protection (UEP) during transmission. Data partition A (DP) contains the most important

slice information such as MB types and motion vectors (MVs), and possible loss or corruption
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of DP A, constitutes the remaining two partitions of no use. Second in importance comes DP B,
which consists of intra-coded block patterns (CBPs) and I-block transform coefficients, while DP
C incorporates inter CBPs and P-block coefficients. More detailed description can be found in
[26, 34] along with recommended actions when partition loss is detected [26].

Switching-predictive/switching-intra (SP/SI) [35] are two new picture types introduced in
the H.264/AVC design that allow the decoder to switch between two or more pre-encoded bit-
streams. The decoder of H.264/AVC can be seen in the same figure with the encoder, in Figure
2. Switching-predictive (SP) pictures efficiently exploit motion-compensated prediction whereas
switching-intra (SI) pictures can exactly reconstruct SP pictures. The switching between two bit
streams using SI and SP pictures is illustrated in Figure7. Pre-encoded bitstreams are constructed
from the same source sequence, but are of different bitrate and quality. Besides the obvious ben-
efit of channel adaptation, this dual nature feature proves particularly efficient in terms of error
resilience, especially in the presence of a feedback channel which enables the decoder to trigger
the encoder to perform a bitstream switch, regaining in that way lost synchronization resulting
from data losses or errors. Nevertheless, valuable bandwidth is preserved, since recovering from
an error does not incorporate the transmission of an I-frame. The SP/SI scheme can be further
used for operations such as fast-forward, reverse, etc.

As can be seen in Figure 4, SP/ SI slices and data partitioning are only supported by the

extended profile of H.264/AVC.

2.2.3 High Efficiency Video Coding (HEVC)

In February 2011, a total of 27 proposals were submitted to JCT-VC and the subjective image
evaluation was done in March. The evaluation results discussed in the April JCT-VC meeting at

Dresden, Germany [36] showed that some proposals could reach the same visual quality as AVC
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Figure 7: SP/SI Slices [29]. (a) SP slice is coded such that efficient switching between different
precoded pictures becomes possible. (b) SI slice allows an exact match of a macroblock in an SP
slice for random access and error recovery purpose.

at only half the bit rate in many of the test cases, at the cost of 2x to 10x increase in computational
complexity; and some proposals achieved good subjective quality and bit rate results with lower
computational complexity than the reference AVC High profile encodings. On January 2013, the
ITU announced that HEVC had received first stage approval (consent) in the ITU-T Alternative
Approval Process (AAP) [37]. Also, MPEG announced that HEVC had been promoted to Final
Draft International Standard (FDIS) status in the MPEG standardization process [38]. The first
version of HEVC was published in June 2013. The second version was completed and approved
in 2014 and published in early 2015, while the third vesrion approved in April 2015 and adds the
3D Main profile. Currently, we have the fourth version that was approved in December 2016 and
adds seven screen content coding extensions profiles, three high throughput extensions profiles,
and four scalable extensions profiles.

HEVC is also known as H.265 and MPEG-H Part 2 [39, 40, 41]. It is expected to satisfy the

ever increasing requirements for cost effective video encoding process by optimizing the video
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quality, the compression efficiency, the spatial and temporal resolution, and finally the computa-
tional complexity.

HEVC development was motivated by the need of increased coding efficiency compared to
state-of-the-art hybrid video codecs like H.264/AVC. This increased coding efficiency is achieved
by introducing new coding tools as well by improving components already known from H.264/AVC.
Figure 8 shows the block diagram of the basic HEVC design — as it is implemented in the HM
5.0 software codec. As can be observed, the main structure of the HEVC encoder resembles that
of the H.264/AVC. On contrast, Figure 9 shows a general diagram of the main stages of the HEVC
decoder.

New tools introduced in HEVC are variable size block partitioning using quadtrees for the
purpose of prediction and transformation and an additional in-loop filter, namely, sample adap-
tive offset (SAO). Improvements include more intra-prediction angles, advanced motion vector
prediction (AMVP), a new block merging mode that enables neighboring blocks to share the
same motion information, larger transform sizes and a more efficient transform coefficient coding.
HEVC incorporates only one entropy coder, which is basically CABAC from H.264/AVC. While
objective test results of the latest HEVC reference software show bit rate reductions up to 35%
compared to H.264/AVC high profile (HP), preliminary subjective test results indicate that a 50%
bit rate reduction for a comparable visual quality can be achieved [42]. A preliminary subjective
test was conducted by JCT-VC members to quantify the rate-distortion (RD) gain of the HEVC
draft codec HM5.0 against a similarly configured H.264/AVC JM 18.3 codec. The results showed
that an average RD-gain of 57.1% is achieved based on the subjective test data in the form of
Mean Opinion Scores (MOSs). A more detailed objective and subjective evaluation of HMS.0
was reported in [43], which again suggested that HM5.0 has achieved the target of 50% RD gain

over H.264/AVC and the actual savings can be even higher. Although these subjective tests and
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evaluations were on random access coding configuration only and more comprehensive tests are
still yet to be conducted, it is speculated that similar improvement may be achieved in other test
conditions, and thus HEVC is very promising at achieving its initial RD performance target.

The HEVC standard version 1 defines three profiles, Main, Main 10 and Main Still Picture and
it also contains provisions for additional profiles [44]. The Main profile allows for a bit depth of
8-bits per colour with 4:2:0 chroma sub-sampling which is the most common type of video used
with consumer devices. The Main 10 profile allows for a bit depth of 8-bits to 10-bits per colour
with 4:2:0 chroma sub-sampling [44]. A higher bit depth allows for a greater number of colours.
8-bits per colour allows for 256 shades per primary colour (a total of 16.78 million colours) while
10-bits per colour allows for 1024 shades per primary colour (a total of 1.07 billion colours) [45].
A higher bit depth allows for a smoother transition of colour which resolves the problem known as
colour banding [45]. The Main 10 profile allows for improved video quality since it can support
video with a higher bit depth than what is supported by the Main profile. Also, in the Main 10
profile 8-bit video can be coded with a higher bit depth of 10-bits, which allows improved coding
efficiency compared to the Main profile [46]. The Main Still Picture profile allows for a single still
picture to be encoded with the same constraints as the Main profile [44] As a subset of the Main
profile the Main Still Picture profile allows for a bit depth of 8-bits per colour with 4:2:0 chroma
sub-sampling [44, 45]. An objective performance comparison was done in April 2012 in which
HEVC reduced the average bit rate for images by 56% compared to JPEG [47].

The new tool features are summarized in tabular form in [36] as a comparison with AVC and

the main key features of the latest version of HEVC can be reviewed as follows:

- Wide-range variable block-size prediction, with block sizes ranging from 64x64 down to 8x8
pixels and the size of prediction blocks can be adaptively chosen by using recursive quad-

tree partitioning [50].
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Figure 9: General block diagram of HEVC decoder. Inverse Quantization (IQ), Inverse Trans-
formation (IT), Adaptive Loop Filter (ALF), Sample Adaptive Offset (SAO). Example based on
[49].
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- The block sizes used for DCT based residual coding is adapted to the characteristics of the
residual signal by using a nested, so-called residual quadtree (RQT) for partitioning of a
given prediction block [51]. It supports several integer transforms, ranging from 32x32

down to 4x4 pixels, as well as nonsquare transforms [52].

- Neighboring blocks can be merged into one region, such that motion information has to be

transmitted only once for a whole region [53].

- Interpolation of fractional-sample positions for motion- compensated prediction is based on a
fixed-point implementation of the Maximal-Order-Minimum-Support (MOMS) algorithm

using an IIR/FIR filter [54].

- Improved mechanisms to support parallel encoding and decoding, including tiles and wavefront

parallel processing (WPP) [52].

- Extensive in-loop processing on reconstructed pictures: In addition to the deblocking filter,
sample adaptive offset (SAO) and adaptive loop filtering (ALF), a separable Wiener filter is

applied within the coding loop [55].

- More intraprediction modes (most of which are directional), which can be done at several block

sizes [52].

- The novel probability interval partitioning entropy (PIPE) coding scheme provides the coding
efficiency and probability modeling capability of context based adaptive binary arithmetic
coding (CABAC) [52]. In addition to the novel algorithms mentioned above, the HEVC
proposals also includes the following features [45]; Simple quad-tree structure supporting

large macroblock sizes of 32x32 and 64x64, Low complexity B pictures that only use integer
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motion vectors for SKIP and DIRECT modes, and Spatially Varying Transform (SVT) that

allows the position of the transform change arbitrarily within the macroblock.

The main aspects of the proposed coding tools are described in detail in the subsequent subsec-

tions.

2.2.3.1 Quadtree-Based block partitioning

An important difference of HEVC compared to H.264/AVC is the frame coding structure. In
HEVC each frame is divided into the basic processing unit scheme called Largest Coding Units
(LCUs) [50]. LCUs can be recursively split into smaller Coding tree Units (CUs) using a generic
quadtree segmentation structure (a nested quadtree structure) that indicates the subdivision of the
CU for the purpose of prediction and residual coding. CUs can be further split into Prediction
Units (PUs) used for intra- and inter-prediction and Transform Units (TUs) defined for transform
and quantization as can be seen in Figure 10.

However, in H.264/AVC, each picture is partitioned into 16x16 macroblocks, and each mac-
roblock can be further split into smaller blocks (as small as 4x4) for prediction [52]. As the picture
resolution of videos increases from standard definition to HD and beyond, the chances are that the
picture will contain larger smooth regions, which can be encoded more effectively when large
block sizes are used.

This is the reason that HEVC supports larger encoding blocks than H.264/AVC, while it also
has a more flexible partitioning structure to allow smaller blocks to be used for more textured and
in general uneven regions. Hence, it has been designed to target ultra high resolution with higher
frame rates compared to H.264/AVC. Taking this into consideration, HEVC has introduced a new
partitioning image scheme concept based on a quadtree structure with a larger block size — of

64x64 Coding Unit (CU) that can be recursively further split into 4 CUs (Quadtree), which are
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Figure 10: Block Partitioning in HEVC. Example based on [57]. Largest Coding Unit (LCU),
Coding tree Unit (CU), Prediction Unit (PU).

used as the basic unit for intra- and inter-coding. The size of CUs can be as large as that of LCUs
or as small as 8x8, depending on the picture content. Because of recursive quarter-size splitting, a
content-adaptive coding tree structure comprised of CUs is created in HEVC [56].

Each CU may contain one or more PUs, and each PU can be as large as their root CU or as
small as 4x4 in luma block sizes [53]. While an LCU can be recursively split into smaller and
smaller CUs. The splitting of a CU into PUs is non recursive (it can be done only once). PUs
can be symmetric or asymmetric. Symmetric PUs can be square or rectangular (non square) and
are used in both intra prediction (uses only square PUs) and inter prediction. In particular, a CU
of size 2Nx2N can be split into two symmetric PUs of size Nx2N or 2NxN or four PUs of size
NxN [56] as shown in Figure 2b . Asymmetric PUs is used only for inter prediction. This allows
partitioning, which matches the boundaries of the objects in the picture [56].

Finally, since HEVC applies a DCT-like transformation to the residuals to decorrelated data,
Transform Unit (TU) is the basic unit for transform and quantization, which may exceed the size
of PU, but not that of the CU. Only two TU modes are considered [58], signaled by transform
unit size flag: i) If the Transform unit size flag = 0 — 2Nx2N (i.e., the same as the CU size), ii)

Else if the Transform unit size flag = 1 — Square units of smaller size are considered: NxN if PU
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splitting is symmetric or N/2xN/2 if PU splitting is asymmetric. So, the size and the shape of the
TU both depends on the size of the PU. The size of square-shape TUs can be as small as 4x4 or as
large as 32x32. Nonsquare TUs can have sizes of 32x8, 8x32, 16x4, or 4x16 luma samples. Each
CU may contain one or more TUs and each square CU may split into smaller TUs in a quad-tree
segmentation structure. Figure 2(a-c) shows some examples of partitioning in HEVC.

For transform sizes larger than 8x8, the proposal [59] utilizes truncated transforms where
only the 8x8 low frequency coefficients are calculated. This results in a significant computational
complexity saving, and implies that only 4x4 and 8x8 quantization kernels are used. In some
cases, this may improve visual quality by avoiding ringing artifacts. Other features like a novel
technique called Spatially Varying Transform (SVT), where the position of the transform block
within the macroblock is not fixed but can be varied is proposed [59, 60].

HEVC introduced tiles as a means to support parallel processing, with more flexibility than
normal slices in H.264/AVC but of considerably lower complexity than flexible macroblock or-
dering (FMO). Tiles are specified by vertical and horizontal boundaries with intersections that
partition a picture into rectangular regions [52]. To support parallel processing, each slice in
HEVC can be subdivided into smaller slices called entropy slices. Each entropy slice can be in-
dependently entropy decoded without reference to other entropy slices. Therefore, each core of
a CPU can handle an entropy-decoding process in parallel. However, they both come with a per-
formance penalty since prediction dependencies are broken across boundaries and the statistics
used in entropy coding have to be initialized for every slice/tile. To avoid these problems, Wave-
front Parallel Processing (WPP) is supported in HEVC [50, 56]. Wavefront processing is a way
to achieve parallel encoding and decoding without breaking prediction dependencies and using as

much context as possible in entropy encoding.
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2.2.3.2 Inter and Intra-Prediction Coding

Predictive coding is the primary tool employed in current video compression technologies,
and it is very efficient for removing the correlation between pixels in both spatial and temporal
domain. Pixel values to be coded are predicted from already coded and reconstructed adjacent
pixel values, and only small prediction errors are coded and the bit rate reduction depends on the
correlation coefficient. In HEVC, for generating the prediction signal at subsample positions, one
of the proposals [50] uses an interpolation method based on families of so-called maximal-order-
minimal-support (MOMS) basis functions. This requires, however, an additional pre-filtering step
on the reference picture before the actual interpolation. More details on the subsample interpola-

tion scheme can be found in [50, 54].

Inter-Prediction Coding

Inter-prediction explores temporal redundancy between frames to save coding bits. By using
motion compensated prediction, the best matching position of current block is found within the
reference picture so that only prediction difference needs to be coded.

The enhancements of inter-prediction introduced in HEVC, compared with H.264/AVC, are
described as variable PU size motion compensation, improved subpixel interpolation, and motion
parameter encoding and improved skip mode [52].

Each PU coded using inter prediction, has a set of motion parameters, which consists of a mo-
tion vector, a reference picture index, and a reference list flag. Intercoded CUs can use symmetric
and asymmetric motion partitions (AMPs). AMPs allow for asymmetrical splitting of a CU into
smaller PUs. AMP can be used on CUs of size 64x64 down to 16x16 and improves the coding
efficiency since it allows PUs to more accurately conform to the shape of objects in the picture

without requiring further splitting [61].
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The existing sub-pel interpolation method has been improved by replacing the fixed filters by
the adaptive ones or by redesigning the filter coefficients [36]. Several proposals adaptively update
interpolation filters by the least squares method in order to minimize the prediction errors of each
video frame.

The accuracy of motion compensation in HEVC is 1/4 pel for luma samples. To obtain the non
integer luma samples, separable one-dimensional eight-tap and seven-tap interpolation filters are
applied horizontally and vertically to generate luma half-pel and quarter-pel samples, respectively
[48].

To further improve inter prediction efficiency, finer fractional motion prediction and better
motion vector prediction were proposed. Increasing the resolution of the displacement vector
from 1/4-pel to 1/8-pel to obtain higher efficiency of the motion compensated prediction is also
suggested in [50]. Furthermore, HEVC introduces a technique called motion merge. For every
inter-coded PU, the encoder can choose between using explicit encoding of motion parameters,

motion merge mode, or the improved SKIP mode [50].

Intra-Prediction Coding

Like H.264/AVC, HEVC uses block-based intra-prediction to take advantage of spatial corre-
lation within a picture. HEVC follows the basic idea of H.264/AVC intra prediction but makes it
far more flexible. HEVC has 35 luma intra prediction modes compared with nine in H.264/AVC.
Furthermore, intra prediction can be done at different block sizes, ranging from 4x4 to 64x64
(whatever size the PU has) with 33 different directional orientations . Figure 11 shows the luma

intra prediction modes of HEVC and H.264/AVC. The number of supported prediction modes
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varies based on the PU size, (see Table 2) [56]. As mention before, intra-prediction coding op-

erates according to the PU size, and also previously decoded boundary samples from spatially

neighboring PUs are used to form the prediction signal.

HEVC also includes a planar intra prediction mode, which is useful for predicting smooth

picture regions. In planar mode, the prediction is generated from the average of two linear inter-

polations (horizontal and vertical) [62]. Also, a DC prediction (a flat surface with a value matching

the mean value of the boundary samples) can also be used. For chroma, the horizontal, vertical,

planar, and DC prediction modes can be explicitly signaled, or the chroma prediction mode can

be indicated to be the same as the luma prediction mode and, as a special case to avoid redundant

signaling, when one of the first four choices is indicated and is the same as the luma prediction

mode, the Intra-Angular [63] mode is applied instead.

Table 2: Luma intra prediction modes supported for different PU sizes

PU Size | Intra prediction Modes
4x4 0-16, 34
8x8 0-34
16x16 0-34
32x32 0-34
64x64 0-2, 34
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Figure 11: Luma intra prediction modes of (a) HEVC and (b) H.264/AVC. Example based on [52]

To improve the performance of intra

Three-Tap Fifter prediction, mode-dependent intra smoothing
A Top Reference Row
R S I >
H '\v c (MDIS) is used for some intra modes. MDIS
i 8 . o -
] W involves applying a simple low-pass finite im-
E : ":g
30 ’ pulse response filter with coefficients (1, 2,
]is 1)/4 to the samples being used for prediction.
2

This smoothing of the reference signal im-

proves the prediction performance, especially
Figure 12: An example of using the MDIS filter

for large PUs. MDIS is enabled based on the
for intra-prediction. Example based on [52]
PU size and intra mode. In general, MDIS is

used for large PU sizes and directional modes, except in the horizontal and vertical modes. An

example of an MDIS applications in shown in Figure 12.

Generally, MDIS filters the source pixels used for intra prediction with different degrees of

smoothing, with the degree determined by the intra prediction direction [64]. Mode dependent
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Figure 13: Table of MDIS Filter Index. Taken from [64]

intra smoothing is a technique to selectively apply intra smoothing to the neighbor pixels of intra
prediction. For each prediction block, the codec then select either filter O (no filter) or filter 1 or
filter 2 according to the LUT shown in Figure 13. The filter index selected depends on the block

size and prediction mode.

2.2.3.3 Transform Coding

Similar to H.264/AVC, HEVC applies a DCT-like integer transform on the prediction residual.
As can be seen in the block diagram of HEVC structure in Figure 8, HEVC includes transforms
that can be applied to blocks of sizes ranging from 4x4 to 32x32 pixels [65]. HEVC also supports
transforms on rectangular (non-square) blocks where the row transform and column transforms
have different sizes. The integer transforms used in HEVC are better approximations of the DCT
than the transforms of H.264/AVC. The basis vectors of the HEVC transforms have equal energy.
So as a result, there is no need to compensate for the different norms, as in H.264/AVC.

HEVC also incorporates a 4x4 discrete sine transform (DST), which is used for blocks coded
with some directional intra prediction modes. When using intra prediction, the pixels close to
the ones used for prediction (i.e. near the top or left boundaries) will usually be predicted more
accurately than the pixels further away. Therefore, the residuals tend to be larger for pixels away
from the boundaries. The DST will usually be better at encoding these kind of residuals, because
the DST basis functions start low and increase, compared with the DCT basis functions that start

high and decrease [66].
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2.2.3.4 Quantization

In the MC/DCT hybrid video coding schemes, uniform scalar quantization schemes are usu-
ally utilized to quantize the transform coefficients, and the quantization step size, which deter-
mines the quantization strength, is transmitted to the receiver. To achieve better quantization,
optimized quantization decision at the macroblock level and at different coefficient positions are
proposed. More recently, H EV C' [48] gives an improved, more efficient Rate Distortion Opti-
mized Quantization (RDOQ) implementation. Adaptive Quantization Matrix Selection (AQ M S)
[67], a method deciding the best quantization matrix index, where different coefficient positions
can have different quantization steps, is proposed to optimize the quantization matrix at a mac-
roblock level. The quantization weighting matrix, which is a controlling element can be either
uniquely defined and sent to the decoder as coding parameters, or substituted by a default one. To
match the statistics of the transform coefficient distribution, adaptive selection of the quantization

weighting matrix is proposed [36].

2.2.3.5 Coding

After transformation and quantization, entropy coding is applied to code all the syntax ele-
ments and quantized transform coefficients in video coding techniques. In H.264/AVC, context-
adaptive variable-length coding (CAVLC) is the base entropy coder, and context-adaptive binary
arithmetic coding (CABAC) is optionally used in the main and high profiles. CABAC can pro-
vide better coding efficiency than CAVLC because of its arithmetic coding engine and more so-
phisticated context modeling. While CABAC improves the coding efficiency, it increases coding
complexity. This is more pronounced at higher bit rates [small quantization parameters (QPs)],
where the transform coefficient data have a dominant role in encoded bit streams. In HEVC, to im-

prove the worst-case throughput, the codec uses a higher-throughput alternative mode for coding
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transform coefficient data. Figure 12 illustrates the block diagram of HEVC entropy coding. As
can be seen, there are two modes of HEVC entropy coding: high-efficiency binarization (HEB)
and high-throughput binarization (HTB) [68]. The HEB mode is entirely CABAC based while
the HTB mode is partially based on the well-known CAVLC residual coding module. HTB is
intended to serve as the high-throughput mode of HEVC, and its use is signaled at slice level (one
bit identifier indicating whether HTB is used). In HTB mode, all syntax elements except the resid-
ual coefficients are coded using CABAC while the residual coefficients are coded using CAVLC.
Using this harmonized design, HEVC entropy coding uses the best features of both CABAC and

CAVLC coding (i.e., high efficiency and low complexity, respectively).

Decode Split Info
(CABAC)

v

Decode Mode Info
(CABAC)

v

Decode Prediction

Info (CABAC)
HEBH \jHTB
Decode Residual CABAC Bypass
Info (CABAC)
Decode Residual

Info (CAVLC-Like)

Figure 14: HEVC entropy coding. Example based on [52]. Context-based adaptive binary arith-
metic coding (CABAC), high-efficiency binarization (HEB),high-throughput binarization (HTB),

context-adaptive variable-length coding (CAVLC)

2.2.3.6 In-loop Filtering

Referring to Figure 8, loop filtering is applied after inverse quantization and transform, but
before the reconstructed picture is used for predicting other pictures through motion compensation.

The name loop filtering reflects the fact that filtering is done as part of the prediction loop rather
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than post processing. HEVC employs a deblocking filter similar to the one used in H.264/AVC
but also expands an in-loop processing by introducing two new tools: Sample Adaptive Offset
filter (SAO) and Adaptive Loop Filter (ALF). These techniques are intended to undo the distortion
introduced in the main steps of the encoding process (prediction, transform, and quantization). By
including filtering as part of the prediction loop, the pictures will serve as better references for

motion-compensated prediction since they have less encoding distortion.

Interpolation Filtering (IF)

Similar to H.264/AVC, the proposal for HEVC utilizes a translational motion model with mo-
tion vectors having quarter pixel accuracy. Here to obtain the samples at fractional pixels, two sets
of interpolation filters are utilized. The first set of interpolation filters is referred to as the Direc-
tional Interpolation Filter (DIF) and is used for all the quarter-pixel positions. Directional filters
use either 6-tap or 12-tap filter for each sub-pixel, and has significantly less complexity compared
to H.264/AVC interpolation, where 6x6 separable filters are utilized [67]. The second set of in-
terpolation filters consists of Separable Filters (SF) where interpolated samples are calculated by

first applying a 6-tap filter horizontally and then vertically.

Deblocking Filter (DBF)

Blocking is known as one of the most visible and objectionable artifacts of block-based com-
pression methods. For this reason, in H.264/AVC, low-pass filters are adaptively applied to block
boundaries according to the boundary strength. This improves the subjective and objective qual-
ity of the video. HEVC uses an in-loop deblocking filter similar to the one used in H.264/AVC.
In HEVC, there are several kinds of block boundaries, such as CUs, PUs, and TUs). The set of

boundaries that may be filtered in HEVC is the union of all of these boundaries (except for 4x4
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blocks, which are not filtered to reduce complexity). For each boundary, a decision is made to turn
the deblocking on or off and whether to apply strong or weak filtering. This decision is based on

the pixel gradients across the boundary and thresholds derived based on the QP in the blocks.

Sample Adaptive Offset filter (SAO)

The sample adaptive offset (SAO) filter is applied in between the deblocking filter and the ALF.
SAO is a new coding tool introduced in HEVC, which involves classifying pixels into different
categories based on either intensity or edge properties and adding a simple offset value either band
offset (BO) or edge offset (EO), to the pixels in each category in a region to reduce distortion.

BO classifies all pixels of a region into multiple bands, with each band containing pixels in
the same intensity interval [59]. The intensity range is divided into 32 equal intervals from zero to
the maximum intensity. The 32 bands are divided into two groups and only offsets in one group
are transmitted. The encoder decides which group of bands to apply SAQO, so 16 offsets will be
encoded in the bit stream [69].

EO uses four 1-D 3-pixel patterns for pixel classification with consideration of edge directional
information, as illustrated in Figure 15. Each region of a picture can select one pattern to classify
pixels into multiple categories by comparing each pixel with its two neighboring pixels. Each
pixel can be classified as a peak (if it is greater than two neighbors), valley (if it is less than the
two neighbors), edge (if it is equal to one neighbor, categories 2 and 3), or none of these. Four
offset values will be calculated for these four categories [7]. The encoder can choose to apply
either BO or EO to different regions of a picture and also signal that neither BO nor EO is used

for a region.
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- Pixel Being Classified . Pixel with Which it is Compared

Figure 15: Patterns used in EO mode. Each region of a picture can select one pattern to classify
pixels into multiple categories by comparing each pixel with its two neighboring pixels. Example

based on [52]

Adaptive Loop Filter (ALF)

An ALF is applied to the reconstructed signal after the deblocking filter and SAO. This filter
is adaptive in the sense that the coefficients are signalled in the bit stream and can therefore be
designed based on image content and distortion of the reconstructed picture.

Two different ALF techniques were adopted so far: Quadtree-based Adaptive Loop Filter
(QALF) and Block-based Adaptive Loop Filter (BALF) [67]. The main idea of Quad- tree ALF
(QALF) is to signal the on/off decision of filtering through a quad-tree partition process. QALF is
adopted, and improved by providing multiple filters for adaptation.

There are two modes that can be used for applying different filters to different pixels within
each picture: region based adaptation (RA) and block-based adaptation (BA). In RA mode, the
picture is divided into 16 regions of equal size. These regions can be merged, and each region
remaining after merging will have its own filter (with a unique set of coefficients). In BA mode,
4x4 blocks are classified into 1 of 16 categories based on edge activity and direction. These cat-

egories can be merged, and in the end, one filter will be designed for each of the categories left
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after merging. The filter coefficients for each region can be calculated based on the autocorrela-
tion and cross-correlation of the original pixels and the reconstruction pixels in the region (using
Wiener—Hopf equations) [70].

The ALF can be enabled or disabled for different picture areas based on the partitioning of

LCUs into CUs (in a quad-tree segmentation structure).

2.2.4 HEVC released versions

Additionally to H E'V C version 1 components that were described earlier, Version 2 of HEVC
was approved in October 2014. This version adds 21 range extensions (RExt) profiles, two
scalable extensions profiles (S HV C'), and one multi-view (MV — H EV (') profile [71, 72]. All of
the inter frame range extension profiles have an Intra profile [71]. H EV C — RExt was developed
to support non-4:2:0 colour formats, e.g. 4:4:4 and 4:2:2, and high bit-depth video, e.g. up to 16-
bit. Even though most screen content is captured in the 4:4:4 colour format, H E'V C version 1 does
not support it. Thus, in this version more attention was given to the coding of screen content. The
coding tools that improved the coding efficiency for screen content in H EV C — RExt compared
with H EV C version 1 include improvements to transform skip mode, Residual Differential Pulse
Code Modulation (RDPCM) and Cross-Component Prediction (CC'P). The new version of
transform skip mode supports block sizes up to 32x32 (versus only 4times4 support in version
1). Transform skip rotation, allows the encoder to indicate a rotation of residual data for 4x4
transform skip blocks while Transform skip context enabling, uses a separate context for entropy
coding the indication of which blocks are coded using transform skipping [73]. RDPC M allows
a vertical or horizontal spatial-predictive coding of residual data in transform skip and transform-

quantization bypass blocks which can be selected for use in intra blocks, inter blocks, or both [73].
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C PP improves coding efficiency using prediction between the chroma/luma components. In bit
rate it can be up to 7% for YCbCr 4:4:4 video [73].

Version 3 of HEV (' approved in April 2015 adds one 3D profile: 3D Main [73] while the
February 2016 draft of the screen content coding extensions added seven Screen Content Coding
(SCC) extension profiles, three high throughput extensions profiles, and four scalable extension
profiles [71]. The new coding tools of the 3rd version are adaptive color transform, adaptive
motion vector resolution, intra block copying and palette mode [74].

In Adaptive Colour Transform (ACT) a CU-level adaptation is used to convert residual to
different colour spaces. More precisely, an image block in the RGB colour space can be coded
directly or it can be converted adaptively to the YCoCg colour space during coding. Due to the
fact that much screen content uses the RGB colour space, removing inter-colour component re-
dundancy is important for efficient coding.

Using adaptive motion vector resolution, a slice-level control is enabled to switch the motion
vectors between full-pel and fractional resolutions.

HEVC SCC introduces a new CU mode in addition to the conventional intra and inter
modes, referred to as intra block copy (/BC). When a CU is coded in /BC' mode, the PUs
of this CU find similar reconstructed blocks within the same picture.

Palette mode enumerates different colour values that may exist in many blocks in screen con-
tents. Then for each sample, sends an index to indicate to which colour it belongs. In some cases,
palette mode can be more efficient than the prediction-then-transform representation.

The current version 4 approved in December 2016 includes seven SC'C extension profiles,
three high throughput extension profiles, and four scalable extension profiles [75].

An overview of H E'V C extension can be found in [76].

46



2.2.4.1 Scalability Extension

As mentioned in the previous subsection, Scalable Video Coding (SV () is included in the
second version of H E'V C, which has been finalized in October 2014. The Scalabilty extension of
HEVC (SHV C) has been designed as a high-level syntax only extension to allow reuse of existing
decoder components. It’s important to note that SHVC minimizes implementation complexity by
enabling repositioning of multiple single-layer HEVC cores to achieve efficient scalable coding.
Thus, SHVC achieves high scalable coding efficiency without requiring any block-level coding
logic changes to the single-layers HEVC cores [76], [77].

The objective of the SV (' standardization is to enable the encoding of a high-quality video bit
stream that contains one or more subset bitstreams. These bitstreams can themselves be decoded
with a complexity and reconstruction quality similar to that achieved using the existing Scalable
High efficiency Video Coding SHV C design, having the same quantity of data as in the subset
bit stream. More specifically, SV C provides a mechanism for coding video in multiple layers,
where each layer represents a different quality representation of the same video scene. The base
layer (BL) is the lowest quality representation while one or more enhancement layers (£ Ls) may
be coded by referencing lower layers and provide enhanced video quality. Having more than one
layers to encode, encoding of SV C' typically costs more bits to achieve the same video quality
compared to non-scalable video coding [76].

An HEVC decoder offers the option to select which layer of the encoded bitstream will
decode.

SHV C offers three levels of scalability like H.264/AV C" (a) spatial, (b) temporal, and (c)
quality (SN R). Spatial scalability and temporal scalability describe cases in which subsets of the

bit stream represent the source content with a reduced picture size (spatial resolution) or frame
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rate (temporal resolution), respectively. In quality scalability, the substream provides the same
spatio-temporal resolution as the complete bit stream, but with a lower fidelity — where fidelity is
often informally referred to as signal-to-noise ratio (SNR) [78].

Another feature of the SV C is error resiliency [76]. In cases where network errors will lead
to loss of F'L data, the resulted video will have much less quality degradation compared to non-
scalable data. In cases where the encoder has the capability to switch from a lower layer to a
higher layer in the bitstream, a video decoder can fully recover from an earlier loss in the higher
layer.

Applications that use SV C can benefit from the ability to adapt the video bitstream according

to the requirements of the decoders and conditions of the networks.

2.2.5 Performance Comparison of HEVC vs H.264

The most widely used video coding format in 2016 was H.264 while the current state-of-the-
art, HEVC, is expected to dominate the market in the near future. Tables 3 and 4 summarize the
average bitrate savings for equivalent PSNR to validate the performance gains of HEVC compared
to H.264/AVC, for both entertainment videos and common carotid ultrasound videos. In both
studies, the Bjgntegaard measurement method [79] for calculating objective differences between
rate-distortion curves was used as evaluation criterion. In [80], the test sequence included five
classes of different video and video resolution ranged between 416 x 240 to 2560 x 1600, while the
frame rate range is 24 Hz to 60 Hz. The video duration were 5s to 10s. As can be seen in Table
3, HEVC employing Main Profile achieved up to 35.4% average bitrate savings compared to
H.264/AVC employing High Profile, for equivalent PSNR for entertainment videos. It’s important
to note that applications achieved up to 49.3% average bitrate savings for entertainment application

scenario based on subjective assessment results. Additionally, in [81], the test sequence included
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Table 3: Average Bit Rate Savings for equivalent PSNR for Entertainment Videos

Bitrate Savings Relative to
Encodin H.264/MPEG-4 MPEG-2/
8 AVC HP H.263 CHC | MPEG-4 ASP 1262 MP
HEVC MP 35.4% 63.7% 65.1% 70.8%
H.264/MPEG-4 AVC HP - 44.5% 46.6% 55.4%
H.263 CHC - - 3.9% 19.7%
MPEG-4 ASP - - - 16.2%

Table 4: Average Bit Rate Savings for equivalent PSNR for CCA Ultrasound Videos

Bitrate Savings Relative to
Encodin H.264/MPEG-4 MPEG-2/
8 AVC HP H.263 CHC | MPEG-4 ASP 1262 MP
HEVC MP 33.2% 54.6% 58.3% 71%
H.264/MPEG-4 AVC HP - 32.3% 37.7% 56.8%
H.263 CHC - - 7.5% 32.4%
MPEG-4 ASP - - - 27.4%

ten ultrasound videos of the common carotid artery with video resolution 560xx416 at frame
rate equal to 50 Hz. The video duration 8s to 10s. As depicted in Table 4, HEVC employing
Main Profile achieved up to 33.2% average bitrate savings compared to H.264/AVC employing
High Profile, for equivalent PSNR for common carotid ultrasound videos. Consequently, the trend
is that using HEVC encoder we have important bitrate gains for equivalent PSNR in any video

modality.

2.3 Video Quality Assessment

The transmission of digital video on a daily base necessitate a ubiquitous service and a broad
range of applications rely on it. Globally, IP video traffic was up to 73% in 2016 and will be up to
82% of all consumer internet traffic by 2021 as Cisco Visual Networking Index forecasts [82].

As a video passes through various stages, like acquisition, digitization, encoding, transmission,
and decoding until its consumption by a viewer, many distortions may be introduced affecting the

perceptual quality of the video. This necessitates the evaluation of the visual quality of a video.
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The ability to quantify the quality of a video is the most significant requirement for emerging
medical video transmission systems. Diagnostic validation requires an accurate assessment of
the diagnostic capacity of the transmitted medical video [25]. Different from conventional video-
streaming quality requirements, the quality of transmission systems is measured in terms of their
diagnostic yield, thus depending on their ability to provide for a reliable and dependable diagnosis.

To evaluate the diagnostic yield of a streamed medical video both objective and subjective

(clinical) approaches exist.

2.3.1 Objective Medical Video Quality Assessment

Objective video quality assessment (V' (Q A) algorithms seek to make predictions of the visual
quality in the absence of any human subjective judgment. They are divided in three categories
(a) full reference, (b) blind or no reference and (c) reduced reference base on the amount of the

available knowledge that they use.

2.3.1.1 Full Reference Algorithms

Image quality assessment has seen significant growth over the last years and as a result to-
day’s most established VQAs are extensions of algorithms originally designed for image quality
assessment. Such examples are the Peak Signal-to-Noise Ratio (PSNR) and the average Structural
SIMilarity Index (SSIM) [83].

These are full reference algorithms since they require a reference video with respect to which
the quality of the decoded video is assessed. Such algorithms reach a satisfactory level of reliable

performance since they demonstrate high correlations with human subjective judgments.
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PSNR

PSNR utilizes the Mean Square Error (MSE) between the original and transmitted videos on
a frame basis. PSNR is one of the most established metrics for both image and video quality
assessment and is often used as the benchmark metric for measuring the objective performance
of transmitted video. Given a reference, uncompressed video I and a distorted (i.e. following

transmission) video K, with mxn spatial dimensions, the PSNR is computed as follows:

m—1n—1
1 .. .12
MSE =——% > [1(])—K(j) (1)
i=0 j=0
PSNR = 101 2557 )
- 0g10 MSE

SSIM

Another popular image quality assessment metric that has been extended to address video
quality assessment is Structural SIMilarity (SSIM) [83]. Similarly to PSNR and all image quality
assessment algorithms used for VQA, the index is computed separately for each frame and the
average yields the video quality assessment index. The following equations are abstracted from

[83].

Aty oy Oy
13+u3) (03+03)

S (Xv Y) =1 (Xv Y) -C (Xa Y) -8 (Xv Y) = ( (3)

where [(z,y), ¢(x,y), and s(x,y) are the luminance, the contrast and the structure comparison

measures respectively.
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OYEN 1 > 6% (i—v) (6)

i—1

To overcome the computation stability problem observed when (,uf<+u}2,) or (02—#03) is

close to 0, especially for flat image regions, equation 3 is modified so that it now reads:

(2pxpy+C1) (2045 +Ca)

SSIM (x,y) = @)
boy) (12 +p24Cy) (02 +02+C)
where C and C9 are two constants which are given by:
C1=(K;L)? and Cy=(K,L)? (8)

For the two new constants added, L = 255 for 8 bits/pixel gray scale images and K; and K>

are set to K;= 0.01, and K= 0.03 respectively in [83], values which are also adopted here.

MOVIE

Motion-based video integrity evaluation (M OV I E) is a full reference VQA algorithm where
both spatial and temporal (and spatio-temporal) aspects of distortion assessment are taken into
consideration [84]. That means that video quality is evaluated not only in space and time, but also
in space-time, by evaluating motion quality along computed motion trajectories. The performance
of the resulting algorithm shows that such distortions contribute significantly to the perception of
video quality.

The performance of MOVIE algorithm, proves that temporal and spatial distortions contribute
significantly to the perception of video quality, and is in agreement with physiological findings,

showing that it has high correlation with subjective mean opinion scores.

VMAF

Video Multi-Method Assessment Fusion (VM AF’) is a new VQA proposed by Netflix [85].

VMATF predicts subjective quality by combining multiple elementary quality metrics and seeks
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to reflect the viewer’s perception of their streaming quality. This metric is focused on quality
degradation due to compression an rescaling. The basic rationale is that each elementary metric
may have its own strengths and weaknesses with respect to the source content characteristics, type
of artifacts, and degree of distortion. VMAF is using a Support Vector Machine (S'V M) regressor
which assigns weights to each elementary metric. The final metric can preserve all the strengths
of the individual metrics, and deliver a more accurate final score. The machine-learning model is
trained and tested using the opinion scores obtained through a subjective experiment taken from
NFLX video dataset.

The current version of the VMAF algorithm incorporates the following elementary metrics:

eVisual Information Fidelity: V [ F'is animage quality metric that integrates natural scene statis-
tics (V.SS) modeling together with image/video degradation and human visual system
(HV'S) models in their algorithmic design. Natural images are modeled in the wavelet do-
main using Gaussian scale mixtures (GSM) [86]. In VMAF, they adopt a modified version

of VIF where the loss of fidelity in each scale is included as an elementary metric.

eDetail Loss Metric: DL M is an image quality metric based on the rationale of separately mea-
suring the loss of details which affects the content visibility, and the redundant impairment
which distracts viewer attention. The original metric combines both DLM and additive im-
pairment measure (AIM) to yield a final score [87]. However, in VMAF, they only adopt

the DLM as an elementary metric.

eMotion: This is a simple measure of the temporal difference between adjacent frames. This is
accomplished by calculating the average absolute pixel difference for the luminance com-

ponent.

53



2.3.1.2 No Reference Algorithms

A reliable no reference/blind VQA is needed in cases where no reference signal is available.

Most of the blind VQA algorithms generally follow one of the three following approaches:

eDistortion-specific: Algorithms quantify one or more distortions such as blur and/or block-

effect distortion and score the image accordingly.

eTraining-based: Algorithms train a model to predict the image quality score on a number of

features extracted from the image.

eNatural scene statistics: /N .S'S algorithms rely on the hypothesis that natural world images be-
long to a subspace of the space of all possible images and seek to find a distance value

between the examined image and the subspace of natural images.

BLIINDS-II

Blind image integrity notator DCT statistics (BLIIN DS — I1) algorithm is based on a non-
distortion-specific approach that inherits the advantages of the IV.S'S aproach to VQA [88]. After
a set of features is extracted from an image, the algorithm is trained using these features on a
simple Bayesian approach, and the learning model then predicts perceptual image quality scores.
For feature extraction, a generalized NSS based model of local DCT coefficients is estimated.
The model parameters are used to design features suitable for perceptual image quality score
prediction. The NSS features are used by the Bayesian probabilistic inference model to quantify
the visual quality. The algorithm requires minimal training and its results are correlated highly

with human visual perception of quality and yields highly competitive performance.
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VIIDEO

Video Intrinsic Integrity and Distortion Evaluation Oracle (V 11D EQ) algorithm is very promis-
ing since it is a new no reference VQA approach that does not require the use of any additional
information other than the video being quality evaluated [89]. VIIDEO does not require in ad-
vance any distortion knowledge like a training video dataset containing anticipated distortions, or
human judgments of video quality, distorted or no. Its benefit is that it only models the statis-
tical 'naturalness’ or lack thereof of an examined video. This is a significant advantage, having
in mind that it’s really difficult to create VQA databases containing distorted videos that are all
accompanied with human mean opinion scores.

Comparing VIIDEO algorithm with the full reference MSE metric, VIIDEO achieves better
correlation of the predictions’ quality with human subjective opinion. Currently, the only limita-
tion of this algorithm is that it consumes high computation resources due to the high complexity

of filtering divisive normalization operations.

2.3.2 Subjective Medical Video Quality Assessment - Clinical Protocol

There are unique challenges associated with both objective and subjective clinical VQA. In ad-
dition to the motion and QoS aspects of conventional VQA, unique clinical criteria, often different
for each medical modality, need to be properly assessed. These clinical criteria often correspond
to specific video portions that are of diagnostic interest. These regions of diagnostic interest are
much more sensitive to compression and error impairments given their significant clinical con-
tribution to the diagnostic yield of the particular medical video. On the other hand, diagnostic
ROI encoding may lead to diagnostically lossless medical videos. Clearly, both schemes are not

adequately assessed by current objective VQA algorithms.
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Table 5: Clinical evaluation rating

Rate | Description

1 Lowest score. Video is not suitable for diagnosis. The video is of unacceptably low
quality.

2 Poor video quality. The medical expert cannot evaluate its content.

3 Diagnostically unacceptable video quality. Video is not suitable for a confident diag-
nosis.

4 Diagnostically acceptable threshold. The medical expert can provide a confident di-
agnosis. There is a diagnostically acceptable loss of minor details.

5 Highest score. Diagnostically lossless video. The evaluated video carries equivalent

clinical information as the original video.

For subjective clinical evaluation, while we do expect that the basic features of subjective
quality assessment criteria described in [90] will play a role in emerging medical video quality
assessment standards, unique clinical criteria will also need to be adequately modeled. Diagnostic
yield of transmitted medical video is restricted by a number of factors including resolution, frame
rate, and end user equipment. For example, diagnostic capacity of a 720x576 resolution medical
video at 25 fps displayed on a mobile device largely differs from a 1440x1080 resolution at 40
fps displayed on a laptop. Hence, appropriate clinical rating schemes should also address the
aforementioned implications.

Currently, subjective clinical evaluation in this study is accomplished by medical experts
which provide a rate for each video. As can be seen in Table 5, the clinical ratings range from one
(1) to five (5), which correspond to the lowest and highest possible ratings, respectively. A rating
of four (4) translates to diagnostically lossless compression. In other words, despite the inherent
loss of some information attributed to compression, the ultrasound video maintains its original
clinical capacity.

More information can be seen in Chapter 4, Section 4.4.3, and in Chapter 5, Subsection 5.5.4.
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Chapter 3

Review of Wireless Networking Standards

3.1 Introduction

Each application and/or video modality has unique needs for transmission over wireless chan-
nels. Advances in wireless technologies are expected to allow transmission of higher resolution
and frame rates for medical video applications. 4G channels promise quality-of-service (QoS) pro-
vision through data prioritization classes for low delay-fixed bandwidth allocation. This enables
the development of telemedicine systems that will exploit a priori adaptation to channel state and
provide for a diagnostically robust system at a required bitrate, irrespective of channels conditions.
Based on medical expert’s feedback, channel knowledge, and end-user device capabilities, higher
bandwidth availability through 4G networks, namely Worldwide Interoperability for Microwave
Access and Long Term Evolution, are investigated with respect to the impact on medical video’s

diagnostic capacity.

3.2 Wireless Transmission Technologies

In terms of wireless infrastructure, the Global System for Mobile communications (GSM) [91]

is the most widely used wireless technology in the world, available in more than 219 countries and

57



territories. GSM signified the transition from analog 1st generation (1G) to digital 2nd generation
(2G) technology, and despite that originally it was designed almost entirely for voice communica-
tion, it is also capable of data transfer at rates from 9.6 kbps up to 14.4 kbps. At such low rates,
GSM can only be used for still images and it cannot be used for the transmission of medical video.

Table 6 summarizes access technologies, operating frequency bands, as well as typical delays.
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The evolution of mobile telecommunication systems from 2G to 2.5G (iDEBN, GPRS, EDGE)
and subsequently to 3G (W-CDMA, CDMA2000, TD-CDMA),3.5G (HSPA, HSPA+), mobile
WiMAX, and LTE systems has facilitated both an always-on model (as compared with the circuit-
switched mode of GSM), as well as the provision of faster data transfer rates and lower delays,
thus enabling the development of more-responsive telemedicine systems [4].

In terms of bandwidth, both 2.5G and 3G provide sufficient rates for medical image and bio-
signal transmission. For medical video transmission, 3G rates are sufficient for QCIF (176 x
144) resolution medical video (however this is a very low resolution video), as well as specific
regions of interests (ROIs). Furthermore High-speed packet access (HSPA) and HSPA+ 3.5G
technologies enable the transmission of high quality CIF (352 x 288) as well as up to 4CIF (704 x
576) resolution video and beyond [10].

Satellite systems provide a variety of data transfer rates starting from 2.4 kbps to high-speed
data rates of up to nx64 kbps and beyond. Satellite links have also the advantage of to be functional
all over the world. Furthermore, satellite links utilization in healthcare benefit from world-wide
coverage [99], but require line of sight and comparably higher power for similar bit rates.

WiMAX release 2.0 and LTE-advanced networks conforming to the IMT-advanced require-
ments [11] will constitute the next-generation family of technologies, namely 4G. Low latency,
high mobility, high bandwidths (targeting 100Mbps for high mobility and 1Gbps for low mobil-
ity, in the downlink), and QoS provisions, are expected to significantly boost the development of
mobile-healthcare systems and services. As a result, the wider availability of wireless network
infrastructure and the emerging high efficiency video compression methods will significantly ad-
vance existing mHealth applications.

WLAN is a flexible data communications system implemented as an extension to or as an

alternative to a wired LAN. WLANSs transmit and receive data over the air, minimizing the need
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for wired connections. WLANSs transmit and receive data over the air using radio frequency (RF)
technology. Thus, WLANSs combine data connectivity at hundreds of Mbps with, however limited
coverage (in the region of tens of meters at the level of an access point or typically few km within
an enterprise) and hence user mobility. To extend coverage over larger distances, wireless mesh
networks are also being considered. These networks are peer-to-peer multi-hop wireless networks,
in which stationary nodes take on the routing functionality thus forming the network’s backbone.
Basically, they act as a gateway to high-speed wired networks for mobile nodes (clients) which
communicate in a peer manner. Clearly, when tens of Mbps are available, we have sufficient

bandwidth for transmitting multiple video bit-streams. The problem of coverage still remains.

3.2.1 4G Networks

3.2.1.1 Background of 4G Mobile Technologies

In recent years, there have been major advances in mobile communications systems, in par-
ticular, the 4G mobile technologies with LTE network that are currently being deployed world-
wide. LTE is basically the next generation of cellular networks standardized by the 3rd Gen-
eration Partnership Project (3GGP). Furthermore, the IMT-Advanced 4G standards that include
LTE-Advanced will provide a global platform on which the next generations of interactive mobile
services that will provide faster data access, enhanced roaming capabilities, unified messaging, and
broadband multimedia services will be built. On the side, the coexistence of the LTE with high
speed packet access, enhanced data rates for global evolution will provide more service choices
for mobile healthcare and applications.

The other significant mobile network technology that constitutes part of the 4G evolution is

the World Wide Interoperability for Microwave Access (WiMAX) networks. WiMAX aims, in
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general, to provide wireless broadband services on the scale of the metropolitan area network and
is the commercialization of the IEEE 802.16 standard.
The competitive and effective usage of these two significant 4G constituent technologies for

mHealth applications will be one of the key research challenges in the near future.

3.2.2 Worldwide Interoperability for Microwave Access (WiMAX)

Worldwide Interoperability for Microwave Access (WiMAX) was firstly standardized for fixed
wireless applications in 2004 by the IEEE 802.16-2004 [95] and then for mobile applications in
2005 by the IEEE 802.16e [100] standards. After an initial hype of the WiMAX, lately there
has been scepticism as to its successful wide deployment, in favour of the LTE. However, current
standardization 802.16m [101], also termed as IEEE WirelessMAN-Advanced met the ITU-R
IMT-advanced requirements and succeeded as a 4G technology.

While 3G systems are designed primarily for mobile voice and data users, IEEE 802.16/WiMAX
systems are optimized to provide high-rate wireless connectivity for large set of services and ap-
plications (e.g., with multimedia traffic) which require QoS guarantee.

The IEEE 802.16 standard, which incorporates several advanced radio transmission technolo-
gies such as orthogonal frequency division multiplexing (OFDM), adaptive modulation and coding
(AMCQ), and adaptive forward error correction (FEC), is designed to provide broadband wireless
capability using a well defined quality of service (QoS) framework. Therefore, this is a promising
technology to provide wireless services requiring high rate transmission (in the range of tens of
megabits per second) and strict QoS requirements (e.g., for telemedicine applications) in both in-
door and outdoor environments. The potential advantages of using WiMAX and the related design

issues are outlined.
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IEEE 802.16/WiMAX technology intends to provide broadband connectivity to both fixed
and mobile users in a wireless metropolitan area network (WMAN) environment. Key features of

physical (PHY) and medium access control (MAC) layers are discussed next.

3.2.2.1 Physical (PHY) Layer

As already mentioned above, WiMAX standards define the air interface and more specifically
MAX and PHY layers. The physical layer of the IEEE 802.16 air interface operates at either
the 10-66 GHz (i.e., IEEE 802.16) or 2-11 GHz band (i.e., IEEE 802.16a) and supports data
rates in the range of 32—-130 Mb/s, depending on the operation bandwidth (e.g. 20, 25, or 28
MHz) as well as the modulation and coding schemes used (QPSK, 16-QAM, 64-QAM). The
primary features of the physical layer also include hybrid automatic repeat request (HARQ), and
fast channel feedback. The IEEE 802.16 standard specifies different air interfaces for different
frequency bands. In the 10-66 GHz band the signal propagation between a Base Station (BS)
and an Sub-carrier Station (SS) should be line of sight (LOS), and the air interface for this band
is wireless single carrier (SC). In the 2—11 GHz band, three different air interfaces supporting

non-line-of-sight (NLOS) communication can be used:

- WirelessMAN-SCa for single-carrier modulation.

- WirelessMAN-OFDM for OFDM-based transmission using 256 subcarriers. For this air inter-

face, the MAC scheme for the SSs is based on time-division multiple access (TDMA).

- WirelessMAN-OFDMA for OFDM-based transmission using 2048 subcarriers. The MAC al-
gorithm is based on orthogonal frequency-division multiple access (OFDMA) in which dif-

ferent groups of subcarriers are assigned to different subscriber stations (SS).
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WiMAX uses scalable orthogonal frequency division multiple access (SOFDMA) that divides
the transmission bandwidth into multiple subcarriers. The number of subcarries ranges from 128
for 1.25 MHz channel bandwidth and extends up to 2048 for 20 MHz channels. In this manner,
dynamic QoS tailored to individual application’s requirements can be succeeded. In addition, or-
thogonality among subcarriers allows overlapping leading to flat fading. In other words, multipath
interference is addressed by employing OFDM while at the same time available bandwidth can be
split and assigned to several requested parallel applications for improved system’s efficiency. The
latter is true for both downlink (DL) and uplink (UL).

Multiple input multiple output (MIMO) antenna system allows transmitting and receiving mul-
tiple signals over the same frequency. Two types of gain are possible, namely spatial diversity and
spatial multiplexing. For spatial diversity, unique configuration enables enhanced link quality by
combining independent faded signals resulting from simultaneously transmitted duplications of
the same information. For spatial multiplexing, increased throughput is achieved via the parallel

spatial channels transmission of multiple streams.

3.2.2.2 Medium Access Control (MAC) Layer

IEEE 802.16/WiMAX uses a connection-oriented MAC protocol, which provides a mech-
anism for the SSs to request bandwidth from the base stations (BS). Although each SS has a
standard 48-bit MAC address, the main purpose of this address is for hardware identification.
Therefore, a 16-bit connection identifier (CID) is used primarily to identify each connection to the
BS. On the downlink, the BS broadcasts data to all SSs in the same network. Each SS processes
only the MAC protocol data units (PDUs) containing its own CID and discards the other PDUs.

IEEE 802.16 MAC supports grant per SS (GPSS) mode of bandwidth allocation in which a portion
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of the available bandwidth is granted to each of the SSs, and each SS is responsible for allocating
the bandwidth among the corresponding connections.

In the MAC layer the most important supported features can be summarized in QoS provision
through different prioritization classes, direct scheduling for both DL and UL, efficient mobility
management, as well as security.

IEEE 802.16/WiMAX supports both frequency-division duplex (FDD) and time-division du-
plex (TDD) transmission modes. For TDD, a MAC frame is divided into uplink and downlink
subframes. The lengths of these subframes are determined dynamically by the BS and broadcast
to the SSs through downlink and uplink map messages (UL-MAP and DL-MAP) at the beginning
of each frame. Therefore, each SS knows when and how long to receive and transmit data to
the BS. In the uplink direction a subframe also contains ranging information to identify an SS,
information on the requested bandwidth, and data PDUs for each SS.

As mentioned above, the IEEE 802.16/WiMAX standard defines a QoS framework for differ-
ent classes of services. The following three major types of services are supported, each of which

has different QoS requirements [102].

- Unsolicited grant service (UGS): This service type supports constant-bit-rate (CBR) traffic. In
this case the BS allocates a fixed amount of bandwidth to each of the connections in a static
manner; therefore, delay and jitter can be minimized. UGS service is suitable for traffic

with very strict QoS constraints for which delay and loss need to be minimized.

- Polling service (PS): This service supports traffic for which some level of QoS guarantee is
required. It can be divided into two subtypes: real-time polling service (rtPS) and non-real-

time polling service (nrtPS). The difference between these subtypes lies in the tightness
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of the QoS requirements (i.e., rtPS is more delay- sensitive than nrtPS). Not only delay-
sensitive traffic but also non-real-time Internet traffic can use polling service to achieve a
certain through- put guarantee. The amount of bandwidth required for this type of service
is determined dynamically based on the required QoS performance and the dynamic traffic

arrivals for the corresponding connections.

- Best-Effort Service (BE): This is for traffic with no QoS guarantee (e.g., web and e-mail traf-
fic). The amount of bandwidth allocated to BE service depends on the bandwidth allocation
policies for the other two types of service. In particular, the bandwidth left after serving

UGS and PS traffic is allocated to BE service.

Mobility management is efficient in 802.16e and current 802.16m standards, which was an
issue in 802.16d primary standard for fixed connections. With a theoretical support of serving
users at 120 km/h in 802.16e, established connections to provide adequate performance for vehi-
cles moving with speeds between 50-100 km/h. More, in 802.16m, mobility support is extended
for mobile speeds up to 350 km/h as defined in the evaluation of IMT-advanced requirements.

Finally, enhanced security, especially when compared to competing technologies (like WLANSs)
is one of the key features in WiMAX networks, protecting the end-user from a variety of threats.
Improved security is based on an extensible authentication protocol (EAP) for authentication,
while advanced encryption system (AES) is employed for encryption. BS and SS are authenti-

cated via the privacy key management (PKM) algorithm.

3.2.3 Long Term Evolution

The long-term evolution (LTE) as defined by the 3rd Generation Partnership Project (3GPP)

[96] is a highly flexible radio interface. LTE is standardised in 3GPP Release 8 series, with minor
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enhancements described in Release 9. The first release of LTE provides peak rates of 300 Mb/s,
a radio-network delay of less than 5 ms, a significant increase in spectrum efficiency compared to
previous cellular systems, and a new flat radio-network architecture designed to simplify operation
and to reduce cost. LTE supports both frequency-division duplex (FDD) and time-division duplex
(TDD), as well as a wide range of system bandwidths in order to operate in a large number of
different spectrum allocations.

The goal of LTE is to increase the capacity and speed of wireless data networks using new DSP
(digital signal processing) techniques and modulations that were developed around the 2000. Ad-
ditionally, LTE also aims for a smooth evolution from earlier 3GPP systems such as time division-
synchronous code division multiple access (TD-SCDMA) and wide-band code division multiple
access/high-speed packet access (WCDMA/HSPA), as well as 3GPP2 systems such as code divi-
sion multiple access (cdma) 2000. Finally, LTE also constitutes a major step toward international
mobile telephony (IMT)-Advanced. In fact, the first release of LTE already includes many of the
features originally considered for future fourth-generation systems [103].

The core of the LTE downlink radio transmission is the multiple-carrier multiplexing orthogo-
nal frequency-division multiplexing (OFDM), with data transmitted on a large number of parallel,
narrow-band subcarriers. Due to the use of relatively narrowband subcarriers in combination with
a cyclic prefix, OFDM transmission is inherently robust to time dispersion on the radio channel
without a requirement to resort to advanced and potentially complex receiver-side channel equal-
ization. For the down-link, this is an attractive property because it simplifies the receiver baseband
processing with reduced terminal cost and power consumption as consequences. This is especially
important considering the wide transmission bandwidths of LTE, and even more so in combination

with advanced multi-antenna transmission, such as spatial multiplexing.
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On the opposite site for the uplink, where the available transmission power is significantly
lower than for the downlink, its design is to enable highly power-efficient transmission. This
improves coverage and reduces terminal cost and power consumption at the transmitter. For this
reason, single-carrier transmission, based on discrete Fourier transform (DFT)-precoded OFDM,
sometimes also referred to as single-carrier frequency-division multiple access (SC-FDMA), is
used for the LTE uplink.

The radio link control (RLC) and medium access control (MAC) layers, among other tasks, are
responsible for retransmission handling and multiplexing of data flows. In the physical layer, the
data that is to be transmitted is turbo coded and modulated using one of the following: quadrature-
phase shift keying (QPSK),16-QAM, or 64-QAM, followed by OFDM modulation. The subcarrier
spacing is 15 kHz and two cyclic-prefix lengths are supported in both uplink and downlink, a nor-
mal cyclic prefix of 4.7 us, suitable for most deployments and an extended cyclic prefix of 16.7 us
for highly dispersive environments. In the downlink, different types of multi-antenna processing,
further described below, are applied prior to OFDM modulation. In the uplink, to preserve the
single-carrier properties, a DFT precoder is used prior to the OFDM modulator. It’s important
to mention that the DFT precoder does not compromise orthogonality between subcarriers. In
addition, cell-specific reference signals are transmitted in the downlink to support channel estima-
tion for coherent demodulation, as well as for various measurement purposes, including not only
measurements for mobility management but also channel quality measurements.

To handle occasional retransmission errors, LTE includes a two-layered retransmission scheme:
a fast hybrid-automatic repeat request (ARQ) protocol with low overhead feedback and support
for soft combining with incremental redundancy is complemented by a highly reliable selective-

repeat ARQ protocol. The use of a two-layered mechanism achieves low latency and low overhead
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without sacrificing reliability. Most errors are captured and corrected by the lightweight hybrid-
ARQ protocol, which provides feedback to the transmitter for each transmitted subframe; only
rarely, in terms of latency and overhead, the more expensive ARQ retransmissions are required.
The tight coupling between the two retransmission layers is possible because both mechanisms
are terminated in the base station.

To support the LTE features, scheduling decisions, hybrid-ARQ feedback, channel-status re-
ports, and other control information must be communicated between the base station and the
terminal. In the downlink, the control signaling is transmitted using (typically) up to three of the
first OFDM symbols in each subframe. The code rate of the control signaling for each terminal
can be adjusted individually to match the instantaneous channel conditions and to minimize the
overhead. Also, the total amount of resources in the downlink used for control signaling can be
varied dynamically to minimize the overhead.

LTE allows multi-antenna applications for single and multi users through MIMO technology
(up to 4-layers in the downlink and 2-layers in the uplink).

Thus, the the key features provided by LTE systems include enhanced mobility support (up
to 350 km/h), efficient multimedia broadcast multicast service (MBMS), QoS provision, security,

and cell capacity up to 200 active users.

3.2.3.1 LTE-Advanced

LTE-Advanced is the evolutionary path from LTE Release 8 satisfying the IMT-Advanced re-
quirements. IMT-Advanced is the term used by the ITU for radio-access technologies beyond
IMT-2000 and an invitation to submit candidate technologies for IMT-Advanced has been issued
by ITU [104]. Such systems provide access to a wide range of telecommunication services includ-

ing advanced mobile services, supported by mobile and fixed networks, which are increasingly

69



Table 7: ITU and 3GGP requirements

Quantity IMT-Advanced | LTE-Advanced
UL 1 Gbit/s
Peak data rate BL 500 Mbii/s
Spectrum allocation Up to 40 MHz Up to 100 Mhz
Latency User plane 10 ms 10 ms
Control plane | 100 ms 50 ms
Peak 15 bit/.s/Hz DL 30 b%t/s/Hz DL
6.75 bit/s/Hz UL | 15 bit/s/Hz UL
. . 2.2 bit/s/Hz DL | 2.6 bit/s/Hz DL
Spectrum efficiency (4 ant BS, 2 ant terminal) | Average 14 bit/s/Hz UL 2.0 bit/s/Hz UL
Cell-edge 0.06 b%t/s/Hz DL | 0.09 b%t/s/Hz DL
0.03 bit/s/Hz UL | 0.07 bit/s/Hz UL

packet-based. All the requirements of the IMT-Advanced cannot be fulfilled by LTE Release 8
and require technology beyond Release 8.

Being an evolution of LTE, LTE-Advanced should be backwards compatible in the sense that
it should be possible to deploy LTE-Advanced in spectrum already occupied by the first release
of LTE with no impact on existing LTE terminals. A direct consequence of this requirement is
that, for an LTE terminal, an LTE-Advanced-capable network should appear as an LTE network.
Such spectrum compatibility is of critical importance for a smooth, low-cost transition to LTE-
Advanced capabilities within the network. As can be seen in Table 4, requirements are set not
only on the peak spectral efficiency, but also on the average and cell-edge spectral efficiency. The
latter are, in most practical deployments, more important than the peak rates and [104].

LTE-Advanced has adopted many new technology components [105]. These components in-
clude:

Carrier aggregation enables wider bandwidth transmission up to 100 MHz utilizing a com-
bination of frequency blocks, thus increasing system’s peak data rates. Carrier aggregation is
attractive because it allows operators to deploy a system with extended bandwidth by aggregat-
ing several smaller component carriers while providing backward compatibility to legacy users.

Three possible aggregation scenarios are possible: contiguous aggregation of component carriers
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in a single band, non-contiguous aggregation of component carriers in a single band, and non-
contiguous aggregation of component carriers over multiple bands. Up to five component carriers
may be aggregated together, providing a maximum bandwidth of 100 MHz.

Enhanced Multi-antenna transmission in LTE-advanced systems include eight-layer trans-
mission in the downlink that can be transmitted using an 8x8 antenna configuration, allowing
for a peak spectral efficiency exceeding the requirement of 30 bit/s/Hz and implying a possibil-
ity for data rates beyond 1 Gbit/s in a 40 MHz bandwidth and even higher data rates with wider
bandwidth. Furthermore, LTE-Advanced systems include spatial multiplexing of up to four layers
also for the uplink. With four-layer transmission in the uplink, a peak uplink spectral efficiency
exceeding 15 bit/s/Hz can be achieved.

Coordinated Multi-point Transmission and Reception (CoMP) is another novel technique
defined in the standard which provides for increased throughput on the cell edge. The key idea
is that multiple e-Node Bs cooperate to coordinate transmission relevant aspects that provide for
reduced interference and increased throughput for UEs located near the cell edge.

Relaying variation solutions can be envisioned to improve coverage and reduce deployment
cost, depending on the scheme applied, although they all share the basic property of relaying
the communication between the donor cell and the terminal. The donor cell may, in addition to
serving one or several relays, also communicate directly with other terminals. The simplest form
of relay is a repeater, which simply amplify and forward the received analog signals. Repeaters
simply amplify and forward the received analog signals and are used already today for handling
coverage holes. Such repeaters are invisible to both the terminal and the base station. However,
more advanced repeater structures can be considered. The intermediate node may also decode and

re-encode any received data prior to forwarding it to the served users. This is often referred to
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as decode-and-forward relaying. As the intermediate node decodes and re-encodes received data
blocks a significant delay is introduced, longer than the LTE subframe duration of 1 ms.
Concluding, the evolution of LTE, also called LTE-Advanced will incorporate additional tech-
nology components to further enhance the performance beyond the IMT-Advanced requirements
while maintaining backwards compatibility with earlier releases of LTE. These technology com-
ponents include extended spectrum flexibility, multi-antenna solutions, coordinated multi-point

transmission/reception, and the use of advanced repeaters/relaying.

3.2.4 5G Standardization Efforts

Throughout the development of 5G, there are already plethora of reports discussing on the po-
tential benefits that 5G technology will enable. It’s documented that several industry associations
have been researching and supporting the vision of 5G since 2013. Pre-standards research efforts
include dozens of 5G research projects across the globe [106], like METIS [107] and SGNOW
[108].

This early research enables 5G to be quickly standardized in organizations like the 3rd Genera-
tion Partnership Project (3GPP), the ITU Radiocommunication Sector (ITU-R), the ITU Telecom-
munication Standardization Sector (ITU-T), the European Telecommunications Standards Insti-
tute (ETSI), the Internet Engineering Task Force (IETF) and more. However, it’s important to
note that 5G standardization is primarily driven through 3GPP [109]. 3GPP has been intensify-
ing its effort to IMT-2020 (5G) development since September 2015, since it held a conference in
September 2015 to plan development of the new standard.

Thenceforth, the organization released Release 14 and Release 15 that both represent the first
phase of work towards 5G standards with Release 14 focused on the study items towards 5G and

Release 15 on the first phase of normative specifications for 5G, to wit what can be achieved.
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5G work will involve both the radio access network and the system architecture. However, the
architecture today is based upon a set of assumptions that have been around the mobile system for
some time. Therefore, 3GPP is trying to compound the diversity of views and projects in order to
be proposed for 5G specification. Some tough decisions about what must be taken on in Release

16 are now being made.
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Chapter 4

High-Resolution, Low-Delay, and Error-Resilient Medical
Ultrasound Video Communication Using H.264/AVC Over Mobile

WiMAX Networks

4.1 Introduction

Continuous advances in medical video coding, together with wider availability of current and
emerging wireless network infrastructure, provide the key technologies that are needed to support
mHealth video communication technologies in standard clinical practice. Over the past decade,
demand for mobile health systems has been growing [5, 10, 4]. Demand is driven by the need
for responsive emergency telematics, remote diagnosis and care, medical education, as well as for
mass population screening and emergency crisis management. Advancements in mobile health
systems are expected to bring greater socioeconomic benefits, improving the quality of life of
patients with mobility problems, the elderly, and people residing in remote areas, by enhancing
their access to specialized care. Moreover, they will provide a critical time advantage that can

prove life saving in life-threatening emergency incidents.
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Current research in mHealth video communications systems include modality-aware (m-aware)
diagnostically driven systems, which adapt to the underlying wireless transmission medium [10],
[110]. Diagnostically driven systems often rely on the use of diagnostic regions of interest (ROIs)[25,
111, 8]. Adaptation to the wireless network’s characteristics includes diagnostically relevant se-
lection of the source encoding parameters and error control for addressing inevitable transmission
errors. Clinical video quality assessment (VQA) methods are vital for the systems’ objective of
communicating reliable medical video to the medical expert [25, 112, 113].

In terms of wireless infrastructure, thus far, mHealth video systems have been primarily based
on 3G wireless networks [10, 111]. Given the limited upload data rates supported by these chan-
nels (up to 384 kb/s), the associated source encoding parameters were bounded to CIF resolution
video size. As documented in [25] and [8], medical video resolution directly impacts the clinical
capacity of the transmitted video. For atherosclerotic plaque ultrasound video, shifting from QCIF
(176x144) to CIF (352 x288) resolution enables the assessment of plaque type [8], providing crit-
ical clinical information to the medical expert for assessing the possibility of a plaque rupture,
leading to stroke. Some recent studies that have briefly highlighted the benefits associated with
streaming higher resolutions can be found in [25] and [33, 114, 115]. However, these studies are
based on a limited number of cases, while the clinical aspect has not been extensively addressed.
Moreover, these previous studies did not address individual network parameters’ issues associated

with clinical capacity of high-resolution video transmission.
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A summary of the afore-described studies appears in Table 8. As evident, early medical video
communication systems relied on earlier video coding standards and wireless networks. Conse-
quently, the limited compression capabilities and available data rates resulted in the transmission
of low resolution video that in turn translated to limited clinical quality. The next generation
of such systems however, employing new video encoding standards and exploiting higher data
rates facilitated by new wireless channels, supported higher video resolutions, and were hence
of increased clinical capacity. At the same time, the diversity of the investigated medical video
modalities, highlights the necessity of adapting medical video communication systems in stan-
dard clinical practice, across the range of different application scenarios. For that reason, video
quality assessment metrics were further introduced to quantify the communicated video’s clinical
capacity, towards increasing the reliability and hence impact of such systems.

The motivation of this work was based on the observation that there was no study that thor-
oughly investigated the implications of wireless networks varying state on clinical video quality.
As a result, there is a strong demand to investigate new 3.5G and 4G wireless technologies [122]
that can facilitate medical video communication at the clinically acquired video resolution. Ulti-
mately, the goal is to deliver sufficiently high resolutions and video frame rates with the low-delay
and low packet loss rates (PLR) that can approach the experience of in-hospital examinations.

In this study, we investigate the added clinical value of high-resolution (4CIF - 704 x 576)
medical video communications over mobile worldwide interoperability for microwave access
(WiMAX) networks for emergency telemedicine. The efficacy of the proposed end-to-end ul-
trasound video communication scheme is validated based on scalable clinical criteria. For this
purpose, the clinically validated approach introduced [122] is extended from the CIF resolution

to the higher resolution of 4CIF and the lower resolution of QCIF. In [8], diagnostically relevant
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Figure 16: Atherosclerotic plaque ultrasound variable quality slice encoding. (a) Pixel-based
segmentation of diagnostically important regions (based on [123]), (b) FMO type 2 Macroblock
Allocation Map (MBAmap), (c¢) The corresponding Quantization Parameter Allocation Map
(QPAmap) for variable quality slice encoding (introduced in [8]), (d) Plaque ROI segmented from
original 4CIF video, (e) Plaque ROI with QP:28 segmented from 4CIF resolution video with QPs:
38/30/28.

selection of encoding parameters based on video region’s clinical importance was used (see Fig-
ure 16). Here, we extensively validate different medium access control (MAC) and Physical layer
features of mobile WiMAX channels that can support efficient emergency telemedicine mHealth
systems. Most importantly, we clinically evaluate ultrasound videos transmitted using different
network parameters configurations. The goal of the network study is to provide recommendations
for resilient network parameter selection that will accommodate different emergency scenarios
and varying network state.

We summarize the primary contributions of this study over previously published work (see,
e.g., [8]) in three different areas.

1. Robust video encoding at three different resolutions: We consider QCIF, CIF, and 4CIF
resolutions and carefully discuss the clinically validated criteria associated with each spatial reso-
lution. For each case, we measure improvement in terms of the reduction in bitrate, which can be
used for increasing the peak signal-to-noise ratio (PSNR) of the reconstructed video as compared
to standard H.264/AVC encoding. For this purpose, we employ the BD-PSNR algorithm, which

estimates the average bitrate gains for equivalent PSNR levels for a total of 240 cases of QCIF,
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CIF, and 4CIF resolutions. Beyond the cases considered in [8], we consider an additional 1500
4CITF transmission cases over Mobile WiMaX.

2. Relationship between spatial resolution (QCIF, CIF, 4CIF) and clinical diagnosis: We sum-
marize the clinical criteria that can be addressed at different resolutions. This relationship is
validated through separate evaluation of the different criteria. For example, the use of 4CIF (704
X 576) resolution allows the use of new clinical criteria that are closer to standards used for
in-hospital exams. For the current application, the additional resolution allows us to visualize
atherosclerotic plaque morphology, not just the plaque type.

3. Medical video communications over Mobile WiMAX networks: We propose an emulation
framework for mobile WiMAX medical video communication based on OPNET modeler. For
this purpose, real ultrasound video encodings are used to generate video trace files imported to
OPNET to model wireless video transmission. Following transmission, the communicated video
packets are mapped back to the original files for decoding. The latter method allows us to real-
istically measure the effect of each investigated configuration setting both objectively and most
importantly, subjectively (clinical evaluation).

Based on the previously described method, we provide recommendations for mobile WIMAX
network parameter utilization for maximizing the communicated video’s clinical capacity. Typical
emergency telemedicine scenarios are constructed as a function of three different channel modula-
tion and coding schemes, hybrid signal attenuation model, various distances from the base station
(BS), and diverse mobility patterns. Mobile WIMAX network’s performance is validated using
quality of service (QoS) measurements such as PLR, packet delay, and PSNR of reconstructed

video bitstreams, for an overwhelming number of 1500 video cases.
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4.2 Mobile WiMAX for Video Communications

WiMAX was first standardized for fixed wireless applications in 2004 by the IEEE 802.16-
2004 and then for mobile applications in 2005 by the IEEE 802.16e standard [124]. The current
WiMAX standard 802.16m, also termed as IEEE WirelessMAN-Advanced, met the ITU-R IMT-
advanced requirements and is considered to be a 4G technology. In what follows, we describe the
WiMAX features provided at the physical layer (PHY) and the MAC layer.

A. Physical Layer Features

The primary features of the physical layer include adaptive modulation and coding (QPSK, 16-
QAM, 64-QAM), hybrid automatic repeat request (hARQ), and fast channel feedback. WiMAX
uses scalable orthogonal frequency division multiple access that divides the transmission band-
width into multiple subcarriers. The number of subcarriers ranges from 128 for 1.25 MHz channel
bandwidth and extends up to 2048 for 20-MHz channels. In this manner, dynamic QoS can be
tailored to an individual application’s requirements. In addition, orthogonality among subcarri-
ers allows overlapping leading to flat fading. In other words, multipath interference is addressed
by employing OFDM, while available bandwidth can be split and assigned to several requested
parallel applications for improved system’s efficiency. The latter is true for both downlink (DL)
and uplink (UL). A multiple-input multiple-output antenna system improves communication per-
formance, including significant increases in data throughput and link range, without additional
bandwidth or increased transmit power.

B. MAC Layer Features The most important features of the MAC layer include QoS provision
through different prioritization classes, direct scheduling for DL and UL, efficient mobility man-
agement, and security. The five QoS categories are described in [124] and [125]. Based on each

application’s requirements, we have an appropriate QoS class with its corresponding UL burst and
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data rate. For real-time video streaming, the best option is to use the real-time polling service
(rtPS) QoS class. The rtPS class specifies the minimum sustained data rate, the maximum traf-
fic burst, the maximum tolerated latency, and a traffic priority, which the WiMAX air interface
scheduler is designed to accommodate [125].

Mobility management is well addressed in 802.16e and current 802.16m standards, which was
an issue in 802.16d primary standard for fixed connections. With a theoretical support of serving
users at 120 km/h in 802.16e, established connections provide adequate performance for vehicles

moving with speeds between 50 and 100 km/h.

4.3 Methodology

We investigate high-resolution medical video communication performance over mobile WiMAX
networks based on realistic clinical scenarios. The aim is to model realistic scenarios that can be
used to evaluate the challenges associated with developing mHealth video systems for emergency
telemedicine. Such a system is illustrated in Figure 17. The key concept is to communicate
the patient’s video (trauma or ultrasound) to the hospital premises, for remote diagnosis and as-
sistance with in-ambulance care, moreover for better triage and hospital admission related tasks

(e.g., surgery chamber preparation).
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For the scenario depicted in Figure 17, the medical ultrasound video transmission is launched
once the paramedics have stabilized the patient, utilizing equipment residing in the ambulance.
The simulated scenario models a typical route from the emergency incident to the hospital premises
and highlights the technological challenges associated with the wireless communication of ultra-
sound video of adequate diagnostic quality.

In what follows, we provide more detailed descriptions of each block component of the pro-
posed medical video communication framework in the context of the scenario depicted in Figure

17.

4.3.1 Pre-processing

This step typically involves video resolution and frame rate adjustments to match the avail-
able channel bandwidth (upload data rate) and end-user device capabilities. In this study, high
bandwidth mobile WiMAX networks allow the investigation of the transmission of 4CIF video

resolution at 15 fps.

4.3.2 Diagnostically Relevant Encoding

The proposed system uses a diagnostically relevant (m-aware) and resilient encoding scheme
that has been described in [25, 8]. The key idea was to associate video regions of interest with clin-
ical criteria. Each video slice was then assigned a quality level based on its diagnostic significance.
These quality levels were implemented by adjusting the values of the quantization parameter as
demonstrated in Figure 16. In this manner, significant bitrate requirements can be preserved by
compressing the background (non-diagnostically important region). The basic ROI-approach can
be extended to different medical imaging modalities and is already gaining ground in the literature

[10, 25, 118].
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For atherosclerotic plaque ultrasound videos, the correspondence between the ROIs and the
clinical significance was as follows (see Figure 16 ):

1. Plaque region for visualizing plaque type, morphology, and motion: This was the primary
region of interest. By visualizing the plaque type and morphology, we can assess the stability of
the plaque (e.g., darker plaques turn to be more dangerous). Plaque motion patterns can also help
in assessing plaque stability. The use of 4CIF resolution over WiMAX networks is particularly
critical for this region (see Figure 16 and Table 14)

2. Surrounding plaque region for visualizing stenosis: A high degree of stenosis is used as a
strong predictor of the risk of stroke.

3. Near and far wall regions for visualizing wall motion: The interest in visualizing the near
and far walls comes from the need to compare motion patterns with the plaque. Unstable plaques
can have different motion patterns than the whole plaque.

4. ECG region for visualizing ECG waveform: The ECG was used to help visualize plaque

and stenosis changes through different parts of the cardiac cycle (e.g., during systole and diastole).

In this study, we considered three different video resolutions, namely QCIF (176x144), CIF
(352x288), and 4CIF (704x576), for the encoding setup depicted in the left column of Table 10.
The objective was to include scalable screen resolutions that are widely used in the literature
today, in addition to investigating high-resolution encodings over mobile WiMAX networks. In
the latter case only 4CIF resolution with the recommended, diagnostically acceptable QPs setting

of 38/30/28 (see also [8]) was used.
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A series of ten videos encoded at 15 frames per second (fps) was used to evaluate the pro-
posed concept. H.264/AVC error resilient tool, Flexible Macroblock Ordering (FMO) type 2,
was used to implement variable quality slice encoding. Baseline profile, universal variable length
coding (UVLC) entropy coding, IPPP encoding structure, with an Intraupdate frame interval of
15 frames, and a total of 100 frames per video summarize the encoding parameters. The JM
H.264/AVC reference software [126] had been used for encoding. For the mobile WiMAX video
transmission experiments, the obtained results were averaged over 10 simulations runs for each
scenario. Redundant slices (RS) at the encoder (one every four coded frames), and simple frame

copy error concealment at the decoder, were used to recover from packet losses.

4.3.3 Mobile WiMAX Video Transmission

We investigated high-resolution video communication performance based on the scenario il-
lustrated in Figure 17. Our aim was to realistically model the varying state of wireless channels
that contributes to ultrasound video degradation when transmitting from the ambulance to the hos-
pital. For this typical scenario, we investigated the use of different channel modulation and coding
schemes, signal attenuation due to different signal propagation models, mobility, distance from
the base station (BS), bandwidth availability through subcarriers scalability, and QoS prioritiza-
tion classes.

A synopsis of the parameters associated with the scenario of Figure 17 appears in Table 10,
while the total number of processed videos is illustrated in the right column of Table 9. The
ambulance travels with speeds ranging from 60-100 km/h and traverses through locations situ-
ated near the effective coverage zone of the BS (distance range: 150 m -1.3 km). The multipath
channel model is set to ITU Vehicular A, while a vehicular path loss model is also considered;

with a shadow fading correction of 12 dBs (OPNET [127] implements differently path loss and
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Table 10: Mobile WiMAX Network Configuration Parameters. OFDMA: Orthogonal Frequency
Division Multiple Access, TDD: Time Division Duplexing, ARQ: Automatic Repeat reQuest,
hARQ: Hybrid Automatic Repeat request, DL: Downlink, UL: Uplink, Msps: Mega Symbols
per Second, BS: Base Station, MS: Mobile Station. '16-QAM 3/4: 3/b/symbol/Hz * Msps (512
subcarriers) = 8.64/ 1.728 Mbps, 64-QAM 3/4: 4.5 b/symbol/Hz * Msps (512 subcarriers) = 12.96/
2.592 Mbps, 2QPSK 1/2: 1 b/symbol/Hz * Msps (2048 subcarriers) = 9.216 /2.6112 Mbps, >For

the 10 atherosclerotic plaque ultrasound videos of the dataset. Example from [121]

Parameter Value Parameter Value
Access Technology OFDMA Frame Duration Sms
20MHz
Base Frequency 5.8 GHz Symbol Duration 100.8
Subcarrier Frequency Spac- | 10.9375 KHz | Total Capacity | 2.88/0.576  Msps (512
ing DL/UL subcarriers)!
9.216/2.6112 Msps (2048
subcarriers)?
ARQ/hARQ Disabled Duplexing Tech- | TDD
nique
Number Transmit BS: 1, MS: 1 Multipath  Channel | ITU Vehicular A/ Vehicular
Receive Antennas Model/ Environment/ 12 dB
Pathloss Model/
Shadow Fading
Additive Correction
in dBs
Antenna Gain BS: 15 dBi, | MAC Layer QoS | Real time polling service
MS: -1dBi Class (rtps)
Maximum Transmission | BS: 2 W, MS: | Minimum Sustained 768 kbps, 1 Mbps,
Power 0.5W Data Rate3 1.3 Mbps, 1.5 Mbps
Modulation and Coding QPSK  1/2, | Mobility 60-100 Km/h
16-QAM 3/4,
64-QAM 3/4

multipath fading, and allows shadow fading correction for increasing possible signal attenuation
combinations during simulations). Three different channel modulation and coding schemes were
investigated, namely QPSK 1/2, 16-QAM 3/4, and 64-QAM 3/4, with the number of subcarriers

set to 512, besides QPSK 1/2 which is set to 2014.

4.3.4 Scenario 1

For a more realistic evaluation, the ultrasound video traffic sent through the network is mod-

eled via trace files generated using real ultrasound video encodings. In scenario 1, the ultrasound

87



videos were looped over the entire route to examine the wireless channel’s performance by mea-
suring the average QoS parameters such as packet loss rates (PLR), end-to-end delay, and delay

jitter.

4.3.5 Scenario 2

In scenario 2, ultrasound video traffic was initiated at four different locations as can be seen
in Figure 17, selected to highlight the wireless channel’s ability to provide reliable medical video
communications at different distances from the BS. Following the wireless transmission and the
QoS measurements, the successfully streamed packets were mapped back to the original RTP files,
decoded, and evaluated by the relevant medical expert. In addition to the wireless network’s QoS

measurements, VQA ratings described below summarize the evaluation setup.

4.3.6 Video Quality Assessment

VQA includes objective and subjective evaluations. Objective VQA is given in terms of the
video quality metric (e.g., PSNR) computed over the specified video slices using the clinical cri-
teria. Clinical evaluation is performed by the relevant medical expert for the clinical criteria pro-
vided in Table 14. Ratings are given in the range of 1-5. A rating of 5 is the highest possible and
it signifies that the diagnostic information in the decoded video is of essentially the same quality
as the original video. A rating of 4 indicates that there is a diagnostically acceptable loss of minor
details. At the lowest scale, a rating of 1 signifies that the decoded video is of unacceptably low

quality.
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Table 11: Average bit rate gains of diagnostically relevant encoding while maintaining the same
diagnostic quality for FMO ROI RS. FMO ROI RS stands for variable quality slice encoding with
redundant slices. FMO stands for standard H.264/AVC FMO type 2 encoding. Bitrate gains ac-
count for the reductions in bitrate requirements for equivalent objective quality (PSNR), estimated
using the BD-PSNR algorithm for QP values: 36, 32, 28, and 24. Example from [121].

QCIF CIF 4CIF
Bit Rate Gain (%) 34.7 39.8 423

4500 -
4CIF
' 1 A
3500 -
FMO FMO ROI RS
3000 -

BitRate (kbps)
5
8

8

1000 - A

500 1 EMO FMO ROI RS
36 32 28 24 36 32 28 24 36 32 28 24 36 32 28 24 36 32 28 24 36 32 28 24
Quantization Parameter

Figure 18: Boxplots depicting bitrate requirements for equivalent perceptual quality of the two
investigated encodings schemes, using four QPs and QCIF, CIF, and 4CIF video resolutions. Ex-
ample from [121].

4.4 Results and Discussion
In this section, we discuss the experimental evaluation of the proposed medical ultrasound

video transmission framework. We present results in terms of video encoding, medical video

transmission over mobile WiMAX channels, and clinical evaluation.

4.4.1 Diagnostically Relevant Encoding

To demonstrate the efficiency of the proposed diagnostically relevant encoding scheme, we
provided a comparative evaluation of: (i) FMO with constant QP video slices and (ii) FMO with
variable QPs and RS for communications in noisy environments. For each method, we had four

sets of quantization levels for the video slices as depicted in Table 9.
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Table 12: QoS measurements for Scenario 1. Example from [121].

Channel Modulation & Coding Schemes QPSK 172 16-QAM 3/4 64-QAM 3/4
QoS Parameters PLR % o Delay (ms) Jitter (ms) PLR % (o) Delay (ms) Jitter (ms) PLR % (o) Delay (ms) Jitter (ms)
Total Avg. 1.0 (0.1) 21.38 <1 3.8 (3.85) 20.34 <1 4.38 (5.19) 20.62 <1

!'o: standard deviation.

Table 11 depicts the associated bitrate gains of the proposed variable quality slice encoding
scheme when compared to the conventional, uniformly encoded medical video. Figure 18 uses
boxplots to illustrate the bitrate requirements of the medical ultrasound video data set, for the two
investigated encoding schemes. Bitrate gains for equivalent perceptual quality were computed
using the BD-PSNR algorithm [128], based on the four rate points shown in Figure 17. The
average bitrate demands reductions are 42.3% for 4CIF, 39.8% for CIF, and 34.7% for QCIF
resolution videos. Bitrate gains are functions of the area occupied by the diagnostic ROIs, and
most of the savings come from compressing the background (see Figure 16). Here, the medical
video data set comprised of videos with diagnostic ROIs ranging between 44%-72% of the entire

video [25].

4.4.2 Mobile WiMAX Medical Video Transmission

1. Scenario 1

Table 12 records the averaged QoS measurements of all video transmission simulations. QPSK
1/2 channel modulation scheme provides for a more robust performance as the packet loss rates
measured are in the order of 1%. This is also highlighted in Figure 19(a) for the video shown in
Figure 16(a). 16-QAM 3/4 and 64-QAM 3/4 depict comparable performance with PLR extending
up to 5%. At these PLR, the reconstructed ultrasound videos still yield acceptable diagnostic
performance, due to the use of RS and FMO error-resilience features. By examining the PLR
standard deviation in Table12 however, we observe that PLR for 16- QAM 3/4 and 64-QAM

3/4 vary significantly and can reach unacceptably high rates. This is more clearly visualized in
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Figure 19(b)-(c), where it is obvious that significant packet losses occur at large distances to the
Base Station. This is not the case for QPSK 1/2 scheme, which exhibits a robust performance
throughout the simulation irrespective of the varying channel conditions. The reasoning is that
QPSK % requires lower signal-to-noise (SNR) compared to 16-QAM 3/4 and 64-QAM 3/4 [102]
to maintain a quality connection. This is clearly depicted in Figure 19, where the upload SNR
(measured each second) fluctuations experienced by packets traversing from the mobile station to
the base station do not result in packet losses for QPSK 1/2 as in the rival channel modulation
and coding schemes. This benefit comes at the expense of the channel’s capacity as depicted
in Table 10. QPSK 1/2 conveys information at 1 bit/symbol/Hz, as compared to 16-QAM 3/4
and 64-QAM 3/4, which provide 3 bits/symbol/Hz and 4.5 bits/symbol/Hz, respectively (mobile
WiMAX capacity is given at mega symbols per second-Msps). As a result QPSK 1/2 utilizes 2048
subcarriers at 20MHz to meet the channel capacity required to transmit 4CIF resolution medical
video, whereas 16-QAM 3/4 and 64-QAM 3/4 only require 512 subcarriers.

Average end-to-end delay of transmitted packets for all three channel modulations and coding
schemes examined is less than 22 ms, which is well within the acceptable bounds for medical video
streaming applications [102] (300 ms but preferably less than 100 ms). Similarly, delay jitter is
negligible for the presented scenario. This is partly due to the fact that in this particular scenario
no background traffic was modeled while the RTP packets do not traverse through multiple nodes
to reach their destination. However, even in the above-described circumstances, the use of service
prioritization classes, allow mobile WiMAX networks to meet the individual QoS requirements of
each service.

2. Scenario 2
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To better examine the performance of the system for transmission near the boundaries of the
BSss effective coverage zone, a 2nd scenario was implemented where the mobile station trans-
mitted only one video loop at each of the 4 different distances from the BS depicted in Figure 17
(in scenario 1 each video was looped until the end of each simulation). In this way, the actual
quality of the transmitted video can be computed, both objectively and subjectively, as well as the
specific QoS measurements at these locations, allowing accurate assumptions as to the extent (as
a function of the distance from the BS and mobility) that the investigated channel modulation and

coding schemes can be used.
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Results are shown in Table 13 and Figure 20. As expected, QPSK 1/2, attains diagnostically
acceptable QoS measurements in all 4 locations, with consistently low PLR and high PSNR scores
around 39 dBs (see leftmost boxplots of Figure 20(a)). Here, we used the term diagnostically
acceptable to refer to the fact that the attained plaque ROI PSNR values are above 35 dB that were
shown to qualify for clinical practice in [8].

16-QAM 3/4 and 64-QAM 3/4 deliver diagnostically acceptable performance comparable to
QPSK 1/2 only for the first location, which is situated closer to the BS as can be seen in location
”1” in Figure 17 and leftmost boxplots of Figure 20(b). As the mobile station (ambulance) was
moving away from the BS and signal attenuation was increasing, the quality of the video were
significantly degraded. At 1 km from the BS, diagnostically acceptable average PSNR ratings
were still obtained. The experienced PLR and the associated PLR standard deviation however,
suggest that ultrasound video of unacceptable clinical quality transmitted at some occasions. This
is more obvious at location ”2” (1.1 km from BS) and 64-QAM 3/4, as shown in Figure 20(c).
Here, it is important to note that the depicted results in Figure 20(a)-(b) are boxplots based on
PSNR averages of 10 simulation runs of the ten videos parting the ultrasound video data set.
On the other hand, Figure 20(c) depicts boxplots reporting the PSNR ratings for each of the ten
simulation ran, for the video depicted in Figure 16(a). The latter case demonstrated the extreme
channel conditions a mobile station was likely to experience when transmitting at the effective
coverage zone of the BS. As shown in Figure 20(c), increased number of packet losses and high
PLR standard deviation, as already discussed above, often result in diagnostically unacceptable
PSNR ratings.

The latter observation was verified during the clinical evaluation where different video in-

stances were clinically validated. At the furthest location, high PLR made the transmitted video
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of limited clinical interest. Consequently, distances greater than 1km from the BS provide for a
boundary case for this scenario.

The results from the objective evaluation significantly extended the findings of previous studies
in the literature [25, 118, 129, 114]. Here, additional experimentation allowed investigating higher
mobile speeds up to 100 km/h (compared to 50 km/h [25, 118]), distances between 150 m - 1.3 km
from the BS (compared to 500m [25, 118]), hybrid vehicular multipath and path loss propagation
models (compared to free space [129, 114] and vehicular models [118]), subcarriers scalability up
to 2048 (compared to 512 [118] and 1024 [25]), for a data set composed of 10 ultrasound videos
and an overwhelming number of investigated cases. Most importantly, the clinical capacity of the

communicated ultrasound videos was supported by the clinical evaluation provided below.

4.4.3 Clinical Evaluation

1. High Resolution Encoding

Table 14 depicts the added clinical value linked with higher resolution medical video com-
munication. A total of ten videos were displayed at both CIF and 4CIF resolutions. The medical
expert was asked to comment on the clinical content of these two resolutions. Ratings were given
in the range of 1 to 5 as can be seen in Table 5. A rating of 5 is the highest possible and it signifies
that the diagnostic information in the decoded video is of essentially the same quality as the orig-
inal video. A rating of 4 indicates that there is a diagnostically acceptable loss of minor details.
At the lowest scale, a rating of 1 signifies that the decoded video is of unacceptably low qual-
ity. Based on previous knowledge, CIF resolution provided for evaluating the clinical criterion of

plaque type, something which was not feasible with lower QCIF resolution. The findings verified
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Table 14: The relationship between clinical criteria and Video Resolution. Example from [121].

QCIF CIF J4CIF
Plaque Detection vV vV vV

Artery Stenosis 4 vV vV
Plaque type v v
Plaque Morphology vV

Table 15: Clinical evaluation for the investigated channel modulation and coding schemes as a
function of the distance from the BS. Example from [121].

Resolution: 4CIF, Frame Rate: 15fps, QP: 38/30/28?, BitRate: 1.5Mbps
QPSK 172 16-QAM 3/4 64-QAM 3/4

Location® 1/2/3/4 1/2/3/4 1/2/3/4
Plaque Detection 5/5/5/5 5/4.3/4.5/3.4  5/4.2/4.4/3.6
Artery Stenosis 5/5/5/'5 5/4.1/4.2/3.4 5/ 4/ 4.3/3.6

Plaque Type & Morphology 5/ 5/ 5/'5 5/4.1/4.2/3.3 5/ 4/ 4.3/3.5
1: Lowest Score, 5: Highest Score
2QQP are given in the order of background/wall ROI/plaque ROI, i.e. 38:background/ 30:wall ROI/
28:plaque ROI.
bDistance from the BS: 1: 0.6 km, 2: 1.1 km, 3: 1 km, 4: 1.3 km.

the hypothesis that higher resolution is associated with communicating a larger amount of clini-
cal information. Detailed assessment of plaque morphology is made possible for 4CIF resolution
medical video. This was not always the case with lower, CIF resolution.

However, the key finding in these experiments was that 4CIF resolution closely matches the
clinical capacity of the original video. Similar to [112, 113] the medical expert was also asked to
rate whether the encoded video contained the same amount of clinical information as the original
video. The medical expert concluded that the clinical information precision found in 4CIF resolu-
tion ultrasound video is comparable to that of the ultrasound device’s monitor. It was associated
with better assessment of the plaque motion and plaque components movement, which leads to
confident assessment of plaque type and plaque morphology, aligned with diagnosing possibility
of plaque rupture. Moreover, it facilitated better visualization of the intima of the near and far
walls, of the plaque components, and the fibrous cap where this was applicable. In general, it was
expected to reduce inter-observer variability. On the other hand, a higher frame rate than 15 fps

may be required to rival in-hospital examination.
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(b)
Figure 21: Video image examples of scenario 2 (pixel segmentation based on [123]). (a) Plaque
ROI PSNR: 38.2 dB, channel modulation coding: QPSK %, distance from BS: 1.3 km, (b) Plaque
ROI PSNR: 37.36 dB, channel modulation coding:16 -QAM 3/4, distance from BS: 1.1 km, (c)
Plaque ROI PSNR: 29.34 dB, channel modulation coding: 16-QAM 3/4, distance from BS: 1.3
km. Example from [121].

2. Scenario 2

Table 15 summarizes the clinical evaluation of investigated locations of the afore-described
scenario 2. It evaluates the capability of mobile WiMAX networks to communicate high-resolution
medical ultrasound video. Here, we present mean opinion scores of a representative sample of the
120 instances (3 channel modulation and coding schemes x 4 locations x 10 simulation runs = 120
instances) of the video shown in Figure 16(a).

Videos decoded after transmission using QPSK 1/2 attained the highest clinical ratings. This is
aligned with the objective assessment depicted in Table 13, and the associated high PSNR scores.
16-QAM 3/4 and 64-QAM 3/4 attained diagnostically acceptable ratings (marginal at 1.1 km from
the BS) in all but the most distant (last) location, where they failed to qualify for clinical practice.
Clearly, when the distance from the BS exceeds 1 km, a switch to a more robust channel modu-
lation scheme will prevent clinical quality to fall below of what is acceptable. Figure 21 depicts
video image examples of the investigated schemes. The artifacts in Figue 21(c) demonstrate the
limits in trying to visualize plaque morphology at this larger distance. Even at 4CIF resolution,

the plaque morphology cannot be visualized with 16-QAM 3/4 at a distance of 1.3km.

99



4.5 Conclusions

This study proposes an H.264/AV C-based framework for the wireless transmission of atheroscle-
rotic plaque ultrasound video over mobile WiMAX networks. The depicted diagnostically driven
encoding scheme shows that equivalent clinical quality can be obtained at significantly reduced
bitrate demands. When combined with recent postprocessing error concealment techniques [114],
it can provide for additional diagnostic resilience. Comprehensive experimentation showed that
low-delay high-resolution 4CIF ultrasound video transmission is possible over mobile WiMAX
networks, even at speeds of 100 km/h and distances of 1 km from the BS. The investigated chan-
nel modulation and coding schemes verified that QPSK 1/2 is the most robust scheme, especially
when transmitting from locations with low SNR. On the other hand, 16-QAM 3/4 and 64-QAM
3/4 provide higher network capacities and are preferable when the transmitting station is closer to
the BS. Based on these findings, and driven by the greater need to provide reliable and confident
diagnosis throughout the video streaming session while optimally exploiting available resources,
the adaptive video communication framework proposed in Section 5.4 was motivated. The per-
formance of the system in terms of transmitted video’s quality was evaluated using both objective
and subjective evaluations. Clinical validation verified the capacity of mobile WiMAX networks
to provide robust, clinically acceptable 4CIF ultrasound video transmission, thus enabling the

transmission of ultrasound video at resolutions close to the original’s video acquired resolution.
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Chapter 5

Real-Time Adaptation to Time-Varying Constraints for Medical

Video Communications

5.1 Introduction

Advancement and wider adoption of mobile health (mHealth) systems and services has been
identified as a key priority both at a global and at the European level [2], [130]. The goal is to
facilitate increased quality of care while reducing hospitalization times and associated healthcare
costs. In terms of mHealth medical video communication systems, application scenarios range
from remote patient monitoring, diagnosis, and care, to emergency incident response and medical
education [3]. Once adopted in standard clinical practice, these systems are expected to transform
healthcare delivery by fostering responsive emergency systems, in unrestricted and cross border
settings that will significantly improve patient’s quality of care and ultimately life expectancy.

Over the past decade, there has been increased interest in the development of low-delay and
high-quality medical video communications systems [131], [132]. The development of the new

systems has benefited from advances in video compression and wireless network technologies,
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such as the emergence of the high efficiency video coding (H.265/ HEVC) standard [133], the
deployment of 4G LTE-Advanced and ongoing research towards 5G systems [134].

Despite these advancements, mHealth video communication systems have not experienced
wider clinical usage in spite of successes of proof-of-concept and pilot studies [121, 8, 18, 135,
19, 136, 115, 119, 137, 120, 81, 138]. This is partly due to the fact that most studies are modality-
specific, rely on specific video compression and wireless technologies, do not address computa-
tional complexity, and more importantly, do not facilitate efficient adaptation to real-time video
communication constraints. Furthermore, beyond constraints on the communications channels,
there is also a strong need to provide real-time or faster video encoding while guaranteeing an
acceptable level of clinical video quality.

The goal of the work in this chapter is to provide methods for real-time end-to-end systems
that dynamically adapt to time-varying channel state while maximizing clinical video quality or
guaranteeing a minimum, acceptable level of clinical video quality. The latter is expected to
expedite the adoption of mHealth medical video communications in standard clinical practice by
preserving the quality thresholds for remote diagnosis and decision making.

The requirement for real-time communications implies that the video encoding rate needs to
be higher than the communicated frame rate. Otherwise, the proposed system will not be useful for
interactive video communications. Furthermore, by maintaining a minimum level of video quality
[139], we guarantee that the communicated video will always meet or exceed diagnostic quality
requirements. On the other hand, when the available bandwidth is low, we still require that the
system delivers the maximum possible clinical quality, since the proposed system will adapt to the
available data rate. In the opposite end, non-adaptive systems would simply fail, causing a video
transmission interruption until the available bitrate matches the rate to which they transmit. Low-

bandwidth scenarios are particularly important for emergency medical video communications.
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Related research focuses on switching between pre-encoded video content in response to avail-
able bandwidth [18, 135, 19, 115, 113, 138]. These approaches cannot guarantee real-time encod-
ing, neither minimum clinical video quality levels can be secured against bandwidth fluctuations
for which a pre-encoded instance has not been foreseen. In other words, except for bandwidth con-
straints, there are no constraints considered on encoding time and clinical video quality throughout
a remote ultrasound video streaming session. More importantly, encoding time is never considered
as an optimization objective. Instead, in this thesis we consider approaches that are jointly optimal
in the performance-bitrate-quality space and effectively adapt to real-time objectives’ constraints.

Our approach is based on multi-objective optimization of video quality (application-modality
level adaptation), bitrate demands (wireless network adaptation), and encoding frame rate (device
adaptation for real-time operation). Thus, we only consider encodings that simultaneously maxi-
mize video quality and encoding rate, while minimizing the required bitrate. The required space
of solutions forms a Pareto front that is used for solving constrained multi-objective optimization
problems.

To describe our approach, let V' () denote video quality (currently expressed in terms of SSIM),
B, denotes the bitrate demands, and F'PS denotes the encoding rate in terms of frames per
second. Our approach seeks optimal solutions subject to realistic constraints on video quality
VQ > VQmin, bitrate demands B, < B, 4z, and encoding frame rate F'PS > FPS,,;,. We
thus seek the set of encoding configurations F,, that are optimal in the multi-objective sense given
by:

max(VQ(E, ), —By(Ey), FPS(Ey)) 9)

The set of solutions of equation 9 identifies the set of Pareto optimal encoding configurations.
Here, we note that: (i) quality directly affects the clinical capacity of the video, (ii) bitrate deter-

mines candidate wireless networks that support data rates able to accommodate the encoded video
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for real-time transmission, and (iii) encoding rate measures the device’s capabilities of supporting
real-time encoding and also provides an indication of the required power/energy consumption.

In general, the relationship between video encoding and energy consumption can be very
complex (e.g., see [140]). In the simplest model, we have that energy is given by £/ = P, - t
where P, , denotes the average power consumption and ¢ denotes the total encoding time. Now,
assuming that we have the same P, for the different encodings, for encoding N video frames,
we have that t = N/FPS which gives that E = N - P,,,/FPS. Thus, we have an inverse
relationship between the total energy and number of encoded frames per second. Beyond the
energy required for video encoding, it is important to note that we also have significant savings in

transmitting videos at lower bitrates.

5.2 Semi-Adaptive Medical Video Communication Systems

A limited number of studies investigated the robustness in terms of clinical video quality fa-
cilitated by mHealth video communication systems that are capable of adapting to time varying
constraints. As depicted in Table 16, these studies mostly relied on a Markov decision process trig-
gering a switch to a pre-encoded video instance based on cross-layer information. Pre-encoded
video instances or precomputed states refer to videos encoded offline with different configurations
that correspond to different quality (e.g. Peak Signal-to-Noise Ratio (PSNR) or SSIM) and bitrate
demands. This concept is similar to scalable video encoding (SVC) which provides quality scala-
bility by encoding videos at different rates [76]. SVC has been widely studied in the literature for

adaptive video streaming of general purpose and social videos [141].
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In [146], [147], encoder control in resource constraint contexts have been studied, employing
rate-distortion optimization (RDO) to select the optimal coding mode while reducing the computa-
tional complexity. The current thesis goes significantly beyond such prior studies by considering
diagnostic quality, image and video quality metrics beyond PSNR, and joint optimization and
control in the quality-rate-performance space.

In cross-layer architectures [129], systems typically abstract information from the medium
access control (MAC), physical (PHY), and application layers. The former two characterize the
wireless medium state, while the latter defines requirements that relate to the underlying medical
modality. Then, during real-time communications the objective is to trigger a switch to a precom-
puted state that meets the available bandwidth while conforming to a clinical quality threshold.

The emerging MPEG-DASH standard [148] responds to changes in the wireless networks’
state by triggering a receiver initiated switch to a different video instance, demonstrating promising
results [149]. In contrast to the proposed approach, there is no guarantee that any of these instances
correspond to optimal video encodings. Also, video packet retransmission using adaptive HTTP
streaming can only be performed within very short time periods.

In [18], for pediatric respiratory distress videos, the authors consider switching between six
precomputed states in response to changes of available bandwidth. To both enhance video’s diag-
nostic capacity and preserve network resources, a diagnostically relevant encoding approach was
employed, where the region of diagnostic interest (d-ROI) was encoded in higher quality than the
background. Diagnostically relevant encoding based on d-ROIs [131] was also investigated for
atherosclerotic plaques [8], [121] and cardiac [136] ultrasound videos, as well as trauma videos
[119].

Pre-encoded states were also considered in [150]. The five employed encoding configura-

tions, besides video quality, also controlled the degree of the error resilience. In [129], the authors
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proposed a reinforcement Q-learning algorithm based on a finite discrete-time Markov decision
process. A total of 216 states were considered with 27 possible actions (switches) per state. The
optimal switch was selected based on minimizing a cost function which took into account video
quality and communication network’s available bandwidth (deduced from round-trip time (RTT)).
In [135], using the same reinforcement algorithm, the authors considered frame rate adaptation
that maintained a predefined clinical quality threshold. Both studies considered a limited sample
of cardiac ultrasound videos. A Markov process was also considered in [113], where the objective
was to determine the wireless channel’s state in terms of packet loss rates, so as to trigger retrans-
missions that would enhance the ultrasound video’s robustness to wireless transmission errors.

Data prioritization for jointly streaming multiple videos (i.e., ambient and ultrasound videos in
emergency incidents) was considered in [138]. The objective was to meet the available throughput
by imposing priority weights on bandwidth utilization of the different video feeds, based on the
application scenario. For each video, four different rate points (encodings) were considered using
SVC.

Based on the afore-described approaches, adapting to a time-varying wireless channels’ state
becomes a problem of conforming to the available bandwidth, while application level adaptation
refers to meeting clinical quality criteria. Thus, there is a great need to consider the problem
as a multi-objective optimization problem. Our proposed approach provides a multi-objective
optimization framework with specific constraints on quality, bitrate, and encoding time. Multi-
objective optimization allows us to reject sub-optimal encodings that could incur substantial over-
head with no measurable benefits. Moreover, the proposed approach supports real-time adaptation
to time-varying constraints on quality, bitrate, and encoding time as opposed to the current lit-
erature focus on bandwidth constraints. Conforming to time-varying constraints in a real-time

fashion is essential for real-life applications and a decisive factor in clinical practice adoption.
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5.3 An Introduction to Multi-Objective Optimization

Multi-objective optimization is a field of optimization that involves more than one objective
functions to be optimized simultaneously. Many real-world optimization problems are ideally
suited to be modeled using multiple conflicting objectives. For instance, in engineering by min-
imizing the error in both the position and the orientation of a robotic arm [151]. Consequently,
such approach is of significant practical importance.

In mathematical terms, a multi-objective optimization problem can be formulated as:
P : min f;,(x) subject tox € S (10)

where P is the name of the problem, the integer m > 2 is the number of objectives and the set S is
the feasible solution space, which typically contains the constraint functions [152], [153], [154].

The ideal vector-valued feasible solution z* is given as:
= = (.85, .. )7 (11)

However, in multi-objective optimization, there is not a feasible solution that minimizes all
objective functions at the same time. For this reason, the Pareto-optimality concept [152] has been
intensively used in the literature and has significantly contributed in the elaboration of a large
set of works. Thus, a set of solutions exists, namely Pareto-optimal set, where all points are non-
dominated solutions. This means that a solution is the best that could be achieved for one objective
without disadvantaging at least one other objective. More specifically, a point xg is called Pareto
optimal for the problem P if 2o € S and there is no xy # x € S with f,,,(z) < fi(xo) for
m = 1,2, ..., M, with a strict inequality for at least one m, 1 < m < M.

In there literature, there are numerous available multi-objective optimization techniques based
on different approaches, like biology inspired algorithms [155]. This category includes evolu-

tionary algorithms which emulate the survival of the fittest process of natural ecosystems, and

108



swarm based algorithms, that mimic the collective behavior of populations. For example, behav-
ior of honey bees like Artificial Bee Colony Algorithm (ABC) [156], and of ant colonies like
Ant Colony Optimization Algorithm (ACO) [157]. Concerning evolutionary algorithms, many
classical genetic algorithms and differential evolution algorithms were developed, including Non-
dominated Sorting Genetic Algorithm (NGSA) [158], Niched Pareto Genetic Algorithm (NPGA)
[159], Pareto Archived Evolution Strategy (PAES) [160], Pareto Envelope-Based Selection Algo-
rithm (PESA) [161], NPGA2 [162] and NSGA-II [163]. Some other multi-objective optimization
techniques, are based on physics [155], geography or social culture approaches.

To the best of our knowledge, there are no other related studies on adaptive medical video
encoding communication frameworks. A brief literature review of semi-Adaptive Medical Video

Communication Systems is depicted in Table 16.

5.4 Methodology

We present a top-level description of the proposed method in Figures 23 and 24. As described
in pseudo-codes in Figure 23(a) and (b) and shown in Figure 23(c), a training set is used to estimate
the objective models for quality, bitrate, and encoding time as functions of the video encoding con-
figuration. Then, as depicted in Figure 24, for each GOP, we retrieve the constraint optimization
mode and compute the possible configurations that satisfy the current constraints. We then use the
estimated objective models to determine Pareto-optimal configurations that are used to adaptively
encode the video.

The proposed system architecture is depicted in Figure 22.
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5.4.1 Adaptive Video Encoding

We begin with a summary of the constraint optimization modes that we seek to solve using

adaptive video encoding [164].

5.4.1.1 Maximum video quality mode

We define the maximum video quality mode using:

maxVQ subject to (By <Biymax) and (FPS > FPSp) (12)

where the goal is to encode the video at the maximum possible quality level without exceeding

available bandwidth (B, ;,,q,) While maintaining an acceptable encoding frame rate (F'PS),;y).

5.4.1.2 Minimum bitrate demand mode

We define the minimum bitrate mode using:

minB; subject to (VQ > VQm) and (FPS > FPSum) (13)

where the goal is to minimize bandwidth demands as long as the video is of sufficient video quality

(VQmirn) and an acceptable encoding frame rate (F' P.S,,;y,) is maintained.

5.4.1.3 Maximum performance mode

We define the maximum performance mode using:

maxFPS  subject to (VQ>VQmuin) and (B < Bymax) (14)

where the goal is to maximize encoding frame rate denoted FPS (thus minimizing encoding time)
while conforming to clinically acceptable video quality (V Q.min) and not exceeding available

bandwidth (By. maz)-
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1: function VIDEOENCODING(V d, Cn f)

2: > Input: Input Videos V, Video Database Vd,
Configuration C, Configuration Files Cn f

3: > Output: Parameter Values Pv

4 for (v V 3 Vd) do

5 for (v C 3 Cnf) do

6: Encode V'

7 Pv+ QP,VQ,B,,FPS
8 end for

9: end for

10: end function

> QP refers to Quantization Parameter, V@ to Video Quality,

B, to Bandwidth and F'PS to Encoding Frame Rate

(a): Pseudo code of video encoding

1: function FORWARDMODELS(Pv)

2: > Input: Parameter Values Pv

3: > Output: Forward Models F'm

for ({VQ,B,,FPS} in Pv) do
5 Fmyg < LR(Pvyq)

6 Fmp, < LR(Pvg,)

7 Fmpps + LR(PUFps)
8

9:

noB

end for
end function

> QP refers to Quantization Parameter, V@ to Video Quality,

B, to Bandwidth, F'PS to Encoding Frame Rate and LR
to Linear Regression

(b): Pseudo code of forward models

Ultrasound
Videos
(Training Set)

|

» Encode Videos

!

Linear
Regression

Configurations

Forward models
(Quality, Bitrate,
Encoding Time)

(c): System diagram

Figure 23: Forward models estimation for SSIM quality, bitrate demands, and encoding rate using

linear regression.
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. function ADAPTIVEENCODING ( )
> This procedure adaptively encodes a video stream
while (more GOP video frames to encode) do

Retrieve constraints and optimization mode

Compute possible configurations sets C1, C2
and QP range sets QP_r1 and QP_r2
that satisfy the active constraints within
certain percentage tolerances.

Combine configuration sets and QP ranges into
candidate sets C_all and QP_all.

Compute predicted objective values:

SSIM_all,FPS_all,B_all
by applying the regression models to
candidate sets C_all and QP_all.

Compute Pareto-front by eliminating
points whose objectives are not
Pareto-optimal.

Solve the constrained optimization problem by
selecting the C_opt and QP_opt that
produce points that lie on the Pareto-front.

Encode the video using C_opt and QP_opt.

end while
. end function

(a) Pseudo code
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Video
Quality

Bandwidth
demands

Frame
Rate

Figure 24: Real-time adaptive encoding framework based on time-varying constraints.

Time-Varying (Real-Time) Constraints

Video Input
(Testing Set)

Forward Model
(Based on
Operation Mode)

\ 4

Initial Encoding
Configuration
Candidates

Compare

Inverse Models

Constraints
Violation

lNo

Select Optimal
Configuration

Encode Video

(b) System diagram

»i
)

Local Search

GOP Level Adaptation
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5.4.2 Video Database Clinical Evaluation

For validating the proposed approach, we used a data set of ten ultrasound videos of atheroscle-
rotic plaques located in the common carotid artery. Here, we note that our proposed methods are
developed to be modality independent. The models should be applicable to other medical imaging
modalities (e.g., endoscopic surgery videos), provided that we also provide clinical validation.

Extracted video image examples of a typical video appear in Figure 25. The videos record the
left or right carotid artery of both symptomatic and asymptomatic subjects. For more information
regarding carotid artery disease we refer to [165]. The raw ultrasound videos were acquired using a
frame grabber [166] connected to a Philips ATL 5000 ultrasound machine during a routine clinical
exam at a video resolution of 560x448 @40fps. Clinical evaluation was based on the clinically
established protocol defined in [8], [121]. The protocol requires the assessment of the impact of

the compression on clinical diagnosis, as we shall document in the results in Section 5.5.
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More specifically, the clinical protocol requires the visual assessment of (a) Artery Stenosis,
which assesses the ability to accurately compute the degree of the artery stenosis, (b) Plaque
Morphology, which involves determining plaque characteristics such as texture [165] that translate
to assessing the possibility of a plaque rupture, and (c) Plaque Motion, which evaluates within
plaque but also near and far wall motions that affect the degree of stenosis but primarily how
prone the plaque is to rupture and hence a stroke incident. The clinical ratings range from one (1)
to five (5), which correspond to the lowest and highest possible ratings, respectively. A rating of
four (4) translates to diagnostically lossless compression. In other words, despite the inherent loss
of some information attributed to compression, the ultrasound video maintains its original clinical
capacity as it carries equivalent clinical information as the original, uncompressed video, enabling
the medical expert to provide a confident diagnosis [139]. On the other hand, a rating of three
(3), signals that there is some loss of clinical information in the compressed video, prohibiting
its use for clinical practice. The reader is referred to [8] and [121] for more details regarding the

employed clinical evaluation protocol.

5.4.3 Video Encoding Configurations

To support real-time video communications, we investigated new HEVC encoding instances
based on the ultrafast preset of the x265 1.7 encoder, using the HEVC main profile, as depicted in
Table 17. Furthermore, different encoding frame structures were considered by varying the num-
ber of consecutive B-frames, namely IPPPP (zero latency or ZL), IPBBP (B2), and IPBBBBP
(B4). All video sequences were encoded using a group of pictures (GO P) size of 96. An instan-
taneous decoder refresh (/D R) picture was inserted at the beginning of each GO P (to eliminate
error propagation from erroneously received packets between GOPs and facilitate smooth adapta-

tion during real-time video streaming), followed by 32 P-frames having 2 consecutive B-frames
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Table 17: New HEVC Configurations for Ultrafast preset.

Parameter Value Parameter Value
Profile Ultrafast Frame Threads 8

Encoding Structure ZL (IPPP), B2, B4 SAO On/Off
GOP structure Open/Close DBF On/Off

QP 16-36 Tuning zerolatency
Max intra period 96 CTU 64

Total configurations per video 252

Z L = Zero latency (IPPP), B2 = 2 consecutive frames (IPBBP), B4 = 4 consecutive
frames (IPBBBBP), SAO = Sample Adaptive Offset, D BF = Deblocking Filter, CTU =
Coding Tree Unit.

in their midst for B2, 19 P-frames having 4 consecutive B-frames in their midst for B4 and 95
P-frames for ZL structures. All configurations relied on 1 reference frame, while both open and
closed GOP structures were considered. Compression levels were varied based on the employed
quantization parameter (Q) P), ranging between 16 and 36 (step size of 1).

We set the coding tree unit (C'I'U) that replaced the macroblock (M B) unit of previous video
coding standards to the maximum of 64 x 64 (width x height) pixels (compared to standard 16 x
16 pixels MB size of H.264/AVC and previous standards). The larger the maximum coding unit
(CU) size, the more efficiently HEVC encodes flat areas of a picture, providing large reductions in
bitrate. However, this comes at a loss of parallelism with fewer rows of CUs that can be encoded
in parallel. On the other hand, decoding becomes faster. Thus, increasing the C'T'U size results in
a slight decrease in encoding rate compensated by finer quality and faster decoding time.

HEVC( is the first video coding standard to officially introduce parallel encoding tools, de-
spite the fact that H.264/AVC implementations like x264 involve a significant amount of paral-
lelism. Frame parallelism was investigated in previous work by our group, by considering differ-
ent frame threads per video sequence, namely 1, 2, 4, 6 and 8 [167]. In this study, we selected
8 frame threats for parallel encoding, as this value was found to optimize encoding speed with
respect to CPU utilization on our encoding platform (described in Section 5.5). Frame threads

value is encoding platform specific.
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Also new in H EV C standard, are the sample adaptive offset (S AQO) and deblocking (DBF)

filters that were examined jointly, by simultaneously enabling or disabling their operation.

5.4.4 Estimating Forward Prediction Models

The objective here is to determine forward models that will predict the encoded video’s state,
namely video quality, bitrate, and encoding frame rate (see 9). Our approach is to generate these
models using the offline process summarized in Figure 23, and then use the models to adapt to
time-varying constraints during real-time operation. The latter will alleviate the need of accessing
any of the precomputed videos described in 5.4.3.

To determine a suitable model for each of the afore-described encoded video characteristics,
we use linear model estimation that also includes logistic regression, as provided by the R Statis-
tical Package [168]. The goal here is to estimate each state (SSIM, bitrate, and encoding frame
rate) as a function of the video encoding configurations provided in Table 17. Consequently, for
each model, we use a total of 252 different configurations per video.

Next, we employ logistic linear regression to construct the forward models that will predict
the quality, the bitrate and the encoding frame rate. In terms of model order, we consider both

linear and logistic regression models up to 4"

order polynomials. While constructing a model, we
also consider more than one parameter as predictor variables (e.g. QP and SAO and DFB filters),
that may have a strong impact to response variable, here quality, bitrate and encoding frame rate
respectively. By default, regression analysis generates a model’s equation to describe the statistical
relationship between one or more predictor variables and the response variable. Thus, for each
model we evaluate the resulting p-values for each predictor variable to measure its significance on

the response variable. It’s important to note that a small p-value (typically < 0.05 [169]) suggests

that changes in the predictor are strongly associated with changes in the response, while a large
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(insignificant) p-value suggests that changes in the predictor are not associated with changes in
the response. Based on regression results, QP value has lower p-value than the filters, thus it’s the
most significant predictor variable that implements different quality levels.

To avoid overfitting with more complex models, we use stepwise regression that minimizes

the cross-validated, residual error while accounting for model complexity.

5.4.5 Adaptive Video Encoding using Inverse Prediction Models and Local Search

To encode each video stream, we employ the adaptive encoding algorithm described in pseu-
docode format in Figure 24(a), and schematically depicted in Figure 24(b). Each GOP is adap-
tively encoded so as to solve one of the constraint optimization modes that was given in Section
54.1.

Based on time-varying constraints and selected optimization mode, the corresponding con-
figuration sets and candidate compression levels are computed. For example, for the maximum
video quality mode of operation, bitrate and encoding time constraints are retrieved. Then, for
each of the candidate forward models for bitrate demands and encoding frame rate, an inverse
process is employed to predict the optimal encoding parameters values. For this purpose, we use
the Newton’s algorithm [170].

Newton’ algorithm or Newton-Rapson method is a method for finding successively better
approximations to the roots (or zeroes) of a real-valued function. Let’s define an f function over
real numbers x, where:

f(x) =0 (15)

Next, we compute the function’s derivative f’ and we set an initial guess xq for a root of the
function f. In our algorithm, we set g equal to 25, since is the median value of QP range. In case

the function satisfies the assumptions made in the derivation of the formula and the initial guess is
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close, then a better approximation for x; is:

f(xo)
=xg — 16
X1 =X~ g (x0) (16)
Then, the process is iterated as:
f(xn)
¥+l = Xn = f/(Xn> (17)

Until we have a tolerance lower than 1 - 10~ 2 [171]. Since QP value is a discrete number, we
then round the generated real QP value.

In Newton’s method, we allow mild violations per input constraint. These violations were
introduced so as to address the forward models’ prediction error which is analytically described
in Section 5.5.2. More precisely, we allow mild violation in the order of 10% for bitrate demands
and encoding frame rate, and 0.5% for video quality, respectively. The latter typically generates
more than one solutions in terms of QP.

For this example, we set bitrate as the most dominant constraint, provided that exceeding
available bandwidth would put video communication at risk of failure, whereas a computationally
stronger machine would provide the desired encoding rate. So, we first employ Newton’s method
to generate QP values that correspond to 90%, 95% and 100% bitrate constraints. Thus, we get
maximum three QP values if we don’t have bitrate constraint violation. In the next step, we use
these QP values in encoding frame rate model as initial values in Newton’s method and then we
generate three new QP values. We get a maximum set of 27 QP values. Specifically, we have 3
models - bitrate/frame rate/quality - and for each one we have 3 different GOP structures, namely
ZL, B2 and B4. Additionally, for each constraint, we allow 3 mild violations. For this example,

we considered both filters - Sample Adaptive Offset and Deblocking Filters - off.
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We then combine all possible QP solutions and candidate configurations and use the forward
models to predict SSIM quality, bitrate demands, and encoding frame rate triplet values per en-
coding instance. In case we have any constraint(s) violation, we perform a local search to generate
new QP value sets. Here, we note that the use of models is computationally very efficient since it
eliminates the need to re-encode the video. In what follows, we compute the Pareto front so that
all resulting candidate configurations are optimal in the multi-objective sense. It’s important to
note that we perform the afore-described process for the three different GOP structures, namely
ZL, B2 and B4. Thus, we have a set of QP values for each GOP structure. Finally, we solve the
constrained optimization problem by selecting the optimal solution from the Pareto front, from the
three different GOP structures, that maximizes or minimizes the selected objective while satisfying

the time-varying input constraints.

5.5 Results and Discussion

The method was implemented using the X265 open source software [172] (most efficient open-
source HEVC implementation to date) running on a Ubuntu 14.04.4 LTS/Linux 64-bit platform
with 48GB RAM using two AMD Opteron(TM) Processor 6276 CPUs with 16 cores (16 threads)
running at 1.4 GHz each.

In what follows, we summarize the benefits of considering different encoding configurations
in the proposed adaptive framework, describe the resulting prediction models, highlight the sig-
nificance of using Pareto optimal solutions, and demonstrate adaptive video encoding efficiency

compared to static approaches using real-life examples for input constraints.
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5.5.1 Average Improvements for ZL, B2, and B4 Encoding Structures with and without

HEVC Filtering

To demonstrate the advantages of the proposed approach, we consider 3 GO P encoding con-
figurations (Z L, B2, and B4) that can be used with or without H EV C filtering (SAO and DBF
off or on). For each optimization mode, for the ten videos in our dataset, we report the average
improvements based on the use of the optimal configurations over the remaining configurations in
Table II, for a reduced configuration space (selected ) Ps).

As Table 18 depicts, there is not a significant difference between different encoding configu-
rations for SSIM values for (QPs lower than 32. The most dominant encoding parameter here,
which also holds for bitrate demands and encoding rate is the compression level (different () P
values). On the other hand, the optimal encoding configuration can produce significant bitrate
reductions that range from 13.5% to 22.5%. This is also the case for encoding rate, documenting
a substantial variation between 28%-30.5% throughout the range of examined @) Ps.

Since the @) P is held constant for each row of Table 18, it is deduced that all improvements are
due to the selection of the optimal encoding structure and filtering option. Clearly, these fixed Q P
improvements cannot be realized with the standard use of fixed structures and filtering options.
On the other hand, along each row, the lack of substantial improvements in video quality suggests
that QP is the dominant parameter to use for controlling encoded video’s quality. Furthermore, it
is clear that adjusting the ) P will also result in dramatic changes in bitrate and the encoded rate.

We thus need to use suitable forward prediction models to capture these complex relationships.

5.5.2 Forward Prediction Models Generation and Error Distribution

For fitting the models, we examined the use of linear, quadratic, and cubic polynomials using

polynomial regression and logistic-polynomial regression. To avoid overfitting, we use stepwise
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regression with leave-one-out to evaluate the performance of the different models. The best and
most robust models were found to be the logistic linear models that will be described next. The
logistic linear models improved prediction accuracy by at least 5% over non-logistic models.

Let i be used to index the six encoding configurations as a function of the GOP coding struc-
ture (ZL, B2, and B4) for SAO and DBF filters on and off. The objective functions are then

expressed as functions of () P as given by:

log(SSIM;) = a0 QP +big (18)
log(Bitrate;) = aj1-QP +bi; (19)
10g(FPSi) = aj2- QP + b172 (20)

where a; 0, a; 1, a; 2 denote the Q) P coefficients, b; o, b; 1, b; 2 denote constants, and 0, 1, 2 are used

to index the S.STM, Bitrate, and F'P.S objectives respectively.
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Table 19 summarizes the median coefficient values over the whole data set for the different
encoding configuration options considered. That is, the leave-one-out method is applied ten times,
each time leaving a different video out for validation purposes. The maximum percentage variation

is defined using:

max(C) — min(C)
median(C)

Percentage variation of C (21)

where C can be a; 0, a; 1, a;2 or b; g, b; 1, b; 2.

The maximum percentage variation is particularly important as it highlights the robustness of
the proposed framework’s resulting models. More specifically, a; o and b; o coefficients in video
quality prediction equation have a maximum variation of less than 5%. Similarly, coefficients’
variation in bitrate demands prediction is well below 2% and 1%, for a; 1 and b; 1 respectively.
Encoding frame rate, being the most difficult parameter to accurately predict, shows slightly higher
maximum percentage variation extending up to approximately 6% and 8% for Z L with filters
enabled and disabled, respectively, while typically lies between 4% to 6% for the rest encoding
configurations for a; 2 and less than 2% for b; 5.

The percentage prediction error is depicted in Figures 26(a), 26(c), and 26(e), while the aver-
age QP error is also given in Figs. 26(b), 26(d), and 26(f), for each configuration. The results of
Figure 26 indicate that QP error is not significant. To see this, note that after estimating the QP
values from the prediction modes, the optimal QP is typically within +/-2 for most configurations.

The percentage median error for SSIM video quality is less than 1% for all investigated mod-
els corresponding to a +/-1.5 median QP deviation. The latter finding suggests that the desired
objective quality is accurately estimated using SSIM forward models. With respect to bitrate de-
mands prediction, the median percentage error is approximately 10% while associated QP error

is in the order of +/-0.5 QP. Error distribution is comparable in all prediction models. Based on
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this observation, during real-time operation, we allow mild violations for bitrate prediction in the
order of 10%.

The only models that have significant deviations in terms of error distribution, following a
similar pattern to models coefficient variation, are the encoding frame rate models. For ZL, ap-
proximately 8% median percentage error is experienced, with an approximate +/-3 QP value me-
dian error. The error percentage drops significantly to slightly higher than 4% and well below
6% for B2 and B4 models, respectively. QP value error distribution is also reduced to approxi-
mately +/-2 for both prediction models. Overall, prediction accuracy results are very promising,
especially for video quality and bitrate demands, since the depicted errors are within reasonable
bounds for all investigated models. Predicting the encoding frame rate is slightly more difficult.
However, real-time adaptive encoding requires solving the multi-objective optimization problem
for the employed optimization mode of operation, and as a result Pareto optimal QP values further

minimize prediction errors.
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5.5.3 Pareto Front Using Prediction Models’ Coefficients Median Values

To demonstrate the efficiency of using adaptive encoding and depict why different prediction
models (for each of the ZL, B2, and B4 encoding structures with DBF and SAO filters enabled
or disabled) are more suitable for this purpose, we construct new prediction models based on the
coefficients median values described in Table 19. Then, we use these models to predict SSIM, bi-
trate, and encoding rate values for each prediction model, using the QP range that appears in Table
17. Based on the resulting values we construct the Pareto Front by selecting the optimal config-
urations that jointly maximize video quality and encoding frame rate while minimizing bitrate.
Figure 27(a) depicts Pareto optimal points along with individual points of each prediction model
for the ten videos of our data set. A 3D — 2D Pareto front projection of each individual combi-
nation pair of the three distinct objectives in our multi-objective optimization framework appears
in Figures 27(b)-(d) (without loss of generality and due to space limitations, we only plot points
< 2.5 Mbps). An important observation is that encoding structure ZL having filters disabled does
not contribute any Pareto optimal points. More importantly, Figure 27 clearly demonstrates that
all remaining candidate configurations provide non-dominated Pareto front points. Consequently,
switching between such configurations is likely to result in a finer and more accurate adaptation
during real-time operation. The latter constitutes a significant contribution over the state-of-the-
art, provided that adaptation methods in the literature do not consider different encoding config-
urations, and hence result in suboptimal selection between available, pre-encoded configurations.
As a result, our proposed adaptation method initially considers all possible prediction models to
compute candidate encoding solutions, before eliminating non Pareto optimal points, and then
solving the constraint optimization problem to select the optimal configuration and compression

level that satisfies the time-varying constraints per mode of operation (see Figures 23 and 24).
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5.5.4 Adaptive Encoding Using Different Optimization Modes and Comparison to Static

Approaches

The objective here is to validate the effectiveness of the proposed adaptive video encoding
framework and highlight its efficiency compared to static approaches, using real-life scenario
examples. For this purpose, we demonstrate and discuss how time-varying constraints, typical
in real-time video streaming events, trigger an encoding configuration switch, for each mode of
operation described in Section 5.4.1.

Despite the fact that forward prediction models B2 and B4 with filters on contribute the most
Pareto optimal points as depicted in Figure 27, they are also subject to greater overall prediction
errors than the corresponding models with deactivated filters as can be seen in Table 20. In this
Table we can see the averages for 10 videos. Thus, for the next optimization examples, adaptation

is performed using prediction models with filters off.
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Figure 27: (a) 3D Pareto front plot over the entire configuration space and the whole data set.
(b)—(d) 3D — 2D Pareto front plots depicting optimal points that maximize video quality and
encoding frame rate while minimizing bitrate demands.
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5.5.4.1 Maximum Video Quality Mode

In this optimization mode the objective is to maximize the video quality while conforming
to bandwidth constraints in terms of typical upload data rates found in commercially available
wireless networks and maintaining an encoding speed greater than the ultrasound video’s frame
rate (>40 fps). This scenario reflects real-time, diagnostically lossless ultrasound video streaming
in emergency incidents, while the ambulance traverses from the incident scene to the hospital.

Launching the ultrasound video streaming session (e.g., ambulance departing from the inci-
dent scene), we select a conservative typical initial upload data rate found in 3G wireless channels
(<300 kbps) [173]. Using the inverse prediction methodology described in Section 5.4.5, the
optimal performing encoding configuration is B4 with a QP of 31. As evident in Table 21, the
resulting configuration meets the data rate constraint at 290 kbps and is well above the required
threshold for real-time encoding performance. As the ambulance traverses towards the hospital
premises, the available data rate is increased, switching from a 3G to a 3.5G High Speed Packet
Access (HSPA) network with typical upload data rate in the order of 1 Mbps [173]. The latter
triggers an encoding mode switch to adapt to the new wireless channel’s state. Solving the New-
ton’s equation for the considered prediction models provides us with a new encoding structure
configuration, namely B2, and a QP of 26. Again, both constraints are met, while a significant
increase in video quality is achieved (SSIM value of 0.949 compared to the initial 0.921 value), as
per the employed mode of operation. It is important to note here that the adaptation is performed at
the GOP level, and throughout the study we consider and allow adaptations every GOP. The third
and last example of this scenario, corresponds to further increases in available data rate accommo-
dated in HSPA+ channels (<1.8 Mbps) [173]. The proposed framework adjusts to this change by

considering finer quality encoding employing a QP of 23 while using the same encoding structure,
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resulting in an SSIM value of 0.961. Real-time encoding performance is also maintained. Here,
there is a mild violation of <3% in terms of bandwidth demands which is, however, within the
acceptable limits. Results for this example are summarized in Table 21 and Figure 28. In Figure
28, the upper and lower bounds of the present example are also plotted. The objective is to depict
the benefits from adaptive encoding and video delivery throughout a streaming session subject
to time-varying constraints compared to static approaches. The static encoding at the lower end,
suffers from low-quality SSIM ratings, which are marginally diagnostically acceptable. On the
opposite end, diagnostically lossless SSTM value is achieved using the static approach, however,
high bandwidth requirements put video communication at risk of failure when high data rates are
not supported. At the same time, bitrate savings of 52% are attained using the adaptive framework
for clinically acceptable SSIM value of 0.949 compared to the high static approach.

In the clinical evaluation Tables 22, 25 and 28, the medical expert provides separate ratings for
each video segment and for the entire video. Here, we note that there is clearly more information
in the entire video as opposed to the individual segments. Thus, clinical ratings for the whole
video will be higher than ratings of its constituent video segments. Nevertheless, as shown in
the tables, the differences are small since the ultrasound videos are periodic. Furthermore, we
note that the whole video ratings essentially reflect an instance of the proposed system, where the
encoding bitrate does not change throughout the video streaming session, and consequently there
is no need to trigger an encoding mode switch.

As we can see in Table 22, for the lowest SSIM quality of 0.921, where the video is encoded
using B4 and a QP of 31, the ability to assess plaque morphology is compromised. This is not the
case when assessing the whole video as subsequent frames make available the required clinical
information for diagnostically lossless ratings. Here, it is important to note the medical expert’s

comment, underlining that the first two cardiac cycles of the particular video obscure some clinical
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information attributed to patient movement during acquisition. This information is made available

in subsequent cardiac cycles. As one would expect, increasing quality results in higher clinical

ratings. This is the case for the next two encodings, where diagnostically lossless ratings are

provided for all investigated clinical criteria, the clinical information in the compressed video

being in some cases identical to the original, uncompressed video (a rating of 5).

Table 21: Maximum Video Quality Optimization Mode example

Encoded Frames | # of B frames orP Bitrate (kbps) | FPS | SSIM
31 290 48.29 | 0.921
0-191 4 constraints <300 >40
26 884 46.63 | 0.949
192-383 2 constraints <1000 >40
23 1873 4398 | 0.961
384-479 2 constraints <1800 >40
0.965 T T T T
Y e e . -
0.955 -
0.95F 4
= 0.945 1
B 004l - -SSIM static (BITRATE < 1800kbps)
SSIM static (BITRATE < 300kbps)
0.935 —SSIM real time
0.93F |
0.925 1
092 1 1 1 1
0 100 200 300 400

Frame index

Figure 28: Adaptive encoding based on Maximum Video Quality Optimization Mode.
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Table 22: Clinical Assessment® for Maximum Video Quality Mode Optimization example

QP | SSIM | Encoding Frames | Stenosis | Morphology | Motion
3110921 wh(())l_e1 ?/ildeo j 431 j
26 | 0.949 Whloglg_\?i%iios j j j
23| 0961 i s T

@A clinical score from 1 (lowest) to 5 (highest) is assigned for Artery Stenosis, Morphology and Motion as
described in Section 5.4.2.

5.5.4.2 Minimum Bitrate Demands Mode

In the minimum bitrate demands mode, the goal is to minimize bandwidth requirements while
maintaining clinically acceptable video quality and real-time performance. Such scenarios are
likely to occur in disaster incidents and mass population screening cases, especially in develop-
ing countries, where wireless networks resources are unstable and shared by many users (e.g.,
first responders and medical experts). We first seek high quality ultrasound video communica-
tion during real-time streaming to the hospital and/or disaster control site. Thus, we set a high
video quality constraint SSIM value > 0.97 and encoding frame rate higher than 40 fps. Then,
the video quality constraint is gradually lowered to SSIM values > 0.95 and > 0.93 as per the
medical expert’s recommendation while maintaining its clinical capacity. Indeed, clinically ac-
ceptable ratings (greater or equal to 4) are depicted in Table 25, that support the hypothesis that
significant bitrate gains can be achieved using adaptive video encoding without compromising the
ultrasound video’s diagnostic capacity. As commented in the previous optimization example, the
low clinical assessment score of 3.5 for artery morphology is primarily attributed to the ultrasound
video content rather than the compression effects. Lastly, for experimentation purposes, we em-

ploy an SSTM threshold > 0.90 to demonstrate that maximum bitrate savings may be achieved,

136



Table 23: Minimum Bitrate Optimization Mode example

Encoded Frames | # of B frames orp Bitrate (kbps) | FPS | SSIM
0-95 ) 30 3417 41.30 | 0.973

) constraints >40 | >0.97

24 1309 48.55 | 0.956

96-191 2 constraints >40 | >0.95

29 335 50.02 | 0.937

192-287 4 constraints >40 | >0.93

36 132 56.4 | 0.887

288-479 2 constraints >40 | >0.90

Table 24: Bitrate Gains examples of Adaptive Encoding against static approaches: Minimum
Bitrate Optimization Mode

Encoded Frames | 96-191 | 192-287 | 288-537
Bitrate Gain (%) | 59.7 89.7 96.1

however, at the expense of compromising ultrasound video’s diagnostic quality. For the latter en-
coding instance, clinical ratings fall below of what is diagnostically acceptable (a clinical score
of 3 throughout the video for artery morphology). The resulting GOP level encoding adaptation
configurations are depicted in Table 23 and Figure 29, while bitrate gains compared to the initial
static approach are highlighted in Table 24. As in the previous mode of operation, in addition to
selecting a new compression level via different QP values, we observe that there is also an en-
coding structure switch between B2 and B4. Furthermore, the medical expert found encodings
with B4 structure to have superior clinical motion, which is a subject of ongoing investigation by
our group. All resulting encoding configuration instances based on the derived forward models
meet the imposed constraints besides the last instance, where there is a mild violation of SSIM
constraint of approximately 1%. Compared to the initial configuration or the static high bitrate
approach, we observe that there is drastic reduction in bitrate demands in the order of 90% (see
Table 24) for videos encoded with a QP of 29, while maintaining the video’s diagnostic capacity.
As a result, multiple users can share the network’s infrastructure efficiently, by consuming only

the resources necessitated for clinical purposes.
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Figure 29: Adaptive encoding based on minimum bitrate optimization mode.

Table 25: Clinical Assessment for Minimum Bitrate Optimization Mode example

QP | SSIM | Encoding Frames | Stenosis | Morphology | Motion
20 1 0973 who(l)e_:g\fideo 44.‘5 34'15 j
2410956 wh2166_ i?éeos 44.‘5 j j
2 | 093 v | a5 4 s
36 | 0887 | e |4 T

5.5.4.3 Maximum Performance (FPS) mode

The goal of the maximum performance optimization scenario is to achieve any medical video
modality and any-device real-time encoding performance. Conforming to a predefined, diagnosti-
cally acceptable SSIM value > 0.95 (see Table 26), and considering available data rate not an issue,
the objective is to increase the encoding performance. We observe that the initial encoding setup
does not qualify for real time streaming as the encoding frame rate is lower that the generated

video’s frame rate. In real-life scenarios, this would cause a video streaming buffer underflow,
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Table 26: Maximum Performance Optimization Mode example

Encoded Frames | # of B frames orp Bitrate (kbps) | FPS | SSIM
0-191 4 25 995 36.58 | 0.952
constraints <1000 >0.95

24 1249 45.81 | 0.959

192-383 2 constraints <1400 >0.95

23 1873 43.98 | 0.961

384-479 2 constraints <1800 >0.95

Table 27: Performance Gains examples of Adaptive Encoding against static approaches: Maxi-
mum Performance Optimization Mode

192-383
18.8

384-479
14

Encoded Frames
Performance (fps) Gain (%)

resulting in poor remote ultrasound video based diagnosis experience. Increasing the available
bandwidth to 1.4 Mbps triggers an encoding structure switch from B4 to B2 and QP reduction
from 25 to 24. Bitrate demands are increased accordingly while SSIM value is also increased
from 0.952 to 0.959. Most importantly, the encoding frame rate is significantly increased by ap-
proximately 19% to 45.81 fps, well above the real-time streaming threshold. A further increase in
bitrate availability to 1.8 Mbps provides for a slightly better performance. Results are depicted in
Table 26, while percentage performance increase compared to the static approach is given in Table
27. Figure 30 provides a schematic interpretation of the example scenario. As depicted in Table
28, all encodings maintain clinically acceptable ratings (besides the initial cardiac cycles). Here,
it is important to note that to the best of the authors’ knowledge, there is no study that investigates
encoding rate performance in adaptive medical video streaming applications. Encoding rate trans-
lates to power/energy consumption, a crucial factor in mHealth applications supported by mobile

devices.
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Figure 30: Adaptive encoding based on maximum performance (encoding rate) optimization
mode.

Table 28: Clinical Assessment for Maximum Performance Optimization Mode example

QP | SSIM | Encoding Frames | Stenosis | Morphology | Motion
25 | 0952 | hevides |44 4
2410959 whloglg_\?iélios 44.15 j j
23| 0961 | i viden | P

5.6 Conclusions

The contributions for this study were that we propose a scalable, medical modality and tech-
nology independent approach for adaptive, real-time mHealth video communications. Application
level requirements in terms of clinical quality, time-varying bandwidth availability, and heteroge-
neous devices’ performance capabilities were modeled as constraints to an optimization problem.
The proposed framework determined an encoding configuration that jointly optimizes the afore-

described parameters for real-time operation. Results demonstrated that efficient adaptation at a
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GOP level was possible using our proposed models, significantly outperforming static approaches
and demonstrating higher flexibility and precision compared to approaches relying on precom-

puted states.
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Chapter 6

Concluding Remarks and Future Work

Over the past four decades, mobile communication networks have fundamentally changed
the way people communicate. From 1G to today’s widely used 4G, a significant progress has
been allowing the transmission of higher data rates. The evolution from 4G to 5G is still taking
shape but there have already been numerous reports on the potential benefits that 5G technology
will enable. Contrary to the evolution between previous generations of technology, 5G will offer
advances along three fronts simultaneously: data rates, connectivity, and reliability. Additionally,
key capabilities of 5G technology [134] include (a) peak data rates that should reach 10 Gbps, (b)
very low latency (less than or equal to 1 ms), (c) high mobility (up to 500 km/h) and (d) more
energy efficiency and more spectrum efficiency. Consequently, high-speed 5G networks will let
physicians see high-resolution video remotely and enable the deployment of healthcare solutions
that stream ultra-high-definition content.

However, the current bandwidth restrictions of 3G and 4G networks limit the amount of in-
formation that can be sent. So, for mHealth video communication systems, the question often
arises as to whether to choose high resolution at high compression (to be transmitted over 4G and

beyond), versus low resolution at low compression (to be transmitted over 3G), if both result in the
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same bitrate. Since mHealth applications rely on clinical video quality, the answer to this ques-
tion depends on guaranteeing a minimum, acceptable level of clinical video quality along with the
video modality and the screening device of the medical expert. For example, in case the medical
expert will use a video device supporting low resolution, it will be wiser to transmit low resolution
medical video at low compression taking advantage of the full range of the available bitrate. On
the other hand, if the medical expert has a high-resolution screen, it will be better to encode the
video in high-resolution considering an upper bound for the compression based on the accepted
quality. If this won’t be feasible, a better-quality trade-off would be to encode at a lower resolution
to eliminate the encoding artifacts.

Nowadays, there is a great need for efficient video compression methods, since original un-
compressed HD and Ultra HD (UHD) video resolutions have high bitrate demands. For example,
a video having 1280x720 resolution (720 progressive mode), having 24 bits per pixel with 60
frames per second, needs 1.3 Gbps. For UHD resolutions have even higher bitrate demands that
5G networks will not support. In terms of ultrasound video communication purposes, an original
uncompressed video would require 93.18 Mbps (560 width resolution x 416 horizontal resolution
x 50 frames/s x 8 bits per pixel = 93.18 Mbps). Using HEVC encoding for a QP of 28, which
achieves diagnostically lossless ultrasound video quality, the transmission rate is reduced to 340
kbps. In other words, a compression ratio of 274 is achieved [81]. Thus, the necessity for adaptive
video compression will still remain.

Additionally, real-time adaptive encoding will still be a necessary mass population screening
cases, especially in developing countries, where wireless networks resources are unstable and
shared by many users. Also, in disaster incident scenarios, where natural disasters can cause

breakdown in communication systems. Thus, in these scenarios the encoding process must adapt
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to the available bandwidth in a real-time manner, without compromising the clinical quality of the
transmitted video.

Furthermore, multi-view video streaming systems [174] can be benefited by real-time adap-
tation based on time-varying constraints, because they capture the video content using multiple
cameras and then encode it for transmission. Also, such systems can support different video reso-
lutions based on the cameras’ capabilities. Consequently, growing bandwidth available in current
and emerging mobile networks can’t support the transmission of the multi-view video content.
Similar approach applies for 3D video transmission [175], [176], where a 3D video provides an
added dimension of depth to conventional video. 3D medical video transmission allows improved

visual perception and thus better diagnosis.

6.1 Concluding Remarks

The motivation and objective of the present thesis is the wider adoption of mHealth video
communication systems in standard clinical practice. Toward this direction, technical objectives
involve the delivery of (i) sufficiently high video resolutions and frame rates, subject to (ii) low-
delay and low packet loss rates requirements, by (iii) adapting to wireless networks’ varying state.
The latter requires real-time control of the video streaming process so as to facilitate the ade-
quate levels of clinical video quality required to support reliable diagnosis. The goal is hence to
match clinical experience levels of in-hospital examinations. The thesis proposes a scalable, video
modality, encoder, and wireless network agnostic framework, that will support real-time adap-
tation to time-varying wireless networks’ state while guaranteeing diagnostically lossless video
communications and conforming to end-user device constraints for real-time performance.

The approach is based on multi-objective optimization, that jointly maximizes the encoded

video’s quality and encoding rate while minimizing bitrate demands. For this purpose, a dense
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encoding space is constructed, and linear regression is used to estimate forward prediction mod-
els for quality, bitrate, and computational complexity. The prediction models are then used by
the proposed adaptive control framework that can fine-tune video encoding based on real-time
constraints. The proposed framework is validated using a leave-one-out algorithm applied to ten
ultrasound videos of the common carotid artery. The prediction models can estimate SSIM qual-
ity with a median accuracy error of less than 1%, bitrate demands with deviation error of 10% or
less, and encoding frame rate within a 6% margin. Real-time adaptation at a GOP level is demon-
strated using HEVC standard. The effectiveness of the proposed framework compared to static,
non-adaptive approaches is demonstrated for different modes of operation, achieving significant
quality gains, bitrate demands reductions, and performance improvements, in real-life scenarios
imposing time-varying constraints.

This proposed framework has the potential to transform healthcare delivery by fostering re-
sponsive emergency systems, in unrestricted and cross border settings that will significantly im-
prove patients’ quality of care. The clinical benefits of transmitting real-time clinical video of
adequate diagnostic quality are an open and active area of research.

The contributions of the first study are:

¢ Relationship between spatial resolution (QCIF, CIF, 4CIF) and clinical diagnosis: This
relationship between video resolution and clinical quality was investigated via multiple clin-
ical evaluation sessions. Experiments involved medical experts evaluating a video’s diag-
nostic quality based on the actual clinical protocol that is followed during common carotid
artery (CCA) ultrasound examination, displayed at different resolutions. The medical ex-

perts were asked to validate the clinical content of these three resolutions. The findings
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verified the hypothesis that higher resolution accommodates a larger amount of clinical in-
formation. The use of higher 4CIF (704 x 576) resolution underpins new clinical quality

standards that are closer to standards used for in hospital exams.

e Medical video communications over Mobile WiMAX networks: Within the context of
the present thesis, the case study of medical video communication over Mobile WiIMAX
networks was evaluated using the OPNET modeler and video traces of real CCA ultrasound
videos. Recommendations for mobile WIMAX network’s parameters setup and utilization
towards maximizing the communicated video’s clinical capacity are hence proposed while
findings motivated the proposed adaptive video communication framework. Key parame-
ters that are highlighted in the thesis involve three different channel modulation and coding
schemes, various distances from the base station (BS), and diverse mobility patterns. To
demonstrate the effectiveness of the proposed framework, we successfully transmitted clin-
ically acceptable ultrasound video of 4CIF resolution over Mobile WiMAX networks. Here,
it’s important to note that despite the fact that this study relied on Mobile WiMAX networks
(a highly promising technology at the time of investigation but with limited adoption today),
the approach is technology agnostic and the same methods can be applied and adopted by

any wireless network such as LTE or LTE-Advance.

The contributions of the second study are:

e Multi-objective optimization for real-time operation: The thesis proposes and evalu-
ates a multi-objective optimization framework for adaptive video delivery that leverages
video quality (application-modality level adaptation), bitrate demands (wireless network

adaptation), and encoding frame rate (device adaptation for real-time operation). Thus, the
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proposed solution considers encodings that simultaneously maximize video quality and en-
coding rate, while minimizing the required bitrate. The required space of solutions forms a

Pareto front that is used for solving constrained optimization problems.

¢ Robust prediction models: Robust prediction models were generated for each optimization
objective, that allow real-time encoding adaptation for real-time operation. More specifi-
cally, forward prediction models were developed for SSIM (video) quality, bitrate demands,
and encoding frame rate, for three different group of pictures (GOP) encoding structures,
namely zero latency (ZL), B2 and B4 respectively. Overall, prediction accuracy results were
very promising, especially for video quality and bitrate demands, since the depicted errors

were within reasonable bounds for all investigated models.

e Real-Time adaptation using pareto-optimal encoding configurations: Real-time adap-
tation at a GOP level was demonstrated using the HEVC standard. The effectiveness of the
proposed framework compared to static, non-adaptive approaches was demonstrated for dif-
ferent modes of operation, achieving significant quality gains, bitrate demands reductions,

and performance improvements, in real-life scenarios imposing time-varying constraints.

¢ Video modality, encoder, and wireless network agnostic framework: The proposed ap-
proach is generic enough and should be applicable to other medical video modalities and
for different applications, provided that the appropriate training described in the thesis is

performed.

6.2 Future Work

Future work includes investigation of higher quality encodings over 4G and beyond (5G) wire-

less networks and experimenting with larger and different data sets (including emergency incidents
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videos) so as to increase the validity of the proposed methods. Moreover, to extend forward pre-
diction models of video quality, beyond SSIM. The latter involves clinical evaluation (subjective
evaluation) of different medical video encodings offline based on a clinically established proto-
cols per investigated modality. The objective will be then to find threshold values (correlation) for
which clinical quality is maintained with respect to the corresponding VQA algorithms. Further-
more, future work is directed towards dynamically reconfiguring the generated forward models
during real-time operation based on the communicated video characteristics. The latter approach

will further minimize prediction errors increasing robustness and reliability.

6.2.1 Self-controlled adaptive framework

An ambitious goal is to revisit the adaptive control framework so as to take advantage of the
all the resulting optimal configurations in real-time after a constant number of iterations, and use
them in order to dynamically reconfigure on-the-fly the generated forward models for quality,
bitrate, and computational complexity.

The latter will be triggered when precision (prediction accuracy) is not adequate, based on
statistic measurements, signaling that a new forward model tailored to the specific video content
(and motions), needs to be computed on the fly. The objective is to maximize system perfor-
mance and optimize resource utilization. Based on preliminary findings, this approach achieves

prediction errors reductions, thus improving the system reliability.

6.2.2 Integrate no-reference video quality metrics in the proposed adaptive video commu-

nication framework

The ability to quantify the quality of a video is the most significant requirement for emerging

medical video transmission systems. Diagnostic validation requires an accurate assessment of the
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diagnostic capacity of the transmitted medical video. Since the quality of transmission systems is
measured in terms of their diagnostic yield, the efficiency of medical video transmission systems
is measured in terms of their ability to provide for a reliable and dependable diagnosis. Hence,
there is a strong demand to provide diagnostically robust medical video communications. The
absence of efficient video quality assessment algorithms, both objective and subjective (clinical),
contributes to the challenges involved in the design of a system of consistent diagnostic quality.
Thus, in addition to the most widely VQA used in the literature, namely PSNR and SSIM full
reference algorithms, blind (e.g. no reference) metrics developed at LIVE [177] will be investi-
gated. In particular, the VIIDEO [89], BLIINDS-II [88], VMAF [85], and MOVIE [84] metrics
will be investigated. The objective is to generate forward prediction models of adequate clinical
video quality that will be based on no reference VQA algorithms. That is, no access to the orig-
inal uncompressed video will be required to trigger an encoding configuration switch subject to
time-varying constraints. Instead, the decision will be made in real-time subject to the transmitted

video’s quality. The latter approach constitutes a significant advancement of the state-of-the-art.

6.2.3 Investigate the proposed adaptive framework for MPEG-DASH streaming

Also, future work includes investigating the integration of the proposed adaptive video com-
munication framework for MPEG-DASH streaming. Towards this direction, we will adopt the
concept described in Chapter 5 to select pareto optimal encoding configurations for applications
leveraging the Scalable-HEVC and MPEG-DASH standards. The vision is then to generate an
MPEG-DASH client-based adaptation mechanism for clinical video scenarios based on multi-
objective optimization (video quality, bitrate, decoding rate). Having concluded this, the objective
is to perform a comparative evaluation of Scalable-HEVC and MPEG-DASH for adaptive video

delivery telemedicine applications.
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6.2.4 Realistic Wireless Network Modeling

Future work includes video transmission simulations to realistically model wireless network
behavior and evaluate in real-time both the responsiveness and effectiveness of the proposed meth-
ods. For this purpose, the philosophy of the adaptive video controller will be incorporated in the
TruNET [178] and OPNET [127] wireless network simulators. In terms of wireless channel mod-
eling, we will investigate different wireless broadband (802.11x) and cellular (3G, 4G, and beyond
(5G)) networks, different signal propagation environments (vehicular, urban, suburban, free space)
and multipath fading states (vehicular, indoor to outdoor pedestrian, etc), principal mobility sce-
narios (low, medium, and high mobility), and effective channel modulation and coding schemes
(with respect to distance from the base station and topology).

Capitalizing on the unparalleled capabilities of such simulators, we will further design building
structure topologies that are analogous to the Cyprus wireless infrastructure, for the purpose of
comparing simulations with real measurements, hence providing a better insight as to bandwidth
fluctuation and availability in near real-life settings. The latter will allow simulating the available
throughput and bandwidth based on the different signal propagation routes and corresponding

signal attenuation based on the specific 3D path losses.
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