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ΠΕΡΙΛΗΨΗ 

Η λειτουργική μαγνητική νευροαπεικόνιση σε κατάσταση ηρεμίας (rs-fMRI) είναι μια 

ισχυρή και σύγχρονη μέθοδος λειτουργικής απεικόνισης του εγκεφάλου που μπορεί να 

χρησιμοποιηθεί για την αξιολόγηση των αλληλεπιδράσεων που συμβαίνουν όταν ένας 

εθελοντής βρίσκεται σε κατάσταση ηρεμίας (δεν καλείται να εκτελέσει μια σειρά από εντολές). 

Αυτή η εγκεφαλική δραστηριότητα ηρεμίας μπορεί να εκτιμηθεί μέσω των αλλαγών στην 

τοπική ροή του περιφερειακού αίματος στον εγκέφαλο. Αυτές οι αλλαγές δημιουργούν 

συνακόλουθα αλλαγές στο τοπικό επίπεδο της οξυγόνωσης του αίματος που τροφοδοτεί την 

ενεργοποιημένη περιοχή και παράγουν ένα σήμα με το ακρωνύμιο BOLD (Blood Oxygen 

Level Dependent) που μπορεί να μετρηθεί με το fMRI. 

Ωστόσο, είναι πολύ γνωστό πλέον ότι το σήμα BOLD σήμα επηρεάζεται επίσης - εκτός 

από την νευρωνική δραστηριότητα – από τις διακυμάνσεις των φυσιολογικών σημάτων, 

συμπεριλαμβανομένων του αρτηριακού CO2, της αναπνοής και της μεταβλητότητας του 

καρδιακού ρυθμού (HR / HRV). Αυτές οι διακυμάνσεις έχουν σαν αποτέλεσμα να προκαλούν 

μεταβολές στα χαρακτηριστικά της τοπικής αιματικής ροής, είτε μέσω αλλαγών οξυγόνωσης 

ή μεταβολών του όγκου αίματος και μπορεί κατά συνέπεια να προκαλούν μεταβολές στο σήμα 

BOLD, εκτός των αλλαγών που προκαλούνται από τις νευρωνικές ενεργοποιήσεις. Ακόμη, 

πολλές μελέτες έχουν επιβεβαιώσει ότι ακόμη και οι αυθόρμητες διακυμάνσεις των 

προαναφερθέντων φυσιολογικών σημάτων επηρεάζουν το σήμα BOLD fMRI. Σχετικά με 

αυτό, οι εκτιμήσεις της λειτουργικής συνδεσιμότητας μεταξύ των διαφόρων περιοχών του 

εγκεφάλου που εκτελούνται όταν το υποκείμενο είναι σε ηρεμία μπορεί να συγχέονται από τις 

επιδράσεις των διακυμάνσεων του φυσιολογικού σήματος. Επιπλέον, έχει αποδειχθεί ότι η 

λειτουργική συνδεσιμότητα σε κατάσταση ηρεμίας αλλάζει μέσα σε ένα σύντομο χρονικό 

διάστημα (δυναμική λειτουργική συνδεσιμότητα - DFC), με τις πηγές αυτής της διακύμανσης 

να μην έχουν διευκρινιστεί πλήρως. Η εκτίμηση της DFC έχει προταθεί ως μια ακριβέστερη 

απεικόνιση των λειτουργικών δικτύων του εγκεφάλου. 

Λαμβάνοντας υπόψη όλα τα παραπάνω, ο κύριος στόχος της παρούσας διπλωματικής 

εργασίας είναι η διερεύνηση και καλύτερη κατανόηση της σχέσης μεταξύ των προτύπων της 

DFC και των χρονικά μεταβαλλόμενων ιδιοτήτων ταυτόχρονα καταγεγραμμένων 

φυσιολογικών σημάτων (end-tidal CO2, respiration volume per time - RVT και HR/HRV) 

χρησιμοποιώντας μεθόδους από τα πεδία της επεξεργασίας σήματος, της μηχανικής μάθησης 

(Ανάλυση Ανεξάρτητων Συνιστωσών – ICA) καθώς και εργαλεία από την θεωρία των γράφων 

πάνω σε μετρήσεις fMRI που πάρθηκαν σε κατάσταση ηρεμίας από 12 υγιείς εθελοντές. 

FOIVIA N
. N

IKOLA
OU



 

v 

 

Προκειμένου να γίνει αυτό, αξιολογήθηκαν το DFC και o βαθμός (degree) των δικτύων 

ηρεμίας για διάφορα ευρέως χρησιμοποιούμενα δίκτυα καταστάσεως ηρεμίας (default mode 

network – DMN, οπτικό και σωματοκινητικό) και προσδιορίστηκε ποσοτικά η σχέση τους με 

τη χρονική μεταβολή της φυσιολογικής ισχύος του σήματος. Όπως αναφέρθηκε ήδη, τα δίκτυα 

καταστάσεως ηρεμίας περιλαμβάνουν ανατομικά απομονωμένες, εντούτοις λειτουργικά 

συνδεδεμένες, περιοχές που εμφανίζουν υψηλή συσχέτιση όσον αφορά στην δραστηριότητα 

του σήματος BOLD. 

Τα αποτελέσματά μας αποκαλύπτουν ένα ρυθμιστικό αποτέλεσμα των 

προαναφερθέντων φυσιολογικών σημάτων στα δυναμικά μοντέλα λειτουργικής 

συνδεσιμότητας για ένα πλήθος δικτύων καταστάσεων ηρεμίας (DMN, οπτικο, 

σωματοκινητικό) που εξήχθησαν με διάφορες μεθόδους όπως mask-based, seed-based και 

ICA. Με την χρήση της διακριτής αποσύνθεσης κυματιδίων (wavelets), δείχνουμε επίσης ότι 

αυτά τα φαινόμενα διαμόρφωσης είναι πιο έντονα σε συγκεκριμένες ζώνες συχνοτήτων. 

Επιπλέον, χρησιμοποιώντας ένα μοντέλο πολλαπλής γραμμικής παλινδρόμησης, 

αξιολογήθηκε πιο λεπτομερώς η συγκριτική συνεισφορά των εν λόγω φυσιολογικών σημάτων 

στα δυναμικά χαρακτηριστικά των RSNs. Επιπλέον, χρησιμοποιώντας τον μετασχηματισμό 

Hilbert, εξήγαμε την στιγμιαία ισχύ του σήματος HR στις χαμηλές (LF) και υψηλές (HF) 

συχνότητες και διερευνήσαμε τον τρόπο με τον οποίο η ισχύς στις συγκεκριμένες συχνοτικές 

ζώνες, οι οποίες συνδέονται με την επίδραση του συμπαθητικού και παρασυμπαθητικού 

νευρικού συστήματος, επηρεάζουν τα RSNs. Τέλος, δείχνουμε ότι οι παρατηρούμενες 

επιδράσεις διαμόρφωσης ήταν πιο ευδιάκριτες όταν η επεξεργασία έγινε στο λειτουργικό 

απεικονιστικό χώρο του κάθε ατόμου ξεχωριστά, παρά στον τυπικό (MNI) χώρο. 

 

 

 

  

FOIVIA N
. N

IKOLA
OU



 

vi 

 

ABSTRACT 

Resting state functional magnetic resonance imaging (RS-fMRI) is a relatively recent, 

very promising method of functional brain imaging that can be used for the evaluation of 

regional interactions that occur when a volunteer is at rest (i.e., not performing an explicit task). 

This resting brain activity may be assessed through fluctuations in regional blood flow in the 

brain, which generate the blood-oxygen-level dependent (BOLD) signal that is measured by 

fMRI.  

However, it is well established that the BOLD signal is also influenced – in addition to 

neuronal activity - by fluctuations in physiological signals, including arterial CO2, respiration 

and heart rate/ heart rate variability (HR/HRV). These fluctuations cause changes in local blood 

susceptibility, either through oxygenation changes or blood volume changes and may 

consequently induce BOLD signal variations, in addition to changes induced by neuronal 

activations of interest. Numerous studies have confirmed that even spontaneous fluctuations of 

the previously mentioned physiological signals influence the BOLD fMRI signal in a 

regionally-specific manner. Related to this, estimates of functional connectivity between 

different brain regions, performed when the volunteer is at rest may be also confounded by the 

effects of physiological signal fluctuations. In addition, resting functional connectivity has been 

demonstrated to change over different time scales (dynamic functional connectivity - DFC), 

with the sources of this variation not fully. Investigating DFC has been proposed as a more 

precise portrayal of functional brain networks. 

Taking into consideration all the above, the main goal of the present thesis was to 

investigate the relation between DFC patterns and the time-varying properties of 

simultaneously recorded physiological signals (end-tidal CO2, respiration volume per time; 

RVT and HR/HRV) using signal processing, machine learning (independent component 

analysis – ICA) and graph theoretical tools, as well as resting-state fMRI measurements from 

12 healthy volunteers. In order to do so, DFC and its corresponding network degree for three 

different important resting state networks (RSNs), namely the default mode network (DMN), 

as well as the visual and somatosensory networks, were assessed and the relation between the 

dynamic RSN characteristics and the time-varying physiological signal power was quantified. 

As already reported, these RSNs comprise of anatomically isolated, however functionally 

connected regions showing a high degree of correlated BOLD signal activity. These networks 

are observed to be generally reliable over various studies, regardless of differences in the data 

acquisition and analysis methods. However, the sources of DFC are far from being elucidated. 
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Our results reveal a modulatory effect of the aforementioned physiological signals on 

the resting DFC patterns for a number of RSNs (DMN, somatosensory, visual) that were 

extracted by using different analysis methods, including mask-based, seed-based and ICA 

analysis. By using discrete wavelet decomposition, we also show that these modulation effects 

are more pronounced in specific frequency bands. In addition, by using a multiple regression 

model, we separately quantify the effect of each physiological signal on RSN DFC. Moreover, 

by using the Hilbert transform, we extracted the instantaneous LF and HF power of the 

instantaneous HR signal, which are important markers of sympathetic and parasympathetic 

autonomic nervous system activity and investigated how the activity of these two components 

affects RSN DFC. Finally, we show that the observed modulation effects are considerably 

clearer when processing was done in the individual functional imaging space, compared to 

when it was done in standard (MNI) space. 
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1. Introduction 

1.1 Motivation 

The number of functional magnetic resonance imaging (fMRI) studies that are 

inspecting not only the task-related increases in the fMRI signal within specific brain areas, but 

also the correlation between time series fluctuations corresponding to different brain regions 

(functional connectivity) has increased rapidly in the last few years. The catalyst for these 

investigations is the observation that low frequency (<0.1 Hz) fluctuations in the fMRI signal 

intensity time series, which can take place either as a result of task-induced signal modulations 

or in the absence of an external stimulus or explicit task (resting state), are frequently correlated 

between functionally related areas. The general assumption is that these correlated fluctuations 

reveal synchronized variations in the neuronal activity of a network of regions. fMRI can, 

therefore, provide a window into the interaction, or connection, among brain areas. The 

exploration of these networks by analyzing coherent signal fluctuations has consequently come 

forth as functional or effective connectivity analysis (Rogers et al., 2007; Friston, 2011), 

whereby the term effective connectivity implies that causal interactions are searched for 

(Friston, 2011). 

Specifically, the recent discovery that spontaneous brain activity is not random noise, 

but is particularly organized in resting state networks (RSNs) has created significant interest, 

as RSNs provide a way to probe brain function without needing explicit tasks to drive brain 

activity (Fox and Raichle, 2007). Consistent correlations among low frequency fluctuations 

between the fMRI time series corresponding to different areas at rest were initially revealed by 

Biswal et al, 1995. The default mode network (DMN) –a set of brain areas that regularly de-

activate through a wide range of cognitive tasks– is one of the first RSNs to be identified 

(Greicius et al., 2003). Subsequent studies identified numerous consistent and distinct RSNs, 

including the motor, auditory, visual, and attention networks (Damoiseaux et al., 2006; De 

Luca et al., 2006). The presence of RSNs was also confirmed using additional modalities 

(electroencephalography – EEG and magnetoencephalography – MEG) (Smith et al., 2008; De 

Pasquale et al., 2010). Overall, these observations support the view that the brain at rest 

comprises several periodically active and synchronized networks. 

Notwithstanding, the volunteer test-retest reliability of RSN connectivity is lower than 

what might have been expected if patterns were anatomically determined (Honey et al., 2009). 
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This is partly due to the reconfiguration of functional networks, but could also reflect the effect 

of non-neuronal sources or time-variability. To investigate the latter, RSN non-stationarities 

are being increasingly considered, mainly using sliding-window techniques combined with 

seed voxel/region analysis and independent component analysis (ICA) (De Pasquale et al., 

2010; Chang and Glover, 2010; Hutchison et al., 2013; Chang et al., 2013; Kiviniemi et al., 

2011). Several recent studies have focused on dynamic fMRI-based RSN functional 

connectivity (Chang and Glover, 2010; Chang et al., 2013; Zalesky et al., 2014). 

Furthermore, the blood-oxygen level dependent (BOLD) signal measured by fMRI is 

only indirectly related to the underlying neuronal activity, as determined by neurovascular 

coupling mechanisms and quantified by the hemodynamic response function (HRF) (Buxton, 

2012). The impact of non-neuronal physiological variability (e.g. heart rate, arterial CO2, 

respiration) on fMRI measurements and connectivity has been established (Wise et al., 2004; 

Napadow et al., 2008). The cerebral vasculature is exquisitely sensitive to arterial CO2 

fluctuations; it has been demonstrated that spontaneous arterial CO2 fluctuations affect both 

cerebral blood flow in the middle cerebral artery (Mitsis et al., 2004) and the fMRI BOLD 

signal regionally (Wise et al., 2004; Pattinson et al., 2009). Moreover, slow changes in 

respiration depth and rate were found to significantly affect resting-state functional 

connectivity of the DMN (Birn et al., 2006) and heart rate variability (HRV), as well as its low 

frequency (LF) and high frequency (HF) power components, have been shown to be correlated 

with regional BOLD signal variations (Napadow et al., 2008). Additionally, a significant 

component of BOLD fMRI physiological noise is caused by variations in the depth and rate of 

respiration. It has previously been demonstrated that a breath-to-breath metric of respiratory 

variation (respiratory volume per time; RVT), computed from pneumatic belt measurements of 

chest expansion, has a strong linear relationship with resting-state BOLD signals across the 

brain (Birn et al., 2006). RVT is believed to capture breathing-induced changes in arterial CO2, 

which is a cerebral vasodilator; indeed, separate studies have found that spontaneous 

fluctuations in end-tidal CO2 (PETCO2) are correlated with BOLD signal time series (Wise et 

al., 2004). Overall, these works concluded that RSN studies are particularly susceptible to 

physiological noise (Murphy et al., 2013; Birn et al., 2012). 
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1.2 Aim and Objectives 

The aim of this Ph.D. thesis is to investigate the dynamic association between fMRI-

based functional connectivity and physiological signals in the resting state. While the effects 

of cardiovascular and respiratory processes on the blood oxygen level dependent (BOLD) 

signal measured by fMRI have been established, the effect of physiological factors on dynamic 

(time-varying) resting-state functional connectivity has, to our knowledge, not been studied in 

the past. Understanding the effect of physiological factors on resting-state functional 

connectivity is a very important topic since physiological noise and neuronal signals may 

overlap in time, be anatomically co-localized, and can have (or alias into) common temporal 

frequencies. Separating the underlying neuronal activity from the physiological noise will lead 

to improved reliability of functional connectivity studies.   

 

The primary objectives of this thesis are: 

• To investigate the dynamic variations in resting-state functional connectivity patterns 

(dynamic functional connectivity) using different analysis techniques. The vast 

majority of fMRI connectivity research has been performed under the assumption of 

stationarity. Stationarity in general suggests that some statistic or model parameter of 

interest is relatively constant (in a statistical sense), and in the context of functional 

connectivity, it implies that some measure of connectivity (e.g., correlation coefficient 

between two regions) is not changing significantly over time. Using different data 

quality and analysis techniques (including mask-based and seed-based analysis and 

ICA), we explored non-stationarities in order to quantify the dynamics of resting-state 

correlations of different RSNs.  

• To examine whether dynamic resting functional connectivity is modulated by the time-

varying properties of simultaneously recorded physiological signals. This was done 

using end-tidal CO2 (PETCO2), HRV (a widely-used marker of autonomic activity) and 

RVT measurements obtained during scanning. To investigate this modulation in a 

quantitative manner, DFC and its corresponding network degree for the DMN, visual 

and somatosensory RSNs was assessed and their relation to time-varying physiological 

signal power was quantified. The network degree was calculated using seed 

voxel/region analysis and independent component analysis (ICA). In line with this, the 

examination of the stability of the DMN in both the spatial and temporal domains by 

using the ICA analysis is also investigated.  

FOIVIA N
. N

IKOLA
OU



 

4 

 

 

Secondary objectives include:  

• To identify the frequency band(s) where the modulatory effect of the physiological 

signals on the fMRI signal is more pronounced. Since different physiological signals 

may exhibit spectral power that is overlapping, identifying the frequency band with the 

strongest correlation to the fMRI signal may help elucidating the physiological source 

of the modulation. We investigated this, for the first time, using discrete wavelet 

analysis, which allows us to decompose the fMRI and physiological signals in the 

frequency domain, while preserving temporal information.  In addition, application of 

the wavelet transform allows us to search for modulatory effects within different 

frequency sub-bands, while still taking the entire signal into consideration.   

• To investigate the impact of the cardiac sympathetic and parasympathetic activity, 

extracted from the HRV signal, on DFC. The finding of a significant correlation 

between DFC and the cardiac sympathetic and parasympathetic activities may 

illuminate potential factors underlying dynamic changes in resting-state connectivity. 

In turn, delineating the brain regions exhibiting such connectivity modulations may 

yield further insight into neural mechanisms underlying autonomic control 

mechanisms. The effects of the two different components of the autonomic nervous 

system was disentangled by obtaining estimates of instantaneous HF and LF power 

from the HRV signal, using the Hilbert transformation and calculating correlations with 

the fMRI signals. The HF component of the HRV signal, is attributed to respiration-

induced heart rate modulation and is mediated primarily by parasympathetic outflow. 

The LF component of HRV, while not fully understood, is believed to reflect a mixture 

of sympathetic and parasympathetic activities. 

 

Additional objectives are:  

• To determine the effect of the selected analysis space for the implemented RS-fMRI 

investigations (MNI vs individual functional spaces). Our analysis was performed both 

in the MNI and functional spaces and results were compared. 

• To quantify the relative modulatory contribution of different physiological signals on 

the RS-DFC. This will facilitate an understanding of how each physiological signal 

affects dynamic RSN patterns. We explored this by applying multiple linear regression 

(MLP) to quantify the relative contribution of different physiological signals.  
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1.3 Novel Contributions 

The original research contributions presented in this thesis are as follows: 

• We rigorously investigated the characteristics of fMRI-based DFC patterns using 

different algorithms, including mask based analysis, seed voxel/region analysis and 

independent component analysis (ICA) combined with graph-theoretic measures and 

wavelet analysis. In the ICA analysis, in addition to the standard analysis, a spatial 

sliding window ICA was performed, which constitutes a novel approach. According to 

this approach, we split the original 3D dataset of the brain into volumes and then created 

spatial windows by merging the desired volume in each window. A low dimensionality 

ICA was then performed in each window. 

• We demonstrated, for the first time, that the characteristics of different RSNs over time 

are clearly modulated by physiological signals (PETCO2, RVT, HR). In addition, we 

identified the specific frequency sub-bands within which these effects are more 

pronounced for each physiological signal, by using discrete wavelet decomposition.  

• We demonstrated that the imaging space (individual functional vs. standard MNI space) 

in which the analysis is carried out has a pronounced effect in the context of assessing 

DFC and its relation to physiological signals. In many studies it is typical that fMRI 

time-series are registered to the MNI space in similar analyses. We showed that the 

observed physiological signal modulatory effects were much clearer when processing 

was done in the individual functional space, compared to when it was done in standard 

(MNI) space, suggesting that registration to the latter may considerably blur the 

observed DFC patterns. 

• We investigated the impact of the cardiac sympathetic and cardiac parasympathetic 

neural activity on resting-state DFC for the first time. The effects of these two 

components was disentangled by obtaining estimates of instantaneous HF and LF HRV 

power by using the Hilbert transformation. The HF component of HRV is attributed to 

respiration-induced heart rate modulation and is mediated primarily by parasympathetic 

outflow. The LF component of HRV is not fully understood but believed to rather 

reflect a mixture of sympathetic and parasympathetic activities. Both instantaneous HF 

and LF HRV power were found to affect RS-DFC considerably. 

• We applied multiple general linear and linear regression models to quantify the relative 

modulatory contribution of different physiological signals on RS-DFC. The general 

linear models for instantaneous HF and LF HRV power yielded very similar results. As 
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mentioned before, these two had a similar modulatory effect on RS-DFC. Multiple 

linear regression models were applied for PETCO2, RVT and HR. From these models, 

the strong relationship between PETCO2 and RVT was shown as the calculated 

estimated coefficients for these two dependent variables yielded similar values. 

1.4 Outline of the thesis 

The material in this thesis is organized as follows: 

Chapter 2 describes the physiological principles of FMRI. The nature and interpretation 

of the BOLD (blood oxygen level dependent) signal, and the spatial and temporal resolution of 

the signal are discussed. Chapter 3 describes in a comprehensive manner the experimental data, 

pre-processing and processing steps used and applied in this research. Chapter 4 presents the 

results we have obtained so far using the methods described in the Chapter 3. Chapter 5 presents 

a summary of the previous chapters and results, and discusses the contributions of this thesis. 

Chapter 6, in its first section, provides some concluding remarks and also the advantages and 

limitation of our implementations. In the second section of this Chapter, we present some 

possible directions for future work.  
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2. Functional Neuroimaging: Fundamental 

Principles and Key terms 

In this chapter, the fundamental principles of functional neuroimaging and related basic 

terms and definitions will be provided. In more detail, this chapter stipulates the scientific and 

clinical background of neuroimaging methods for the study of brain dynamic functional 

connectivity, aiming to assist the reader to thoroughly understand general key terms that will 

be used in the following chapters. Initially, the key concepts of “fMRI”, “Functional 

Connectivity” and “Dynamic Functional Connectivity” will be presented. Later on, in the 

chapter, the theoretical background behind the interaction between physiological signals and 

the fMRI BOLD signals will be extensively analyzed. 

 

2.1 fMRI 

The emergence of modern functional neuroimaging techniques such as brain positron 

emission tomography (PET), brain single photon emission computed tomography (SPECT), 

functional magnetic resonance imaging (fMRI), high resolution EEG, and 

magnetoencephalography (MEG) have brought forth excellent opportunities for researching 

the human brain in vivo and, consequently, have opened a new era in the study of brain function.  

Despite the existence of a variety of functional neuroimaging techniques, in the last two 

decades, fMRI has developed into the most popular method used for functional brain imaging 

(Bandettini, 2012; Howseman and Bowtell, 1999). fMRI is a non-invasive technique that uses 

the physical phenomenon of nuclear magnetic resonance and the associated technology of 

magnetic resonance imaging to map human brain function. This is achieved by indirectly 

measuring neural activity via the use of blood oxygen level-dependent (BOLD) contrast. This 

contrast relies on two basic principles: i) hemoglobin has different magnetic properties 

according to its level of oxygenation: it is diamagnetic when oxygenated but paramagnetic 

when deoxygenated (Ogawa et al., 1990; Kim and Ogawa 2012); ii) regional blood oxygenation 

varies according to the levels of neural activity: when neuronal activity increases there is an 

increased demand for oxygen and the local response is an increase in blood flow in regions of 

increased neural activity. This is indirectly sensed, since arterial blood accelerates the 

hemodynamic mean transit time in the district, thus pushing away a portion of de-oxygenated 

blood in the venous capillaries. As deoxyhemoglobin is paramagnetic, it increases the local 
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microscopic magnetic field inhomogeneity ΔB thus shortening the T2* relaxation time which 

in turn results in accelerated signal fading. All the steps are outlined in the Figure 2.1.  Because 

of this, changes in the BOLD signal can be used to identify areas of decreased or increased 

neuronal activity. 

 

 

Figure 2.1. Brain activity and BOLD signal principles. 

 

This property of fMRI has made it a very useful tool in studying and understanding 

brain function both related to tasks and at rest. fMRI studies can, thus, be divided in two areas: 

task-related and resting state. 

 

2.1.1 Task-Related fMRI 

The first fMRI studies used the task-related approach to measure human brain activity. 

In this approach, individuals perform a variety of different tasks designed to activate and 

identify the brain areas related to these tasks. Such tasks include the processing of various kinds 

of information (e.g., words, pictures, sounds, letters, images), using different types of thinking 

skills (e.g., memory, decision-making, language generation) and responding to stimuli in 

different ways (e.g., button presses, speaking aloud). In a typical task-related fMRI experiment, 

a volunteer alternates between periods of performing a task and resting (e.g., looking at a visual 

stimulus for 30 seconds and then closing their eyes for 30 seconds as a control state as can be 

Brain Activity ↑

Oxygen Consumption  ↑ 
Cerebral Blood Flow ↑ ↑

Oxyhaemoglobin ↑ 
Deoxyhaemoglobin ↓

Field Inhomogeneities ↓ 
T2* ↑

MRI Signal ↑

Resting

Activated
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seen in Figure 2.2). The fMRI data can then be analyzed to identify which brain areas show a 

matching pattern of changes, and these areas are considered to be activated by the stimulus. 

Task-related fMRI analysis has, therefore, helped us identify and characterize functionally 

distinct nodes in the human brain.  This understanding has, in turn, created the grounds for 

validating, and interpreting the results of the connectivity analysis obtained using resting state 

fMRI, explained next. 

 

 

Figure 2.2. Traditional fMRI analysis and BOLD noise: Unaveraged BOLD time course (magenta) from a 

region in the primary visual cortex during a simple task paradigm that requires volunteers to open and 

close their eyes. The paradigm is shown in blue (delayed to account for the haemodynamic response) (Fox 

and Raichle, 2007). 

 

2.1.2 Resting State fMRI 

The study of human brain function in the absence of a particular mental task, termed 

resting state fMRI (RS-fMRI) involves asking individuals to lie at rest while brain images are 

acquired. The aim of this approach is to further our understanding of human brain function by 

detecting significant activity which is related only to the mutual dependency of the ongoing 

activity in different areas.  

As mentioned earlier, a strong link with task related activity has been recognized and 

has had a primary role in the discovery and classification of Resting State (RS) networks (see 

below). In fact, the brain regions similarly modulated (i.e., either activated or inhibited) by 

stimuli or tasks, rather than being idle during rest, display instead vigorous and persistent 

functional activity (Buckner et al., 2008) detected as spontaneous low-frequency (< 0.08 Hz) 

BOLD signal fluctuations. These low frequency BOLD fluctuations are presumed to be related 

to “spontaneous” neural activity. For instance, by cross-correlating the time series of a 

particular brain region (seed region – Figure 2.3) with all other voxels, one can determine which 

voxels are “functionally connected” with that region. 
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RS studies are of interest for several reasons. Firstly, some researchers consider them 

to be associated to anatomical connectivity. Secondly, the reliance of functional connectivity 

MRI on RS data eliminates the difficulties of task-related fMRI such as experimental design, 

volunteer compliance, and training demands, making it attractive for studies in all kinds of 

developmental and clinical groups. 

 

 

Figure 2.3. Generation of resting-state correlation map: a) Seed region in the left sensory-motor cortex is 

shown in yellow. b) Time course of spontaneous BOLD activity recorded during resting fixation and 

extracted from the seed region. (Fox and Raichle, 2007) 

 

2.2 Functional Connectivity 

Functional connectivity (FC) is generally characterized as the temporal dependency 

between spatially remote neurophysiological events (Friston, 2011). In the field of functional 

neuroimaging, FC is proposed to describe the regional interactions of anatomically separated 

brain regions, thus reflecting which of these regions are “functionally connected” (Figure 2.4).  

As mentioned earlier, these regional interactions can be captured in the BOLD signal during 

RS-fMRI acquisitions. According to the first RS-fMRI study (Biswal et al., 1995), by cross-

correlating the time series of a seed region of interest (ROI) in the motor area with all other 

voxels, it was determined that during rest, the left and right hemispheric regions of the primary 

motor network are not silent but show a high correlation between their fMRI BOLD time series. 

This suggests ongoing information processing and ongoing functional connectivity between 

these regions during rest. 
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Figure 2.4. Functional connectivity analysis. Consecutive steps of the functional connectivity analysis. A) 

Select a seed voxel (red) to correlate with other voxel (purple), (B) Presentation of their timeseries, (C) 

Calculation of correlation coefficients of ROIs, (D) Computation of weighted correlation for all ROIs and 

(E) Functional Connectivity of ROIs. 

 

Several researchers replicated the results from this RS-fMRI first study, showing a high 

level of FC between other regions as well. In fact, when fMRI studies started to examine the 

possibility of measuring FC between brain regions as a reflection of the level of co-activation 

of spontaneous fMRI time series recorded during rest (Biswal et al., 1997; Cordes et al., 2000; 

Greicius et al., 2003), it was observed that, at rest, the brain is organized into networks, called 

Resting State Networks (RSNs), consistent across volunteers and highly similar to networks of 

task-induced activations and deactivations (Beckmann et al., 2005; Damoiseaux et al., 2006; 

De Luca et al., 2006; Veer et al., 2010; Smith et al., 2009). RSNs are believed to belong to 

distinct networks serving different functions such as vision, language, etc. Today the most 

studied RSNs are: the default mode network (DMN), the sensory motor network (SMN), the 

right and the left lateral networks, the salience network, the ventral stream network, the task 

positive network, the primary, the medial and lateral visual networks as well as the visual and 

auditory networks (see Figure 2.5). 
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Figure 2.5. The principal, more widely investigated resting-state networks (Sedeno et al., 2014). 

 

In particular, the first-discovered and most studied RSN is the DMN, which was 

identified from PET data by Raichle et al., 2001. It includes the posterior and anterior cingulate 

cortex (PCC and ACC), the thalamus, the medial prefrontal cortex (mPFC) and the precuneus, 

regions that are known to show a high level of neuronal activity during rest and a deactivation 

in physiological conditions during the execution of cognitive tasks. This suggests that activity 

in this network reflects a default state of neuronal activity of the human brain (Gusnard et al., 

2001; Raichle et al., 2001; Raichle and Snyder, 2007). 

 

2.2.1 Functional connectivity analysis methods 

The lack of an a priori hypothesis about the brain activation (no specific task during 

acquisition) makes the RS-fMRI data analysis more challenging than task-based fMRI. In the 

next sub-section, the most widely used methods for analyzing RS-fMRI FC will be described. 

 

2.2.1.1 Seed-based Analysis 

One of the most widely used method for the analysis of the FC in RS-fMRI is called 

either seed-based or voxel-based analysis (hereinafter called seed-based). This approach, 

introduced by Biswal et al., 1995, has been widely used by many researchers (Raichle et al., 

2001; Fox et al., 2005; Cordes et al., 2000; Taylor et al., 2009; Di Martino et al., 2008; 
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Andrews-Hanna et al., 2007). Standard seed-based analysis is performed by first selecting one 

seed voxel or region for the primary ROI. Then this selected voxel/region is correlated with the 

other voxels of the brain in order to evaluate the similarity of its average time course with each 

other area or single voxel in the brain. The result is a map of brain voxels significantly 

correlated with the chosen seed ROI (Golestani and Goodyear, 2011) (see Figure 2.6). 

 

 

Figure 2.6. Seed-based FC: To examine the level of functional connectivity between the selected seed voxel 

and a second brain region j, the RS time series of the seed voxel is correlated with the RS time series of 

region j. A significant correlation between the time series of ROI and voxel j reflects a significant level of 

FC between these regions. Furthermore, to map out all functional connections of the selected seed region, 

the time series of the seed voxel can be correlated with the time series of all other voxels in the brain, 

resulting in a functional connectivity map that reflects the regions that show a high level of functional 

connectivity with the selected seed region (Van Den Heuvel and Hulshoff Pol, 2010). 

 

Seed-based correlation has developed into a powerful, easily interpretable, and 

effective tool in identifying and characterizing the brain areas that show activity during RS. 

Nevertheless, the networks obtained from the seed-based method highly depend on the way the 

seed regions are initially defined (Cole et al., 2010). Typically, seeds are chosen based on a 

priori knowledge about the location of brain activity during a task (Biswal et al., 1995; Xiong 

et al., 1999), using anatomical images as a guide (Di Martino et al., 2008; Taylor et al., 2009), 

or based on standardized coordinates (Maldjian et al., 2003). However, the anatomical volume 

of known regions may vary between subjects, in the presence of a neurological disease, or may 

change with aging, and functional boundaries of brain regions may not be well-defined. Hence, 
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using this approach may result in the inclusion of undesired voxels, or the exclusion of 

functionally relevant ones. Moreover, the seed-based method only evaluates the relationship 

between the brain and the seed and considers one seed at a time, while, in absence of an a priori 

hypothesis, it might be more informative to simultaneously detect and characterize various 

RSNs from a single RS-fMRI acquisition. 

 

2.2.1.2 Principal Component Analysis (PCA) 

Principal Component Analysis (PCA) is a classic technique for data reduction, feature 

extraction and statistical data analysis. PCA works by finding an orthogonal basis for its given 

data. The first eigenvector, which is taken as the first principal component, gives the direction 

of maximum variance in the data. Given a set of multivariate measurements, the purpose is to 

find a smaller set of variables with less redundancy (the redundancy is measured by correlations 

between data elements) that would give the best representation possible. This solution, 

discarding a subset of the components, provides a reduction of the data size and eliminates 

most of the random noise prior to analysis (Friston et al., 1995; Strother et al, 1997; Laconte et 

al., 2003). The most important goal of PCA is to reduce the dimensionality of the original 

dataset. Therefore, PCA is often used as a pre-processing step for other data-driven analysis 

methods such as clustering and ICA. A pioneering work in functional connectivity using PCA 

was done by Friston et al., 1994. They defined time-series functional connectivity as temporal 

correlations between spatially remote neurophysiological events. They modeled a connected 

brain system as a pattern of activity in terms of correlations or covariance and used PCA 

analysis to assess functional connectivity during a verbal test. 

 

2.2.1.3 Independent Component Analysis (ICA) 

Independent component analysis (ICA) (Beckmann et al., 2005; De Luca et al., 2006; 

Smith et al., 2009) is another powerful and popular approach in the field of functional 

neuroimaging for investigating general connectivity patterns across brain regions. ICA aims to 

discover the underlying structure of the data rather than impose an a priori knowledge on the 

model, with a blind separation of meaningful sources. Unlike the seed-based approach, only a 

few a priori assumptions are required. 

ICA was firstly introduced by McKeown (McKeown et al., 1998) as an fMRI analysis 

method able to use decomposition into spatially independent components (see Figure 2.7) to 
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distinguish between non-task-related signal components, movements and other artefacts, as 

well as task-related activations. From a clinical perspective, it was established that 

psychomotor functions are performed in localized brain areas and these can be inferred from 

specific deficits in patients. This led to the assumption that brain areas that respond to a 

psychomotor task are independently distributed from brain areas affected by other sources of 

variability. This does not require these areas to be completely non-overlapping, but only that 

other sources of signal change are not distributed in the same way as the task-related areas, i.e. 

that knowledge about the spatial distribution of one does not provide any information on the 

spatial distribution of the other (Beckmann, 2012). 

Next, the general formulation of ICA will be introduced in the context of its application 

to RS-fMRI analysis.  

 

 

Figure 2.7. Spatial ICA of fMRI data: The rows of the data matrix X and sources matrix S are vectorized 

volumes. The corresponding columns of the mixing matrix A are the time-courses. Note, that the statistical 

independence applies to the volumes (Calhoun et al., 2003). 

 

2.2.1.3.1 ICA Formulation 

The ICA model can be expressed as:  

𝑿 = 𝑨𝑺 (2.1) 

where the data that were obtained from fMRI, are represented by the 𝒕 × 𝒗 matrix 𝑿 (where 𝒗 

is the number of voxels belonging to the volume analyzed at 𝒕 different time points), the matrix 

𝑺 contains statistically independent spatial maps in its rows (which are the spatial areas in the 

brain, each with an internally consistent temporal dynamic) (Beckmann, 2012), and 𝑨 is the 

mixing matrix which contains in its columns the time courses associated to the maps. The 

sources 𝑺 are estimated by iteratively optimizing the unmixing matrix 𝑾 = 𝑨−𝟏, so that  
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𝑺 = 𝑾𝑿 contains mutually independent rows, using the information-maximization (Infomax) 

algorithm (Bell and Sejnowski, 1995). 

An extension of the Independent Component Analysis is the probabilistic ICA (pICA) 

model, which assumes that the t-dimensional vectors of observations (time series) are 

generated from a set of 𝑞 < 𝑡 (i.e., there are fewer source processes than observations in time) 

statistically independent non-Gaussian sources (spatial maps) via a linear and instantaneous 

“mixing” process corrupted by additive Gaussian noise, 𝜂(𝑡): 

𝒙𝒊 = 𝑨𝒔𝒊 + 𝝁 + 𝜼𝒊 (2.2) 

where 𝑥𝑖 denotes the individual measurements at voxel location i, 𝑠𝑖  denotes the non-Gaussian 

source signals contained in the data and 𝜂𝑖  denoted Gaussian noise 𝜂𝑖  ~𝑁(0, 𝜎2𝛴𝑖). The vector 

𝜇 defines the mean of the observations xi and the matrix 𝐴  t×q is assumed to be non-degenerate, 

i.e. of rank q. Solving the blind separation problem requires finding a linear transformation 

matrix 𝑾 such that �̂� = 𝑾𝒙 is a good approximation to the true source signals 𝒔 (Beckmann, 

2012). The detailed steps involved in estimating the pICA model, described by Beckmann and 

Smith (2004), implemented in the FSL’s tool MELODIC (www.fmrib.ox.ac.uk/fsl/, University 

of Oxford), and used in this thesis, are schematically illustrated in figure 2.8. 

 

Figure 2.8. Schematic view of the probabilistic ICA model (Beckmann and Smith, 2004). 
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As mentioned earlier, compared with seed-based methods, ICA has the advantage of 

requiring few a priori assumptions but does require the user to manually select the important 

components and distinguish noise from physiological signals. Despite the differences in the 

two approaches, the overall results obtained using seed-based analysis and ICA were found to 

be similar in a group of healthy volunteers. 

 

2.2.1.4 Network analysis 

A complementary method to seed-based and model-free (such as ICA) analyses for 

investigating functional connectivity of the brain using RS-fMRI is network analysis. In 

particular, one area of rapidly increasing interest is the mapping of functional networks. This 

kind of mapping starts by identifying a set of functional “nodes”, and then attempts to estimate 

the set of connections or “edges” between these nodes based on the analysis of the fMRI time 

series associated with the nodes (Smith et al., 2011; Smith, 2012; Rubinov and Sporns, 2010). 

There are several methods for defining network nodes using fMRI.  Some of these 

methods define the nodes according to the spatial regions of interest, as obtained from task-

fMRI activation or from brain atlases. Alternatively, parcellation via a data-driven clustering 

of the fMRI data itself (e.g., hierarchical clustering or ICA) can be run in order to define clusters 

or components (spatial maps with associated timecourses), which can be considered network 

nodes.  

Once the nodes are defined, each has its own associated timecourse (e.g., the average 

time series from all voxels within the node). These are then used to estimate the connections 

(edges) between nodes: in general, the more similar the timecourses are between any given pair 

of nodes, the more likely it is that there is a functional connection between those nodes. The 

simplest measure for estimating the connection between nodes is cross-correlation, which, 

however, neither implies causality (in itself it tells one nothing about the direction of 

information flow), nor determines whether the functional connection between two nodes is 

direct (there may be a third node “in-between” the two under consideration, or a third node 

may be feeding into the two, without a direct, or even causally-indirect, connection existing 

between them). 

While the interest in this field is growing and the approaches are many, the scope of 

network-related research almost falls onto a one-dimensional continuum that starts with neural-

level simulations at one end, passes through network modelling methods that are applied to 
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real fMRI data, and ends with the most abstract of the graph-theoretic summaries of a network 

matrix (Figure 2.9). The various dissimilarity between the different sections relate to many of 

the respective advantages and weaknesses of different analyses, and also inform some thoughts 

about valuable future directions (Smith, 2012). 

To summarize, complementing the widely used RS-fMRI analytic methods (e.g. seed-

based functional connectivity and ICA), the graph based network analyses allow us not only to 

visualize the overall connectivity pattern among all the elements of the brain (e.g., brain 

regions) but also to quantitatively characterize the global organization using a set of summative 

measures such as network degree and clustering coefficient (Rubinov and Sporns, 2010). 

 

Figure 2.9. Oversimplified schematic of relationships between various network modelling analyses for/from 

fMRI (Smith, 2012). 

 

2.2.2 Assessment of Functional Connectivity  

Correlation is a statistical measure that indicates the strength of association between 

two variables and the direction of the relationship.  In terms of the strength of the relationship, 

the value of the correlation coefficient varies between +1 and -1.  When the value of the 

correlation coefficient lies around ± 1, then it is said to reflect a perfect degree of linear 
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association between the two variables.  As the correlation coefficient value goes towards 0, the 

relationship between the two variables will be weaker.  The direction of the relationship is 

simply the sign of the correlation; with “+” indicating a positive relationship between the 

variables (when one variable increases the other variable increases) and with “-“ indicating a 

negative relationship between the variables (when one variable increases the other variable 

decreases). The three most common correlation indices used in the literature are: Pearson 

correlation, Kendall rank correlation and Spearman correlation, explained next. 

2.2.2.1 Pearson Correlation 

Pearson’s 𝒓 correlation is the most widely used correlation statistic to measure the 

degree of the relationship between linearly related variables.  For example, if we want to 

measure how two fMRI series are related to each other, Pearson’s 𝒓 correlation is used to 

measure the degree of relationship between the two. The following formula is used to calculate 

the Pearson 𝒓 correlation: 

𝒓 =
∑ (𝒙𝒊 − �̅�)(𝒚𝒊 − �̅�)𝒏

𝒊=𝟏

√∑ (𝒙𝒊 − �̅�)𝟐𝒏
𝒊=𝟏 ∑ (𝒚𝒊 − �̅�)𝟐𝒏

𝒊=𝟏

 (2.3) 

where 𝒓 is the Pearson 𝒓 correlation coefficient, 𝑁 is the number of observations in 

each data set, �̅� denotes the mean value of x timeseries and �̅� denotes the mean values of y 

timeseries. 

For the Pearson 𝒓 correlation, both variables should be normally distributed.  Other 

assumptions include linearity and homoscedasticity. Linearity assumes a straight-line 

relationship between each of the variables in the analysis and homoscedasticity assumes that 

data is normally distributed about the regression line (Kelley, 2007). 

 

2.2.2.2 Kendall rank Correlation 

Kendall rank correlation is a non-parametric measure that quantifies the strength of 

dependence between two variables.  If we consider two samples, x and y, where each sample 

size is n, we know that the total number of pairings with x and y is ½n(n-1). The following 

formula is used to calculate the value of Kendall rank correlation: 

𝝉 =
𝒏𝒄 − 𝒏𝒅

𝟏
𝟐 𝒏(𝒏 − 𝟏)

 
(2.4) 
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where 𝒏𝒄 is the number of concordant (ordered in the same way) and 𝒏𝒅 is the Number 

of discordant (ordered differently) (Kelley, 2007).  

Specifically, let (𝒙𝟏, 𝒚𝟏), (𝒙𝟐, 𝒚𝟐), …, (𝒙𝒏, 𝒚𝒏) be a set of observations from the two 

data samples x and y, such that all the values of (𝒙𝒊) and (𝒚𝒊) are unique. Any pair of 

observations (𝒙𝒊, 𝒚𝒊) and (𝒙𝒋, 𝒚𝒋), where 𝑖 ≠ 𝑗, are said to be concordant, if both 𝒙𝒊 < 𝒙𝒋 and 

𝒚𝒊 < 𝒚𝒋 or if both 𝒙𝒊 > 𝒙𝒋 and 𝒚𝒊 > 𝒚𝒋  . They are said to be discordant, if 𝒙𝒊 < 𝒙𝒋 and 𝒚𝒊 >

𝒚𝒋; or 𝒙𝒊 > 𝒙𝒋 and 𝒚𝒊 < 𝒚𝒋. If 𝒙𝒊 = 𝒙𝒋 and 𝒚𝒊 = 𝒚𝒋, the pair is neither concordant nor 

discordant. 

 

2.2.2.3 Spearman rank Correlation 

Spearman rank correlation is also a non-parametric measure that is used to quantify the 

degree of association between two variables. Spearman rank correlation is not based on any 

assumptions about the distribution of the data and is the appropriate correlation analysis when 

the variables are measured on a scale that is at least ordinal.  

The following formula is used to calculate the Spearman rank correlation: 

𝝆 = 𝟏 −
𝟔 ∑ 𝒅𝒊

𝟐

𝒏(𝒏𝟐 − 𝟏)
 (2.5) 

where 𝝆 is the Spearman rank correlation, 𝒅𝒊 is the difference between the ranks of 

corresponding values 𝑿𝒊 and 𝒀𝒊 and 𝒏 is the number of value in each dataset (Kelley, 2007). 

Ranking is achieved by assigning the ranking '1' to the biggest number in a timeseries, '2' to the 

second biggest value and so on. The smallest value in the timeseries will get the lowest ranking. 

This should be done for both sets of measurements. 

In practice, a general rule for non-parametric tests is to use Spearman’s correlation for 

n<30 if there are no expected differences in ranks or outliers; otherwise, Kendall’s correlation 

is preferred. For n>30, either Spearman’s or Kendall’s correlation is acceptable, however, 

Spearman’s coefficient may perform better that Kendall for a large n and is easier to calculate 

(Kelley, 2007).  

 

2.3 Dynamic Functional Connectivity 

Resting functional connectivity has been demonstrated to change over a short time 

(Chang and Glover, 2010), implying that measures assuming stationarity over a full RS scan 
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may be too simplistic to capture the full extent of RS activity. Dynamic functional connectivity 

(DFC) is an extension of conventional functional connectivity analysis, which assumes that 

functional networks are not stationary in time. The most straightforward strategy to investigate 

DFC is to segment the timeseries from ROIs into a set of temporal windows, inside which their 

pairwise connectivity is assessed (Figure 2.10). As a consequence, by gathering FC descriptive 

measures over subsequent windows, fluctuations in connectivity can be captured.  

 

 

Figure 2.10. Summary figure of existing DFC analytical strategies. (A) Sliding-window correlation, where 

the connectivity between brain regions is computed as correlation coefficients. This computation is repeated 

iteratively, shifting the window by a specific step every time, to generate a connectivity timeseries (middle 

panel). Performing this procedure for all connections yields one connectivity matrix per window, i.e. a 

dynamic characterization of whole-brain connectivity (lower left panel). (B) Frame-wise description of 

timecourses, where only moments when the BOLD signal exceeds a threshold are retained for the analysis. 

These frames can be used for the generation of voxel wise brain states (C1), the co-activation patterns 

(CAPs). Alternatively, the connectivity matrices obtained from (A) can be used to retrieve DFC states (C2). 

Through temporal modeling, parameters describing CAPs (D1) or connectivity states (D2) and their 

relationship can be inferred. (Preti et al., 2016) 

2.3.1 Dynamic Connectivity Analysis Methods 

2.3.1.1 Sliding window analysis 

Sliding window analysis is currently the most popular technique for examining 

dynamics in resting state FC (Chang and Glover, 2010; Handwerker et al., 2012; Jones et al., 
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2012; Kiviniemi et al., 2011; Sakoglu et al., 2010; Hutchison et al., 2013; Karahanoglu and van 

De Ville, 2017). In this technique, a time window of a specific length is chosen, and data points 

of the first time-series within that window are correlated with the data points of another time-

series in the same window in order to calculate the FC metric of interest. The window is then 

shifted in time by a fixed number of data points, and the process is repeated for the entire scan 

length. This technique (see Figure 2.11) results in the quantification of the time-varying 

behavior of the chosen metric over the duration of the scan. When all windows are considered, 

a set of connectivity matrices—a dynamic functional connectome—recapitulating the temporal 

evolution of whole-brain functional connectivity- is obtained. 

 

Figure 2.11. Visualization of dynamic functional connectivity (DFC) analysis on two brain regions 

(Karahanoglu and van De Ville, 2017). 

 

2.3.1.2 Dynamic Graph Analysis 

Graph theory is a popular technique to extract information from DFC, where large-scale 

measures characterizing the architecture and the information flow of the brain functional 

network are derived (Bullmore and Sporns, 2009). Using this approach, many different 

quantities can be extracted, each informing on a particular aspect of the network (Rubinov and 

Sporns, 2010). 

Network analysis is applied separately to each generated connectivity matrix in order 

to make these metrics dynamic, yielding timecourses of graph measures. Note that a 

dependence use between graph metrics of subsequent windows can also be modeled, for 

example imposing a specific smoothness over time (Mucha et al., 2010). It turns out that strong 

fluctuations over time occur across diverse graph metrics (Tagliazucchi et al., 2012), 

highlighting a continuous functional reorganization of the brain regarding different network 

features. 

The most recent efforts to understand this phenomenon have been relying on three 

metrics in particular: network degree, which is the most straightforward way to quantify overall 
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functional connectivity in a network, as it is an overall index of how “connected” the network 

is, efficiency, which describes the ease with which a signal can travel from one brain region to 

another, and modularity, which quantifies the extent to which the network is organized into a 

set of compact communities with few inter-classes connections (Clauset et al., 2004). Zalesky 

et al. (2014) reported moments of high efficiency that predominantly concerned remote brain 

regions; at the same time, the most dynamic connections over time were the ones linking 

different brain networks. Betzel et al. (2016) observed large variations of modularity, which 

was strong in periods when a large number of strong connections could be detected.  

2.3.1.3 Time Frequency Analysis – Wavelet Transform 

Wavelet methods are widely used to decompose fMRI signals into time series 

representing neurophysiological activity in fixed frequency bands. Using these time series, one 

can estimate frequency-band specific functional connectivity between sensors or regions of 

interest, and thereby construct functional brain networks that can be examined from a graph 

theoretic perspective.   

Wavelets are scaled and shifted versions of a mother wavelet function, whose properties 

are discussed below. Wavelet analysis is similar to Fourier analysis (Xu and Chan 2002) in the 

sense that it decomposes a signal down into its basic constituent components. Whereas the 

Fourier transform represents the signal as a series of sine waves of different frequencies, the 

wavelet transform represents signals as linear combinations of wavelets. There are differences 

between the trigonometric and wavelet base signal representations. In comparison to the 

smooth and infinitely periodic sine wave decomposition, the wavelet representation is irregular 

(often fractal) in shape and uses compactly supported base functions. These properties of 

irregularity in shape and compact supportedness make wavelets a useful tool for analyzing non-

stationary signals. Their irregular shape lends them to analyzing signals with discontinuities or 

sharp changes, while their compactly supported nature enables temporal localization of signal 

features (Daubechies, 1992). 

 

2.3.1.3.1 Continuous Wavelet Transform  

Mathematically, the continuous wavelet transform (CWT) computes the inner products 

of a continuous signal with a set of continuous wavelets according to the following equation: 
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𝑾𝑻𝒖,𝒂 = 〈𝒔, 𝜳𝒖,𝒂〉 = ∫ 𝒔(𝒕)
+∞

−∞

𝜳𝒖,𝒂
∗ (𝒕)𝒅𝒕 (2.6) 

and 

𝜳𝒖,𝒂(𝒕) =
𝟏

√𝒂
𝜳 (

𝒕 − 𝒖

𝒂
) (2.7) 

where 𝑾𝑻𝒖,𝒂 are the resulting wavelet coefficients. 𝜳𝒖,𝒂 denotes a continuous wavelet, 

where u is the shift factor and a is the scale factor of the wavelet. 𝜳𝒖,𝒂
∗  is the complex conjugate 

of 𝜳𝒖,𝒂. For the continuous-time signal 𝒔(𝒕), the scale factor must be a positive real number, 

whereas the shift factor can be any real number. If the continuous wavelet 𝜳𝒖,𝒂 meets the 

admissibility condition (𝟎 = 𝜳(𝟎) = ∫ 𝝍(𝒙)𝒅𝒙), the computed wavelet coefficients can be 

used to reconstruct the original signal 𝒔(𝒕).  

 

2.3.1.3.2 Discrete Wavelet Transform 

The discrete wavelet transform (DWT) is not exactly a discrete version of 

the continuous wavelet transform (CWT). Instead, the DWT is functionally different from the 

CWT. To implement the DWT, discrete filter banks are used to compute discrete wavelet 

coefficients. Two-channel perfect reconstruction (PR) filter banks are a common and efficient 

way to implement the DWT.  

The signal X(z) first is filtered by a filter bank consisting of G0(z) (lowpass filter) 

and G1(z) (high-pass filter) (Fig. 2.12). The outputs of G0(z) and G1(z) then are down sampled 

by a factor of 2. After some processing, the modified signals are up sampled by a factor of 2 

and filtered by another filter bank consisting of H0(z) (lowpass filter) and H1(z) (high-pass 

filter) (Fig. 2.12). If no processing takes place between the two filter banks, the sum of outputs 

of H0(z) and H1(z) is identical to the original signal X(z), except for the time delay. This system 

is a two-channel PR filter bank, where G0(z) and G1(z) form an analysis filter bank, and H0(z) 

and H1(z) form a synthesis filter bank. 

As mentioned above, traditionally, G0(z) and H0(z) are lowpass filters, and G1(z) 

and H1(z) are high-pass filters. Therefore, the subscripts 0 and 1 represent lowpass and high-

pass filters respectively. The operation ↓2 denotes a decimation of the signal by a factor of two. 

Applying decimation factors to the signal ensures that the number of output samples of the two 

lowpass filters equal the number of original input samples X(z). Therefore, no redundant 
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information is added during the decomposition. The two-channel PR filter bank system can be 

used to consecutively decompose the outputs of the lowpass filters, as shown in the following 

figure. 

Lowpass filters remove high-frequency fluctuations from the signal and preserve slow 

trends. The outputs of lowpass filters provide an approximation of the signal. High-pass filters 

remove the slow trends from the signal and preserve high-frequency fluctuations. The outputs 

of high-pass filters provide detail information about the signal. The outputs of lowpass filters 

and high-pass filters define the approximation coefficients and detail coefficients, respectively. 

The symbols A and D in Figure 2.12 denote approximation and detail respectively. The detail 

coefficients are also termed wavelet coefficients because they approximate the inner products 

of the signal and the corresponding wavelets. 

A)  B)  

Figure 2.12. Discrete Wavelet Transform: A) Typical two-channel PR filter bank system to implement 

DWT. B) Decompose the output of low pass filter for redundant information suppression. 
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2.4 Effects of Physiological Signals on BOLD fMRI 

In this section, the theoretical and physiological background of the effects of the 

physiological signals related to cardiovascular and respiratory processes on the fMRI BOLD 

signal in specific RSNs are discussed.  

As previously mentioned, while fMRI is widely employed to study spatial and temporal 

patterns of neural activity (Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al.,1992), the 

blood-oxygen level dependent (BOLD) signal measured by fMRI is also influenced by the 

effects of cardiovascular and respiratory processes (Biswal et al., 1993; Dagli et al., 1999; 

Jezzard et al., 1993; Weisskoff et al., 1993). The physiological signals resulting from such 

processes can obscure neuronal signals because the physiological noise and neuronal signals 

can overlap in time, be anatomically co-localized, and have (or alias into) common temporal 

frequencies. It is therefore important to understand how physiological processes – which may 

be unrelated to neural activation – influence fMRI time series. 

The respiratory process introduces noise into fMRI time series in several ways. Firstly, 

respiration causes modulation of the static magnetic field due to thoracic and abdominal 

movement, which, if uncorrected, results in distortion, blurring, or displacement of the image, 

depending on the k-space trajectory. Secondly, natural fluctuations in the depth and rate of 

breathing over the course of an fMRI scan may cause substantial BOLD signal fluctuations by 

directly modulating deoxyhemoglobin concentrations. The respiration volume per time (RVT), 

which quantifies respiratory variations using a pneumatic belt to measure breathing-related 

chest expansion, was demonstrated to have significant time-lagged correlations with fMRI time 

series (Birn et al., 2006). Importantly, the mapping between RVT and BOLD signal changes is 

significant across widespread regions of gray matter, thus impeding the detection of neural 

activation in response to many tasks, as well as altering correlations between brain regions 

(functional connectivity).  

It is assumed that respiration modulates the BOLD signal primarily by inducing 

changes in levels of carbon dioxide (CO2), a potent vasodilator (Birn et al., 2006). This 

assumption is supported on several grounds: (1) the partial pressure of arterial CO2 (PaCO2) 

is a function of ventilation, which is defined as the product of the depth and rate of respiration 

(Berne and Levy, 1993); (2) inhaling elevated concentrations of CO2, as well as holding one’s 

breath, initiates cerebral vasodilation leading to increased cerebral blood flow (CBF) and 

corresponding BOLD signal changes (Bandettini and Wong, 1997; Kastrup et al., 1999; Kwong 

et al., 1995; Li et al., 1999; Nakada et al., 2001; Rostrup et al., 2000; Stillman et al., 1995; 
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Vesely et al., 2001; Wise et al., 2007) (Figure 2.13); (3) spontaneous fluctuations in end-tidal 

CO2 (PETCO2) have been observed to correlate significantly with resting-state fMRI time 

series (Wise et al., 2004); (4) brain regions that correlated with PETCO2 in (Wise et al., 2004) 

appeared to be similar to those correlating with RVT in (Birn et al., 2006). 

 

A) B)  

Figure 2.13. Respiration induces fMRI Signal Changes. A) Breath-Holding and B) Resting-State fMRI. 

(Birn et al., 2006) 

 

Heart rate variability (HRV), defined as changes in the beat-to-beat interval or in the 

instantaneous heart rate, is a widely-used marker of autonomic activity (Task Force, 1996). 

HRV results from the interaction between parasympathetic (vagal) and sympathetic nervous 

system influences on the sinoatrial node (reviewed by (Berntson et al., 1997)). The high 

frequency (HF) component of HRV, spanning approximately the range 0.15–0.4 Hz, is 

attributed to respiration-induced heart rate modulation and is mediated primarily by 

parasympathetic outflow. A lower-frequency (LF) component of HRV, typically defined as 

0.05–0.15 Hz, is not fully understood but believed to rather reflect a mixture of sympathetic 

and parasympathetic activities. The relative balance of parasympathetic and sympathetic 

influences can be modulated by breathing, physical activity (Bernardi et al., 1990), arousal, 

drug intake (Elghozi and Julien, 2007; Elghozi et al., 2001; Penttila et al., 2005) and more 

stable states such as mood or diseases involving the autonomous nervous system (ANS), such 

as cardiac ischemia (reviewed in Montano et al., 2009). These components of the HRV signal 

along with the fMRI signal can be seen in Figure 2.14. HRV is an important predictor of 

mortality (Huikuri et al., 2009), and decreased HRV is also one well-described symptom of 
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ANS dysregulation in depression (Kemp et al., 2010; Licht et al., 2008). States of different 

HRV levels can be readily connected to distinct states of ANS activity; e.g., HRV is modulated 

by emotionally salient contexts, with subsequent changes in sympathetic tone (Jonsson and 

SonnbyBorgstrom, 2003; Wallentin et al., 2011).  

Finally, previous fMRI studies have also examined the neural basis of heart rate 

variability (HRV) changes, as well as its low frequency and high frequency power components, 

by measuring BOLD activity (Critchley et al., 2003; Napadow et al., 2008) and regional 

cerebral blood flow (rCBF; Gianaros et al., 2004; Lane et al., 2009) in relation to task induced 

emotional, physical, and cognitive changes in HRV. Results of a task-based study relating HRV 

to brain activation might be affected by the specific task, causing a coincidence of brain 

activation and changes in HRV.   

 

 

Figure 2.14. Example of the fMRI BOLD signal (blue solid line) and HRV regressors HF (parasympathetic 

– yellow solid line), LF ((sympathetic + parasympathetic) – green solid line) and Bal (sympathovagal 

balance – red solid line) for one healthy volunteer. (Duggento et al., 2016) 

 

2.5 Hilbert Transform for extracting instantaneous LF and 

HF from HRV 

As mentioned above, it is generally accepted that the activities of the autonomic nervous 

system (ANS), which consists of the sympathetic (SNS) and parasympathetic nervous systems 

(PNS), are reflected in the low- (LF) and high-frequency (HF) bands in HRV (Figure 2.15) - 

while the ratio of the powers in those frequency bands, the so called LF-HF ratio (LF/HF), has 

been used to quantify the degree of sympathovagal balance (Von Rosenberg et al., 2017).  FOIVIA N
. N
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Figure 2.15. Spectral components of HRV: Power in different frequency bands corresponds to the function 

of the ANS. VLF-Very Low Frequency; LF-Low Frequency; HF-High Frequency. 

 

The first step in order to extract the aforementioned frequency bands is to apply a 

bandpass filter to the HRV signal within the low (0.04-0.15Hz) and high (0.15-0.4Hz) 

frequency bands. Consequently the Hilbert transform can be applied to both the resulting time 

series in order to generate the corresponding complex analytic signals, which exhibit time 

varying amplitudes (Mandic et al., 2013; Looney et al., 2014; Hemakom et al., 2016), the so 

called instantaneous amplitude of the low frequency band (LFiA) and the instantaneous 

amplitude of the high frequency band (HFiA). 

The Hilbert transform of a function 𝑓(𝑥) is defined by: 

𝑭(𝒕) =
𝟏

𝝅
∫

𝒇(𝒙)

𝒕 − 𝒙
𝒅𝒙

+∞

−∞

 (2.10) 

Theoretically, the integral is evaluated as a Cauchy principal value. Computationally 

one can write the Hilbert transform as the convolution: 

𝑭(𝒕) =
𝟏

𝝅
𝒇(𝒕) (2.11) 

which by the convolution theorem of Fourier transforms, may be evaluated as the 

product of the transform of 𝑓(𝑥) with −𝑖 ∗ 𝑠𝑔𝑛(𝑥), where: 
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𝒔𝒈𝒙(𝒙) = {
−𝟏 𝒙 < 𝟎
𝟎 𝒙 = 𝟎
𝟏 𝒙 > 𝟎

 (2.12) 

The Hilbert transform can be considered to be a filter which simply shifts phases of all 

frequency components of its input by -π/2 radians. An "analytic" (complex time) signal 𝒀(𝒕) 

can be constructed from a real-valued input signal 𝒚(𝒕): 

𝒀(𝒕) = 𝒚(𝒕) + 𝒋𝒉(𝒕) (2.13) 

where 𝒀(𝒕) is the analytic signal constructed from 𝒚(𝒕) and its Hilbert transform, 𝒚(𝒕) 

is the input signal and 𝒉(𝒕) is the Hilbert Transform of the input signal. 

The real and imaginary parts can be expressed in polar coordinates as: 

𝒀(𝒕) = 𝑨(𝒕)𝒆𝒋𝝍(𝒕) (2.14) 

where 𝑨(𝒕) is the "envelope" or amplitude of the analytic signal and ψ is the phase of 

the analytic signal (the derivative of ψ is called the "instantaneous frequency"). Note that the 

Hilbert transform of a constant is zero. If the Hilbert transform is computed in more than one 

dimension and one of the dimensions does not vary (is a constant), the transform will be zero 

(or at least numerically close to zero). 

 

2.6 General Linear Model 

The general linear model (GLM) or multivariate regression model is a statistical linear 

model. It may be written as 

𝒀 = 𝑿𝑩 + 𝑼 (2.8) 

where 𝒀 is a matrix with series of multivariate measurements (each column being a set 

of measurements on one of the dependent variables), 𝑿 is a matrix of observations on 

independent variables that might be a design matrix (each column being a set of observations 

on one of the independent variables), 𝑩 is a matrix containing parameters that are usually 

estimated and 𝑼 is a matrix containing errors (noise). The errors are usually assumed to be 

uncorrelated across measurements, and to follow a multivariate normal distribution. If the 

errors do not follow a multivariate normal distribution, generalized linear models may be used 

to relax assumptions about 𝒀 and 𝑼. 
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The GLM is a generalization of multiple linear regression model to the case of more 

than one dependent variable. If 𝒀, 𝑩, and 𝑼 were column vectors, the matrix equation above 

would represent multiple linear regressions. 

In the fMRI literature, the term "General Linear Model" refers to its univariate version. 

The term "univariate" does in this context not refer to the number of independent variables, but 

to the number of dependent variables. In its general form, the GLM has been defined for 

multiple dependent variables. 

 

2.6.1 Multiple Linear Regression 

Multiple linear regression is a generalization of linear regression by considering more 

than one independent variable, and a special case of general linear models formed by restricting 

the number of dependent variables to one. The basic model for linear regression is: 

𝒀𝒊 = 𝜷𝟎 + 𝜷𝟏𝑿𝒊𝟏 + 𝜷𝟐𝑿𝒊𝟐 + ⋯ + 𝜷𝒑𝑿𝒊𝒑 + 𝜺𝒊 (2.9) 

In the formula above we consider n observations of one dependent variable 

and p independent variables. Thus, 𝒀𝒊 is the ith observation of the dependent variable, 𝑿𝒊𝒋 is 

the ith observation of the jth independent variable where j =1,2,...,p. The values 𝜷𝒋 represent 

parameters to be estimated, and 𝜺𝒊 is the ith independent identically distributed normal error. 
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3. Experimental Data and Processing Methods 

In this chapter, all materials, pre-processing and processing steps used and applied in 

this research will be explained and analyzed in a comprehensive manner.  

 

3.1 Experimental Data 

The experimental data were collected at the Cardiff University Brain Imaging Centre 

(CUBRIC) for the purpose of investigating the resting state networks of the human brain. 

Twelve healthy volunteers (s03-s14) participated in these experiments, of which 5 were women 

and 7 were men with an average age of 29.2 ± 4.6. The experiments were approved by the 

Cardiff University School of Phycology Ethics and all volunteers yielded their written consent.  

A 3T scanner (General Electric) was used to perform the imaging. During the resting-

state scan, the volunteers were instructed to keep their eyes closed and not to fall asleep. 

Moreover, head movement was minimized with a bite bar. 

For each volunteer, a T1-weighted FSGPR structural scan (91x109x91 voxels of 

2x2x2mm) (Figure 3.1) was acquired and used to assist in placing individual volunteers’ data 

into a common stereotactic space.  In addition, for each volunteer, a functional scan 

(256x256x172 voxels of 1x1x1mm) (Figure 3.2) was acquired. The duration of the experiment 

was 630sec, corresponding to 210 timepoints (gradient echo EPI sequence, TR=3sec, 

TE=35ms, FOV/slice=20.5cm/3.2mm, flip=90º, 53 slices with 91x109x91 voxels of 

3.2x3.2x3.2 mm).  

 

 

Figure 3.1. Anatomical Image (MRI) from one volunteer  
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Figure 3.2. Functional Image (fMRI) from one volunteer 

 

 

Physiological Signals 

PETCO2 and ECG signals were recorded in parallel to the scanning experiment (Figure 

3.3). PETCO2 was recorded using a nasal cannula attached to a gas analyser (AEI 

Technologies). ECG waveforms obtained during the scan were used to extract the HR and HRV 

signals (Figure 3.3). Specifically, before initiating the computation of these signals, the raw 

signal quality was checked by using a Signal Quality Index (SQI) which labels every ten 

seconds of data as “reliable” or “unreliable”, based on a set of physiologically-relevant checks, 

followed by QRS template matching (Orphanidou et al., 2015). For the subsequent computation 

and analysis, only time series which were labeled as “reliable” for more than 80% of the time 

were used. Subsequently, QRS detection was performed using the Hamilton and Tompkins 

algorithm (Hamilton and Tompkins, 2015). The HRV signal at each beat was defined as the 

periods between consecutive R-peaks, while the HR signal was defined as the inverse of these 

periods multiplied by 60 – in units of beats/min. Spline interpolation at a frequency of 4 Hz (to 

account for the subsequent extraction of HF frequencies) was applied to obtain the final HR 

and HRV signals and subsequently filtering with a median filter in order to remove spurious 

spike artefacts. During the experiment, the volunteers during the fMRI duration wore 3 

respiration belts in order to compare the position of different belts. For this study, only the 

inverted respiration signal was used.  FOIVIA N
. N
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Figure 3.3. Physiological signals extracted from the fMRI data. Clockwise from top left CO2, RVT, HR 

and HRV. 

 

3.2 Pre-Processing Steps 

A processing pipeline was applied which was developed using FSL (Smith et al., 2004) 

and in-house-developed MATLAB scripts. The pre-processing of the experimental data 

consisted of various steps such as: rigid body motion correction and skull removal for 

functional images using the BET function. For each of the volunteers, motion parameters were 

calculated to reflect head motion in six directions with respect to the mean image. The last pre-

processing step was that the resting-state functional images were normalized into MNI standard 

space using linear registration implemented using FSL-FLIRT (Smith et al., 2004). 

Specifically, the fist sub-step in the last pre-processing step was to spit our raw data in separate 

brain slices. Then, on each slide of the brain, the FSL-FLIRT function was used for registration 

to the MNI space. After that, the FSL-MERGE function was used in order to connect the 

registered slides on the brain. Finally, masks of each region of interest was created and the 

average timeseries of each mask was calculated by using the FSLMATHS function.  FOIVIA N
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3.2.1 Brain Extraction  

The raw data from an fMRI image may contain voxels that corresponds to the skull or 

other anatomical regions of the head (Figure 3.4). In this study, only the voxels that correspond 

to the brain tissues are of interest. Therefore, the voxels that correspond to non-brain tissues 

were removed from the experimental images. In order to extract the voxels of interest, the FSL's 

Brain Extraction Tool (BET), which removes non-brain tissues, was used (Figure 3.5). BET 

deletes non-brain tissue from an image of the whole head. It can also estimate the external skull 

surface. For this procedure the default values of the program parameters were used.  

In more detail, the value of 0.5 was used for the fractional intensity threshold, since 

smaller values of threshold may give a larger brain contour and as a consequence may give 

voxels that correspond to skull. On the other hand, higher values of this threshold will give 

fewer brain contours and may result in the loss of voxels of interest. The presence of a small 

number of skull voxels does not particularly affect the subsequent analysis processes. The 

standard value of zero was used for the second parameter, which is the vertical gradient 

fraction. For this parameter, the choice of a positive value gives a larger brain contour at the 

bottom and lower at the top.  

 

 

Figure 3.4. Raw fMRI image in the three planes of section (Sagittal, Coronal and Horizontal). 
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Figure 3.5. No-brain Tissues Extraction using BET in the three planes of section (Sagittal, Coronal and 

Horizontal). 

3.2.2 Linear Image Registration 

The second pre-processing step was to apply linear registration using FMRIB's Linear 

Image Registration Tool (FLIRT). FLIRT is a fully automated robust and accurate tool for 

linear (affine) intra- and inter-modal brain image registration. The linear image mapping of the 

functional image was first performed with respect to the corresponding individual structural 

image (Figure 3.6) and then with the image of the standard MN152_T1_2mm brain (Figure 

3.7). FLIRT was considered necessary for correcting artefacts caused by head movements or 

other external factors, which may be due to the MR scanner, to ensure all voxels were matched 

with the appropriate anatomic regions regardless of their location. For best results, all images 

were properly mapped to each other so that each voxel is well defined at all times. As a good 

reference picture, the typical brain GNU152_T1_2mm, which is the average of 152 brains, was 

used. 

The parameters used in FLIRT were the default ones. For bounded areas, 12 degrees of 

freedom (3 degrees of rotation, 3 shifts, 3 scaling, 3 Skews / Shears) were used. More degrees 

of freedom do not give a better result especially between images from the same person. The 

most common cost function for fMRI data registration is the cross ratio and this function was 

also applied in our data. The cost function is used to measure how well matches are made, and 

thus determines the transformation that achieves the minimum cost value. FOIVIA N
. N
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Figure 3.6. Registered image on its own anatomical image in the three planes of section (Sagittal (left), 

Coronal (middle) and Horizontal (right)). 

 

 

Figure 3.7. Registered image on MNI152_T1_2mm anatomical image in the three planes of section 

(Sagittal (left), Coronal(middle) and Horizontal(right)). 

 

3.3 Resting-state Dynamic Functional Connectivity Analysis 

After the pre-processing steps, various methods and analyses which were theoretically 

provided in chapter 2, were applied in practice.  The techniques we implemented in order to 

extract the RSNs and investigate their relationship with the physiological signals will be as will 

be below rigorously presented and explained next.  

 

3.3.1 Mask-based Analysis 

Two different versions of seed-based resting-state analysis were implemented. In the 

first version, mask-based analysis was applied as outlined in Figure 3.8. In this method, 
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anatomical masks defined in the MNI space (using the Harvard Oxford cortical - Figure 3.9, 

the Harvard Oxford subcortical - Figure 3.10 and the Juelich FSL atlases - Figure 3.11) were 

used in order to define regions of interest (ROIs). Specifically, the following grey matter ROIs 

were defined (which consist the DMN): medial prefrontal cortex (mPFC), posterior cingulate 

cortex (PCC), anterior cingulate cortex (ACC), thalamus and precuneus.  

 

 

Figure 3.8. Processing Steps of Mask-based Analysis Algorithm. 

 

 

Figure 3.9. Applying areas from Harvard Oxford cortical atlas in one Functional Image. 
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Figure 3.10. Applying areas from Harvard Oxford sub cortical atlas in one Functional Image. 

 

 

Figure 3.11. Applying areas from Juelich atlas in one Functional Image. 

 

The average BOLD fMRI time series in each region were then extracted and correlated 

with each other in order to obtain a functional connectivity matrix in sliding windows of 150 

seconds duration (50 time lags), overlapped by 30 seconds (10 time lags). To select the optimal 

window length, correlation matrices for different window lengths were calculated (Figure 

3.12). Specifically, the cross-correlation between two time-series is estimated from finite data 

samples using the following sum: 

�̂�𝒙𝒚(𝒎) =
𝟏

𝑵 − |𝒎|
∑ 𝒚(𝒏 + 𝒎)𝒙(𝒏)

𝑵−|𝒎|−𝟏

𝒏=𝟎

 (3.1) 

where x, y are the two time series (in our case, fMRI time series corresponding to 

different regions), N is data length and m is cross-correlation lag. For stationary time series, 
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this estimate tends to the true underlying cross-correlation sequence as N tends to infinity 

(consistent estimate), while it worsens for smaller N, particularly for large values of m. A 

window length of 50 was eventually selected, as it achieved a good balance between being able 

to track time-varying functional connectivity while providing reliable estimates (i.e. closer to 

their values for longer time windows) of the cross-correlation function. 

 

Figure 3.12. Correlation matrices for different window lengths were calculated in order to select the 

optimal window length. 

 

The power spectral density of the PETCO2 and HR signals was calculated using the 

same sliding windows by applying the Welch method (Oppenheim and Schafer, 2009). Welch's 

method for estimating power spectral density is carried out by dividing the time signal into 

successive blocks, forming the periodogram for each block, and averaging:  

�̂�𝑥
𝑊(𝜔𝑘) =

1

𝐾
∑ 𝑃𝑥𝑚,𝑀

𝐾−1

𝑚=0

(𝜔𝑘) (3.2) 

where 𝐾 denotes the number of available frames and 𝑚 denotes the window. In other 

words, it is an average of periodograms across time.  

To quantify correlation between different ROIs, both the absolute maximum and the 

absolute average cross-correlation values between 0 and ±5 time lags were calculated. In 

addition to performing these calculations in standard MNI space, the procedure was repeated 

in the functional space of each volunteer or the purpose of examining the effects of registration 
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(of the BOLD time series to the MNI space) on the results. To achieve this, the ROI masks 

originally defined in MNI space were registered to the functional space of each volunteer 

(FLIRT). Specifically, the masks that were obtained from the registration in the MNI space, 

were first split to separate slices. Then, each slice of masks was registered to the functional 

space and the FSL-MERGE function combined these slices into a single volume.   

After obtaining cross-correlation values between all areas in the examined RSNs, the 

overall time-varying connectivity of the network was quantified by computing the graded 

network degree, as it is an overall index of how “connected” the network is (i.e. brain networks 

were not converted to binary graphs as done in many connectivity studies, because this method 

discards information about the exact correlation values) (Rubinov and Sporns, 2010) for all 

150 s windows.  

Specifically, the graded degree is defined as: 

𝑘𝑖
𝑊 = ∑ 𝑊𝑖𝑗

𝑗∈𝑁

 (3.3) 

where N is the number of brain regions in the network and Wij are the absolute 

maximum (or average) correlation values (within ±5lags) between the network nodes i and j. 

The values of the graded network degree in each window were subsequently correlated to the 

time-varying power spectral density of the examined physiological signals. 

 

3.3.2 Seed-based Analysis 

Standard seed-based analysis was performed (as outlined in Figure 3.13) by first 

selecting a seed voxel, correlating all voxels of the brain to this voxel and applying a threshold 

in order to define the spatial pattern of the corresponding RSN. Subsequently, different 

threshold values were examined, and it was found that an appropriate threshold value for the 

presentation of the results was 0.65, as it yielded spatial RSN patterns relatively similar to the 

mask-based analysis, whereby similarity is defined as spatial overlap between the regions 

defined by mask-based and seed-based analysis (i.e. number of overlapping voxels over 

number of voxels of the smaller mask which in this case was yielded by the seed-based 

analysis). It should be noted that the precise threshold value was not found to affect the overall 

results. This is further discussed below. For the DMN, the seed voxel was selected within the 

PCC, whereas for the visual and somatosensory networks the seed voxels were selected in the 
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occipital cortex and postcentral gyrus respectively. The time-varying RSN graded degree for 

all networks was computed as described above. 

 

Figure 3.13. Processing Steps of Seed-based Analysis Algorithm. 

 

3.3.3 Independent Component Analysis 

ICA analysis was carried out using FSL 5.0.9 MELODIC, whereby the three first 

volumes were regressed out from the analysis. The single-subject ICA was performed in two 

ways: 1) conventionally, using the entire timeseries consisting of all 210 brain volumes imaged 

(Dipasquale et al., 2015) and 2) using a sliding time window approach with the spatial domain–

independent component analysis (Spatial-Sliding-ICA). 

In the first ICA approach, a time-sliding window was applied in the same way as 

mentioned previously and subsequent analyses were focused on the previously mentioned 

RSNs of interest: the DMN, as well as the visual and somatosensory networks. In addition, a 

new sliding window was performed for these methods where the window offset has changed 

to one time-point instead of 10 time-points in order to capture the changes across the windows 
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with an improved time resolution. Spatial maps and temporal (amplitude and network) analyses 

on these ICs of interest, both at low and high dimensionality were performed. For the high 

dimensionality ICA, the resting state networks (RSNs) are decomposed in sub-networks to 

obtain more detailed and informative network analyses with respect to the more common low 

dimensional approach. The components yielded by the high-dimensionality ICA could be the 

result of a differential functionality of sub-networks forming the larger networks obtained with 

the low dimensional analysis (Smith et al., 2009; Abou Elseoud et al., 2010). The time-varying 

RSN graded degree for all networks was computed as described before and the power spectral 

density of the PETCO2 and HR signals was calculated in the same sliding windows by applying 

the Welch method (Oppenheim and Schafer, 2009), as explained previously. Additionally, for 

this method the power spectral density of the RVT was calculated, using the same procedure. 

Moreover, the Instantaneous power of LF and LH of HRV was also used, extracted using the 

methodology described in section 3.3.5. 

 

Low Dimensionality ICA: 

The procedure for the low-dimensionality ICA is outlined in Figure 3.14. For the low-

dimensionality ICA, a model order of 25 ICs was chosen, in line with previous studies and 

guidelines. In general, using model orders < or =20 provides a general picture of large scale 

brain networks. However, detection of some components (i.e., S(1), S(2), and striatum) requires 

higher model order estimation. Model orders 30-40 showed spatial overlapping of some IC 

sources (Abou Elseoud et al., 2010).  These components were first manually classified as RSNs 

or motion-related ICA components. To do this, the spatial map, time course and power 

spectrum of the time course for each component were used. Spatial characteristics of typical 

structured noise components are: ringing around the head (motion), and primarily being in the 

ventricles or in the brain stem (physiological noise). In terms of temporal characteristics, noise 

components often have sudden spikes in the time course and/or a lot of high frequency content 

(Figure 3.15). Signal components, on the other hand, are typically characterized by 

predominantly low frequency power and ‘blob-like’ spatial maps primarily covering grey 

matter. It is normal that a large number of the components are labelled as noise. Subsequently, 

ICA-AROMA, which is a robust ICA-based strategy for removing motion artifacts from fMRI 

data was used. (Mi, 2014) 
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Figure 3.14. Processing Steps for the Low Dimensionality ICA Algorithm. 
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B)  

Figure 3.15. Classified noise components by using (A) the spatial maps for each component and (B) the time 

course and power spectrum of the time course for each component. Spatial characteristics of typical 

structured noise components are: ringing around the head (motion), and primarily being in the ventricles 

or in the brain stem (physiological noise). In terms of temporal characteristics, noise components often have 

sudden spikes in the time course and/or a lot of high frequency content. Signal components, on the other 

hand, are typically characterized by predominantly low frequency power and ‘blob-like’ spatial maps 

primarily covering grey matter.  

 

High Dimensionality ICA: 

The procedure for the high-dimensionality ICA is outlined in Figure 3.16. For the high-

dimensionality ICA, a dimensionality of 70 ICs was selected. This number was chosen because 

previous work (Abou Elseoud et al., 2010) showed that ICA analyses results are affected by 

model order selection. In addition, another study demonstrated that, in patients with seasonal 

affected disorder, the between-group differences measured with ICA increase with model order 

(reaching a maximum around 70 components) (Abou Elseoud et al., 2011).  These components 

were subsequently classified by taking the low-dimensional RSNs as reference templates and 

using a spatio-temporal labeling criterion: the high dimensional component i was labeled as 

part of the low-dimensional component j with which it had the highest spatial overlap (using 

the fslcc function) and the highest temporal correlation (calculated with Spearman’s correlation 

among single-subject time series) (Kiviniemi et al., 2011). A component was classified as 

residual noise if all spatial overlap and temporal correlations were below a threshold 

empirically determined during the algorithm development by evaluating different values 

against manual classification (0.4 for spatial overlap and 0.4 for temporal correlation). Both 
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the residual noise and the components form other networks or areas of the brain except the 

DMN, visual and somatosensory networks were ignored in subsequent analyses. 

 

Figure 3.16. Processing Steps of High Dimensionality ICA Algorithm. 

 

Spatial Sliding Window ICA: 

In the second ICA approach, Spatial-Sliding-ICA was performed (as outlined in Figure 

3.17) by cropping the original 210 time-point BOLD fMRI data set into time windows of 50 

time-points and sliding the 50-volumes time window 10 volumes at a time: 10-60, 20-70… 

150-200. In this way, the same 15 time windows that were used in the mask-based and seed-

based analysis were obtained. Subsequently, low dimensionality ICA was applied in each 

window. Then, both time and spatial analysis was performed as follows: for the time analysis, 

the network degree for the selected components that were associated to the DMN was extracted 

for each window and compared against the power of the physiological signals of interest in the 

same time window. The spatial stability of the DMN was analyzed by measuring the spatial 

correlation of the detected DMN Spatial-Sliding-ICA sources using an FSL routine (fslcc), 
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which computes cross-correlations between the volume in two different 4D data sets for 

investigating similarities in ICA outputs. The stability measures were obtained by comparing 

a commonly used DMN template from every individual. 

 

 

Figure 3.17. Processing Steps of Spatial Sliding Window ICA Algorithm. 

 

 

3.3.4 Wavelet Transformation 

Wavelet transforms are multi-resolution decompositions that can be used to analyze 

signals and images offering good time- and scale-resolution (Ville et al., 2006), (Daubechies, 

1992).  In the case of one-dimensional signal, the discrete wavelet transform (DWT) is 

essentially a decomposition into a sum of basic functions. These basic functions are shifted and 

dilated versions of a (bandpass) wavelet function and shifted versions of a (lowpass) scaling 

function. This decomposition, which is achieved via a fast filter bank algorithm and includes a 
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2006). By decomposing the fMRI and physiological signals via the discrete wavelet 

decomposition and reconstructing them using the coefficients of a single decomposition level 

at each time, the signal was basically decomposed into its different frequency sub-bands which 

then makes it possible to determine whether the effect of the physiological signals on the fMRI 

signal is more pronounced within a specific frequency sub-band. An advantage of this approach 

compared to other frequency-based analysis approaches is that the temporal information of the 

signal is preserved.  In addition, application of the wavelet filter bank allows us to search for 

modulatory effects at different frequency sub-bands, while still taking the entire signal into 

consideration.  Using the techniques described in section 2.3.1.3 and using the wavelet toolbox 

in MATLAB, a 5-level wavelet decomposition was applied to the PETCO2, RVT and HR 

signals, and the corresponding frequency decompositions were obtained. The Spearman 

correlations coefficients for each decomposition levels with the corresponding time-varying 

RSN degree at all the resulting frequency sub-bands were then calculated. Since the frequency 

sub-bands resulting from a wavelet decomposition are the result of digital filtering and dyadic 

subsampling, their frequency sub-band depends on the initial sampling rate of the signal 

analyzed. They were, therefore, different for PETCO2/RVT and HR because they were 

sampled at 1/3Hz and 4Hz respectively, as shown in figure 3.18. In the case of ICA case though, 

we interpolated all the signals at 4Hz in order to apply them later on MLR models and a 7-level 

wavelet decomposition was applied to the physiological signals. Lastly, it is worth mentioning 

that the choice of wavelet basis function did not make a significant difference in our analysis. 

The results presented were obtained by using the Coiflets wavelet basis (Daubechies, 1992). 
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(A)

 

 

(B) 

 

Figure 3.18. A 5-level wavelet decomposition was applied to (A) PETCO2 and (B) HR/HRV signals. 
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3.3.5 Extraction of instantaneous power of HRV LF and HF bands through 

Hilbert Transform 

In order to extract the desired information from the LF and HF frequency bands, we 

implemented the following algorithm (outlined in Table 3-1), whereby after bandpass filtering 

(Figure 3.19) the HRV signal within the low- and high-frequency bands, the Hilbert transform 

was applied to both resulting time series in order to generate the corresponding complex 

analytic signals which exhibit time varying amplitudes (Mandic et al., 2013; Looney et al., 

2014; Hemakom et al., 2016), the so called instantaneous Amplitude (iA) concept (Looney et 

al., 2008). The so-obtained signals were processed using the same time windows as those used 

for the sliding window analysis, typically 50 time-points long sliding windows with an overlap 

of 10 time-points and one time-point respectively. The 20% largest and smallest signal values 

in every time window under consideration were removed and the mean amplitude values were 

calculated. This removed the outliers, while at the same time retaining the essential 

information: the average amplitude of a large proportion of the time window for both frequency 

bands, the instantaneous amplitude of the low frequency band (LFiA) and the instantaneous 

amplitude of the high frequency band (HFiA). 

 

Figure 3.19. HRV Bandpass Filtering within the LF and HF bands 
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1. Bandpass-filter HRV within two bands, LF and HF 

2. Apply the Hilbert transform to LF (0.04-0.15Hz) and HF (0.15-0.4Hz) to generate 

analytical signals 

3. From the complex-valued analytic signals, obtain the amplitude at every point in 

time 

4. Divide signals into time windows, typically sliding windows with a length of 50 

time-points and offset of 10 or 1 time-point respectively 

5. In every time window, exclude the 20% largest and smallest values, to remove 

outliers 

6. Calculate the mean for every time window 

Table 3-1. Extraction of instantaneous power of HRV LF and HF bands through Hilbert Transform 

 

3.3.6 General Linear Model and Multiple Linear Regression 

Both General Linear Model and Multiple linear regression were applied in order to 

investigate further the relationship between the DFC patterns and the physiological signals. In 

the following equation of Multiple Linear Regression (as can be seen from Figure 3.20): 

𝒀 = 𝜷𝟏𝑿𝒊𝟏 + 𝜷𝟐𝑿𝒊𝟐 + ⋯ + 𝜷𝒑𝑿𝒊𝒑 (3.1) 

the 𝑌 variable corresponds RSN degree and the 𝑿𝒊𝒋 variables are the power of the 

physiological signals.  

 Initially, multiple univariate linear regression models (as can be seen from Table 3-2) 

were applied in order to separately assess the effect of each physiological signal on the 

examined RSNs. Additionally, the p-values for the estimated coefficients were calculated to 

assess whether these values were significant, with the significance level set at 0.05. 

Subsequently, multiple linear regression models were applied to assess the relative contribution 

of different physiological signals as well as the statistical significance of the corresponding 

coefficients. The same was done for the LF and HF power of the HRV signal. Regarding the 

MLR models 4-6, it was found that the instantaneous power of LF and HF of HRV were highly 

correlated to each other.  FOIVIA N
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Figure 3.20. Multiple Linear Regression models for examining the effect of physiological signals on fMRI-

based RS-DFC. 
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Table 3-2. Different combinations used for General Linear Models and Multiple Regression Models. The 

independent variables in the models were the physiological signals. 

 

3.3.7 Correlation Coefficients 

In all the cases, the modulating effect of time-varying physiological signal power for 

PETCO2, RVT and HR on the time-varying RSN degree was quantified by calculating the 

Spearman rank correlation coefficient, which is suitable in our case due to the fact that our 

results are paired with respect to time (network degree versus time-varying physiological signal 
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power). The analysis was performed on all 12 volunteers (11 for HR analysis, as one volunteer 

did not satisfy the SQI mentioned above) and then the mean and standard deviation of the 

resulting correlation coefficients over all volunteers was calculated. This was done for the 

mask-based analysis (functional and MNI space), seed-based analysis, ICA analyses and also 

for different wavelet sub-bands. Finally, statistical significance for the computed correlation 

coefficients was assessed by calculating p-values for all volunteers, accounting for multiple 

comparisons by using Hommel’s correction method (Hommel, 1988). 
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4. Mask-based and Seed Based Analyses 

 

In this chapter, the results from the investigation of the mask-based and seed-based 

DFC analyses and the effect of physiological signals are discussed. The preliminary results of 

this study have been reported in one full conference paper (Nikolaou et al., EMBS 2015), while 

the final work has been reported in an abstract proceeding and in a full journal paper (Nikolaou 

et al., 2016; Nikolaou et al., OHBM 2016). 

 

4.1 Physiological signals and fMRI time-series 

As explained previously, the ECG data obtained from one subject were deemed 

unreliable, based on the quality assessment performed. The results presented here are 

consequently based on the analysis of 11 out of the 12 volunteers. Representative global BOLD 

time series, along with the corresponding PETCO2 time series is shown in Figure 4.1. Note that 

in functional space the correlations between spontaneous PETCO2 fluctuations and the BOLD 

signal (Fig. 4.1 – A) are clearer compared to the MNI space (Fig 4.1 – B), due to the blurring 

effect of registering the BOLD time series to the MNI space. 

 

A)  

B)  

Figure 4.1. Representative global BOLD fMRI (dashed line): (A) functional and B) MNI space) and 

PETCO2 time series (solid line). The PETCO2 signal is shown after linear detrending to illustrate that the 

correlations between the PETCO2 and global BOLD signals are more evident in the individual functional 

space compared to MNI space. 
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4.2 Time-varying connectivity patterns and signal properties 

The time-varying DMN resting functional connectivity matrices for one representative 

volunteer are shown in Figure 4.2-A for successive windows of 50 sec length, where 

considerable variability can be observed. The results shown in the Figure were obtained using 

mask-based analysis in the individual functional space. As shown in the corresponding color 

maps, the correlation values between DMN areas are overall high. In Figure 4.2-B the power 

spectral density of the PETCO2 and HR signals in the same successive 50 s windows are 

presented and the existence of the time variations in the spectral content of the signals can be 

seen. 

 

A)  

B)  

Figure 4.2. Time-varying connectivity patterns: A) Dynamic resting DMN functional connectivity matrices 

obtained using the maximum absolute correlation value in the individual functional space (mask-based 

analysis) of one representative volunteer for twelve successive time windows. B) Time-varying power 

spectral density of the HR (dashed line) and PETCO2 (solid line) signals in the same windows. Each 
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successive window has a length of 50 sec and the overlap between successive windows is 30 s. Despite the 

large overlap between successive windows, variations in the spectral content are evident. In addition, this 

variability is more pronounced for the HR signal. 

 

4.3 Resting-state Dynamic Functional Connectivity Analysis 

4.3.1 Mask-based Analysis 

4.3.1.1 Default Mode Network 

The DMN is shown in both standard MNI space and functional space in Figure 4.3. 

Specifically, Figure 4.3-A shows the DMN in the standard MNI space and the Figure 4.3B 

illustrates the DMN in a representative functional space. In the MNI space the areas are smaller 

than in the functional space as can be seen from the Figure 4.3A and B. 

 

Figure 4.3. DMN in both standard MNI space and functional space:  A) The default mode network (DMN) 

as defined in the MNI space using mask analysis, containing the following anatomical areas: posterior 

cingulate cortex, anterior cingulate cortex, precuneus, thalamus and medial prefrontal cortex B) The DMN 
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as defined in the functional space of a representative volunteer using mask analysis and C) The DMN as 

defined in the individual functional space using seed based analysis. 

 

The time-varying network degree, the time-varying PETCO2 and HR signal power for 

a representative volunteer in the case of mask-based analysis in the individual functional and 

MNI spaces are illustrated in Figure 4.4. In the case presented here, the degree was computed 

for the case in which correlations between areas were quantified using the average absolute 

cross-correlation value between 0 and ±5 time lags (similar results were obtained when the 

absolute maximum cross-correlation value was used). As explained in chapter 3, window size 

did not significantly affect the results, however a window length of 50 s was selected since it 

achieved a good balance between time resolution and reliable cross-correlation function 

estimation. Considerable differences can be seen between the results in the functional and MNI 

spaces. Specifically, in Figures 4.4-A, 4.4-B, 4.4-E and 4.4-F we can see that the time-varying 

DMN degree follows both the time-varying HR and PETCO2 power closely. On the other hand, 

in Figures 4.4-C, 4.4-D, 4.4-G and 4.4-H the same relation is not so apparent, which also 

reflects on the obtained correlation coefficients (see Table 4-1 below).  

In the same figure, results obtained when using the wavelet transform, for the frequency 

sub-bands with maximum correlation between time-varying network degree and band-limited 

signal power are presented. The A4 level (0-0.25Hz (see Figure 3.18)) yielded the highest 

correlations for the HR signal in both functional and MNI spaces, while for the PETCO2 signal, 

the A2 level (0-0.08Hz) yielded the highest correlations in the functional space, as resting 

PETCO2 fluctuations exhibit most of their power below 0.05 Hz (Liang et al., 1996). In the 

MNI space, level A4 (0-0.02Hz) yielded the stronger correlations for the PETCO2 signal, 

possibly because registration of the BOLD time series to the MNI space essentially results in 

low pass filtering. Overall, the correlations between time-varying degree and signal power were 

found to be stronger for the time-varying band-limited power (after the wavelet decomposition) 

compared to total signal power. This can be clearly seen in tables 4-1 and 4-2.  

 

CO2-FS CO2-FS-A2 CO2-MNI CO2-MNI-A4 

MEAN STD MEAN STD MEAN STD MEAN STD 

0.6 0.32 0.75 0.2 0.17 0.42 0.22 0.28 

HR-FS HR-FS-A4 HR-MNI HR-MNI-A4 

MEAN STD MEAN STD MEAN STD MEAN STD 

0.67 0.1 0.77 0.1 0.2 0.07 0.47 0.22 
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Table 4-1. Spearman correlation coefficients between time-varying DMN network degree and total and 

band-limited time-varying PETCO2 and HR power using masked-based analysis. The FS space yielded 

higher values than the MNI space. FS: functional space, CO2-FS-A2: functional space, wavelet level A2 (0-

0.08 Hz), HR-FS-A4: functional space, wavelet level A4 (0-0.25 Hz). MNI: MNI space, CO2-MNI-A2: MNI 

space, wavelet level A4 (0-0.02 Hz), HR-MNI-A4: functional space, wavelet level A4 (0-0.25 Hz).  

 

Table 4-2. Spearman correlation coefficient p-values obtained after using Hommel’s method for all 

volunteers in the case of masked-based analysis. The FS shows consistent significance. FS: functional space, 

CO2-FS-A2: functional space, wavelet level A2 (0-0.08 Hz), HR-FS-A4: functional space, wavelet 

level A4 (0-0.25 Hz). MNI: MNI space, CO2-MNI-A2: MNI space, wavelet level A4 (0-0.02 Hz), 

HR-MNI-A4: functional space, wavelet level A4 (0-0.25 Hz). Values in bold black are significant 

and values in blue are non-significant.  

 

The results for PETCO2 and HR are given in Table 4-1 with respect to the correlation 

coefficient values between time-varying DMN degree and the total/band-limited power of the 

PETCO2 for all volunteers (mean ± standard deviation). These suggest the presence of temporal 

correlations between network degree and signal power. Correlations were found to be much 

higher in the functional space compared to the MNI space. The correlation coefficients for the 

band-limited power are given for the wavelet sub-bands that yielded the highest correlation 

values (A4 (0-0.25 Hz) for HR in both spaces, A2 (0-0.08 Hz) and A4 (0-0.02 Hz) for PETCO2 

in the functional and MNI spaces respectively). In both cases, using the band-limited time-

varying signal power yielded higher mean correlations. For instance, the correlation 

coefficients for PETCO2 increased from around 0.6 (total signal power) to almost 0.8 (A2 level) 

in functional space. The values obtained in functional space are also considerably higher, 

suggesting that registration to the MNI space blurs the modulatory effect of PETCO2 on time-

varying network degree. 

Volunteers 1 2 3 4 5 6 7 8 9 10 11 12 

CO2-FS 0.0570 0.2749 0.0071 
1.94E-

05 
0.0153 0.2749 0.0380 0.0135 

3.23E-

06 
0.0077 0.0008 0.0570 

CO2-FS-A2 0.0342 0.1706 0.0055 0.0002 0.0228 0.1706 0.0342 0.0190 
4.12E-

05 
0.0097 0.0034 0.0342 

CO2-MNI 0.2069 0.2943 0.1226 0.4899 0.0007 0.4899 0.4899 0.4899 0.4899 0.4899 0.4899 0.2069 

CO2-MNI-A4 0.3788 0.4950 0.3135 0.1614 0.4950 0.4950 0.3041 0.4950 0.4321 0.4950 0.3041 0.3788 

HR-FS 0.0105 0.0104 0.0092 0.0107 - 0.0013 0.0087 0.0116 0.0092 0.0105 0.0105 0.0104 

HR-FS-A4 0.0013 0.0011 0.0014 0.0012 - 0.0014 0.0014 0.0014 0.0012 0.0014 0.0013 0.0011 

HR-MNI 0.3058 0.3058 0.3058 0.2579 - 0.3058 0.3058 0.3058 0.3058 0.3058 0.3058 0.3058 

HR-MNI-A4 0.0887 0.0887 0.0887 0.0887 - 0.0887 0.0887 0.0887 0.0887 0.0887 0.0887 0.0887 

FOIVIA N
. N

IKOLA
OU



 

59 

 

Table 4-2 shows the obtained p-values for the Spearman correlation coefficients for all 

volunteers in each space/sub-band. In agreement to the above observations, statistical 

significance (p<0.05) was observed for most volunteers in the individual functional space when 

total signal power was used and for almost all volunteers (10 out of 12 for PETCO2, 11 out of 

11 for HR) when the corresponding optimal sub-band was used. On the other hand, statistical 

significance was not achieved for most volunteers in the MNI space, even when the optimal 

frequency sub-band was used. 

 

A) B)                       

C) D)                        

E) F)  
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G)  H)  

Figure 4.4. DMN degree and power of HR (top four panels) and PETCO2 (bottom four panels) signals as a 

function of time for two representative volunteers obtained from mask-based analysis in (A) functional 

space, (B) functional space, wavelet level A4 (0-0.25 Hz), (C) MNI space, (D) MNI space, wavelet level A4 

(0-0.25 Hz), (E) functional space, (F) functional space, wavelet level A2 (0-0.08 Hz), (G) MNI space and (H) 

MNI space, wavelet level A4 (0-0.02 Hz).  

 

4.3.2 Seed based Analysis 

4.3.2.1 Default Mode Network 

Results presented in this section were obtained from the individual functional space of 

each volunteer (Figure 4.5). That is because the results from the seed-based analysis indicated 

clearly that registration to the MNI space (and the resulting blurring of the corresponding 

BOLD time series) considerably affects the results. The spatial overlap between mask-based 

and seed-based analysis for the DMN areas was 94.82% for the ACC, 44.65% for the PCC, 

76.33% for the thalamus, 83.15% for the precuneus and 92.85% for the medial prefrontal cortex 

ROIs. The Spearman correlation coefficients between time-varying DMN degree and band-

limited PETCO2/HR power are given in Table 4-3 for all volunteers (mean ± standard 

deviation). These suggest the presence of temporal correlations between network degree and 

the PETCO2/HR power, as in the case of mask-based analysis (somewhat lower values – not 

shown - were obtained for total power, as above). As before, correlations were found to be 

much higher in the wavelet sub-band A2 for PETCO2 (0-0.08 Hz) and in the wavelet sub-band 

A4 for HR (0-0.25 Hz). As before, presents the p values for the obtained Spearman correlation 

coefficients for all volunteers in each space/sub-band are presented (Table 4-4). Overall, the 

results from the seed-based analysis are similar to the mask-based analysis, with statistical 

significance attained in most volunteers (9 out of 12 for PETCO2, 9 out of 11 for HR). 
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a) b)  

c) d)  

Figure 4.5. DMN degree and power of HR (top two panels) and PETCO2 (bottom two panels) signals as a 

function of time for two representative volunteers obtained from seed-based analysis in a) FS, power of 

CO2 vs network Degree, b) FS, power of CO2 at wavelet level A2(0-0.08 Hz) vs network Degree, c) FS, 

power of HR vs network Degree and d) FS, power of HR at wavelet level A4(0-0.25 Hz) vs network Degree. 

All correlations were quantified using the average cross-correlation absolute value between 0±5time lags.  

 

CO2-FS CO2-FS-A2 HR-FS HR-FS-A4 

MEAN STD MEAN STD MEAN STD MEAN STD 

0.57 0.22 0.65 0.1 0.67 0.28 0.75 0.18 

Table 4-3. Spearman correlation coefficients between time-varying DMN network degree and band-limited 

PETCO2 and HR power using seed-based analysis. FS: functional space, CO2-FS-A2: functional space, 

wavelet level A2 (0-0.08 Hz), HR-FS-A4: functional space, wavelet level A4 (0-0.25 Hz) 

 

Table 4-4. Spearman correlation coefficient p-values obtained after using Hommel’s method for all 

volunteers in the case of seed-based analysis. FS: Functional space, CO2-FS-A2: Functional space, wavelet 

level A2 (0-0.08 Hz), HR-FS-A4: Functional space, wavelet level A4 (0-0.25 Hz). Values in bold black are 

significant and values in blue are non-significant. 

Volunteers 1 2 3 4 5 6 7 8 9 10 11 12 

CO2-FS-A2 0.0357 0.0590 0.0130 0.0570 0.0956 0.0246 0.0786 0.0128 0.0006 0.0002 0.0233 0.0357 

HR-FS-A4 0.0092 0.0007 0.0174 0.0711 - 0.1357 0.0533 0.0017 3.75E-05 0.0004 0.0004 0.0092 FOIVIA N
. N
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4.3.2.2 Visual and Somatosensory Networks 

The procedure described above was applied to two additional RSNs, the Visual and 

Somatosensory networks (see Figure 4.6). The results were overall similar to those obtained 

for the DMN and revealed a modulatory effect for both PETCO2 and HR on the time-varying 

degree for both networks. The wavelet-based analysis yielded higher correlations than those 

achieved for the total signal power for the same frequency sub-bands as above (Tables 4-5 and 

4-6). Statistically significant correlations between the time-varying visual and somatosensory 

RSN degree and band-limited HR and PETCO2 power were obtained for all volunteers in the 

case of the visual cortex, while interestingly for the somatosensory cortex significance was 

obtained for all volunteers in the case of HR but for only 2 out of 12 volunteers for PETCO2 - 

even though results were marginally significant for all the remaining volunteers (Table 4-6). 

 

 

 

 
 

Table 4-5. Spearman correlation coefficients between time-varying visual (V) and somatosensory (SM) 

network degree and time-varying HR and PETCO2 band-limited signal power. V-HR-A4: wavelet level A4 

(0-0.25 Hz), SM-HR-A4: wavelet level A4 (0-0.25 Hz). V-CO2-A4: visual, wavelet level A4 (0-0.02 Hz), SM-

CO2-A2: wavelet level A2 (0-0.08 Hz). 

 

Table 4-6. Spearman correlation coefficient p-values obtained after using Hommel’s method for all 

volunteers. V-HR-A4: visual, wavelet level A4 (0-0.25 Hz), SM-HR-A4: somatosensory wavelet level A4 (0-

0.25 Hz), V-CO2-A4: visual, wavelet level A4 (0-0.02 Hz), SM-CO2-A2: somatosensory wavelet level A2 (0-

0.08 Hz). Values in bold black are significant and values in blue are non-significant. 

 

V-HR-A4 SM-HR-A4 V-CO2-A4 SM-CO2-A2 

MEAN STD MEAN STD MEAN STD MEAN STD 

0.60 0.12 0.70 0.18 0.52 0.11 0.7 0.06 

Volunteer 1 2 3 4 5 6 7 8 9 10 11 12 

V-HR-A4 0.0206 0.0232 0.0239 0.0299 - 0.0206 0.0299 0.0179 0.0194 0.0232 0.0206 0.0206 

SM-HR-A4 0.0062 0.0123 0.0042 0.0050 - 0.0127 0.0130 0.0130 0.0123 0.0036 0.0018 0.0062 

V-CO2-A4 0.0052 0.0090 0.0018 0.0052 0.0028 0.0094 0.0070 0.0002 0.0052 0.0218 0.0062 0.0052 

SM-CO2-A2 0.0668 0.0548 0.0596 0.0664 0.0497 0.0668 0.0528 0.0530 0.0548 0.0596 0.0254 0.0668 
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Figure 4.6. A) Resting-state visual network (high visual: orange and primary visual: cyan) and B) resting-

state somatosensory network as obtained from seed-based analysis 
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5. Independent Component Analysis 

 

In this chapter, the results from the investigation of DFC using various forms of 

independent component analysis and the effect of physiological signals are displayed. The 

preliminary results of this study are reported in an abstract proceeding (Nikolaou et al., ISMRM 

2018) while the final work is reported in a conference proceeding (Nikolaou et al., EMBS 

2018). 

5.1 Resting-state Dynamic Functional Connectivity Analysis 

Using ICA 

5.1.1 Low Dimensionality ICA 

For the low dimensionality analysis, out of the 25 independent components, 9 RSNs 

were identified. Our analysis was then focused on the following ones: 

1) DMN. For the DMN the posterior portion and anterior part of the DMN was identified. 

The first part is composed by the posterior cingulate cortex (PCC), the inferior parietal 

lobule and part of the frontal lobe. The second part is composed mainly by the medial 

prefrontal cortex (mPFC) 

2) the somatosensory network (SMN) 

3) the visual network (see Figure 5.1). 

A)   B)   C)  

Figure 5.1. Low dimensional components relative to the networks of interest selected for this study : A) the 

DMN, B) the Visual Network and C) the SMN. 

 

For these three RSNs, results from the functional space of each subject were obtained. 

As outlined in chapter 3, for the low dimensionality analysis, a new sliding-windows approach 

was applied with an increment of one time-point, to compare it with the results from the 10 
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time-point increment (the one volume increment was used to assess DFC with a better time 

resolution). Results obtained using RVT were also extracted. The Spearman correlation 

coefficients between time-varying DMN/SMN/Visual network degree and band-limited 

PETCO2/RVT/HR/HRV power for the 10 time-point and for 1 time-point increments are given 

in Table 5-1 for the sub-bands of maximum correlation.  

 

LOW DIMENSIONALITY 

    
10 TIME-POINT 

INCREMENT 

1 TIME-POINT 

INCREMENT 
  MEAN STD MEAN STD 

DMN 

CO2-A6 0.5321 0.1 0.5844 0.13 

RVT-A6 0.5607 0.05 0.6032 0.083 

HR-A4 0.6179 0.08 0.6755 0.11 

HRV-A4 0.5821 0.079 0.6655 0.11 

SMN 

CO2-A7 0.5357 0.15 0.5571 0.18 

RVT-A7 0.5214 0.09 0.5571 0.12 

HR-A5 0.6143 0.075 0.6092 0.10 

HRV-A5 0.575 0.072 0.5999 0.11 

VISUAL 

CO2-A8 0.5679 0.13 0.5231 0.16 

RVT-A8 0.6532 0.12 0.6532 0.15 

HR-A6 0.7286 0.077 0.8118 0.10 

HRV-A6 0.7932 0.089 0.7964 0.12 

Table 5-1. Spearman correlation coefficients between time-varying DMN/SMN/Visual network degree and 

time-varying PETCO2/RVT/HR/HRV band-limited signal power for 10 time-point and 1 time-point 

increments. CO2-A6: wavelet level A6 (0-0.063Hz), RVT-A6: wavelet level A6(0-0.063Hz), HR-A4: wavelet 

level A4 (0-0.25 Hz), HRV-A4: wavelet level A4 (0-0.25 Hz). 

 

These suggest the presence of temporal correlations between network degree and the 

band-limited power of the physiological signals. In more detail, the wavelet level A6 yielded 

higher values for the PETCO2 and RVT signals, whereas the wavelet level A4 yielded higher 

values for HR and HRV. The values obtained for HR and HRV were, as expected, very similar. 

Figures 5.2-5.4 demonstrate these temporal similarities very clearly. The sliding window 

approach using one time-point increment yielded slightly higher values compared to the 10 

time-point increment. In the following figures (Figures 5.2-5.4), results from the above tables 

are shown for some representative volunteers.  
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A) B)  

C) D)  

E) F)  

G) H)  
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Figure 5.2. DMN degree and band-limited power of CO2/RVT/HR/HRV signals as a function of time for 

one representative volunteer obtained from low dimensionality ICA A) power of CO2 at wavelet level A6 

(0-0.0625Hz) vs network Degree for a 10 time-point increment, B) power of RVT at wavelet level A6 (0-

0.0625Hz) vs network Degree for a 10 time-point increment, C) power of HR at wavelet level A4 (0-0.25Hz) 

vs network Degree for a 10 time-point increment, D) power of HRV at wavelet level A4 (0-0.25Hz) vs 

network Degree for a 10 time-point increment, E) power of CO2 at wavelet level A6 (0-0.0625Hz) vs 

network Degree for a 1 time-point increment, F) power of RVT at wavelet level A6 (0-0.0625Hz) vs network 

Degree for a 1 time-point increment, G) power of HR at wavelet level A4 (0-0.25Hz) vs network Degree for 

a 1 time-point increment and H) power of HRV at wavelet level A4 (0-0.25Hz) vs network Degree for a 1 

time-point increment. All correlations were quantified using the average cross-correlation absolute value 

between 0±5time lags. 

 

A) B)  

C) D)  

FOIVIA N
. N

IKOLA
OU



 

68 

 

E) F)  

G) H)  

Figure 5.3. SMN degree and band-limited power of CO2/RVT/HR/HRV signals as a function of time for 

one representative volunteer obtained from low dimensionality ICA in A) power of CO2 at wavelet level 

A6 (0-0.0625Hz) vs network Degree for a 10 time-point increment, B) power of RVT at wavelet level A6 (0-

0.0625Hz) vs network Degree for a 10 time-point increment, C) power of HR at wavelet level A4 (0-0.25Hz) 

vs network Degree for a 10 time-point increment, D) power of HRV at wavelet level A4 (0-0.25Hz) vs 

network Degree for a 10 time-point increment, E) power of CO2 at wavelet level A6 (0-0.0625Hz) vs 

network Degree for a 1 time-point increment, F) power of RVT at wavelet level A6 (0-0.0625Hz) vs network 

Degree for a 1 time-point increment, G) power of HR at wavelet level A4 (0-0.25Hz) vs network Degree for 

a 1 time-point increment and H) power of HRV at wavelet level A4 (0-0.25Hz) vs network Degree for a 1 

time-point increment. All correlations were quantified using the average cross-correlation absolute value 

between 0±5time lags. 
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A) B)  

C) D)  

E) F)

G) H)  
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Figure 5.4. Visual network degree and band-limited power of CO2/RVT/HR/HRV signals as a function of 

time for one representative volunteer obtained from low dimensionality ICA in A) power of CO2 at wavelet 

level A6 (0-0.0625Hz) vs network Degree for a 10 time-point increment, B) power of RVT at wavelet level 

A6 (0-0.0625Hz) vs network Degree for a 10 time-point increment, C) power of HR at wavelet level A4 (0-

0.25Hz) vs network Degree for a 10 time-point increment, D) power of HRV at wavelet level A4 (0-0.25Hz) 

vs network Degree for a 10 time-point increment, E) power of CO2 at wavelet level A6 (0-0.0625Hz) vs 

network Degree for a 1 time-point increment, F) power of RVT at wavelet level A6 (0-0.0625Hz) vs network 

Degree for a 1 time-point increment, G) power of HR at wavelet level A4 (0-0.25Hz) vs network Degree for 

a 1 time-point increment and H) power of HRV at wavelet level A4 (0-0.25Hz) vs network Degree for a 1 

time-point increment. All correlations were quantified using the average cross-correlation absolute value 

between 0±5time lags. 

 

General Linear Models and Multiple Linear Regression 

As explained in the previous chapters, to investigate further the relationship between 

the time-varying RSN degree and the band-limited power of CO2/RVT/HR, general linear 

models were created for both sliding window analysis increments (1 and 10 time lags). In the 

following figures (Figures 5.5-5.7), the values of the RSN degree versus the values of the band-

limited power of CO2/RVT/HR can be seen (in blue crosses). The underlying relationship 

between the dependent variable (RSNs degree) and independent variable (band-limited power 

of CO2/RVT/HR) as extracted by the GLM models obtained can be seen in red. (The term 

“linear” in linear regression means that the regression function is linear in the coefficients α 

and βj. It is not required that the independent variables Xi appear as linear terms in the 

regression function.)  
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C) D)  

E) F)  

Figure 5.5. DMN degree versus band-limited power of CO2/RVT/HR/HRV signals for one representative 

volunteer obtained from low dimensionality ICA in A) network degree vs power of CO2 at wavelet level A6 

(0-0.0625Hz) for a 10 time-point increment, B) network degree vs power of CO2 at wavelet level A6 (0-

0.0625Hz) for a 1 time-point increment, C) network degree vs power of RVT at wavelet level A6 (0-

0.0625Hz) for a 10 time-point increment, D) network degree vs power of RVT at wavelet level A6 (0-

0.0625Hz) for a 1 time-point increment, E) network degree vs power of HR at wavelet level A4 (0-0.25Hz) 

for a 10 time-point increment and F) network degree vs power of HR at wavelet level A4 (0-0.25Hz) for a 1 

time-point increment. 

 

A) B)  
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C) D)  

E) F)  

Figure 5.6. Sensory-Motor network degree versus band-limited power of CO2/RVT/HR/HRV signals for 

one representative volunteer obtained from low dimensionality ICA in A) network degree vs power of CO2 

at wavelet level A6 (0-0.0625Hz) for a 10 time-point increment, B) network degree vs power of CO2 at 

wavelet level A6 (0-0.0625Hz) for a 1 time-point increment, C) network degree vs power of RVT at wavelet 

level A6 (0-0.0625Hz) for a 10 time-point increment, D) network degree vs power of RVT at wavelet level 

A6 (0-0.0625Hz) for a 1 time-point increment, E) network degree vs power of HR at wavelet level A4 (0-

0.25Hz) for a 10 time-point increment and F) network degree vs power of HR at wavelet level A4 (0-0.25Hz) 

for a 1 time-point increment. 

 

A) B)  
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C) D)  

E) F)  

Figure 5.7. Visual network degree versus band-limited power of CO2/RVT/HR/HRV signals for one 

representative volunteer obtained from low dimensionality ICA in A) network degree vs power of CO2 at 

wavelet level A6 (0-0.0625Hz) for a 10 time-point increment, B) network degree vs power of CO2 at wavelet 

level A6 (0-0.0625Hz) for a 1 time-point increment, C) network degree vs power of RVT at wavelet level A6 

(0-0.0625Hz) for a 10 time-point increment, D) network degree vs power of RVT at wavelet level A6 (0-

0.0625Hz) for a 1 time-point increment, E) network degree vs power of HR at wavelet level A4 (0-0.25Hz) 

for a 10 time-point increment and F) network degree vs power of HR at wavelet level A4 (0-0.25Hz) for a 1 

time-point increment. 

 

For the low dimensionality ICA analysis and sliding window analysis with a 1 time-

point increment (it is generally accepted that in this model, a large amount of data is acquired), 

all the limited bands of the power of the physiological signals were used as the independent 

variables in the GLMs that were fitted for each RSN.  

• For the DMN, separate GLMs for the band limited power of CO2, RVT and HR were 

applied as can be seen in Figures 5.8 A and B. Subsequently a multiple linear model 

incorporating all signals was applied (Figure 5.8-C).  In the case of GLM, CO2 yielded 

a higher value for the estimated regression coefficient b1 compared to RVT and HR. In 
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the case of MLR, CO2 yielded the higher coefficient value and both CO2 and HR yielded 

p-values lower than 0.05. 

• The same procedure was applied for the Sensory-Motor network as can be seen in 

Figure 5.9.  In the case of univariate GLMs, CO2 and RVT yielded larger values for the 

estimated coefficient b1 compared to HR. In the case of MLR, RVT yielded the larger 

coefficient value and was the only signal which yielded p-values lower than 0.05.   

• For the Visual network the results can be seen in Figure 5.10. In the case of univariate 

GLMs, HR yielded a larger value for the regression coefficient b1 compared to RVT 

and CO2. In the case of the MLR model, HR yielded the highest coefficient and was the 

only signal which yielded p-values lower than 0.05.  

• Larger values for an estimated regression coefficient suggest that the corresponding 

physiological signal has a more pronounced effect on the independent variable y, which 

is the time-varying degree of each RSN. As can be seen, for different RSNs, different 

signals seem to be more important. HR seems to be more important for the visual 

network. Some possible reasons for this is that there is a strong relationship between 

HRV and vision. For example, red color makes the heart beat faster. 

 

A) B)  
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C)  

Figure 5.8. A) Estimated values of b0 and B) b1 for the three univariate GLMs between DMN degree and 

band-limited power of CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point increment, 

C) Estimated values of b1, b2 and b3 for the MLR model between DMN degree and band-limited power of 

CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point increment.  

 

A) B)

C)  

Figure 5.9. A) Estimated values of b0 and B) b1 for the three univariate GLMs between SMN degree and 

band-limited power of CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point increment, 

C) Estimated values of b1, b2 and b3 for the MLR model between SMN degree and band-limited power of 

CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point increment. 
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A) B)  

C)  

Figure 5.10. A) Estimated values of b0 and B) b1 for the three univariate GLMs between Visual Network 

degree and band-limited power of CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point 

increment, C) Estimated values of b1, b2 and b3 for the MLR model between Visual Network degree and 

band-limited power of CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point increment. 

 

5.1.2 High Dimensionality ICA 

Components of interest, related to the DMN, Visual network and SMN (see Figure 

5.11) were apparent in several subcomponents when high dimensionality ICA was performed. 

Out of the 70 independent components, we identified 47 sub-networks of RSNs and detected 

22 RSNs in total such DMN, SMN, Visual, Auditory and Basal Ganglia. Both the total number 

of RSNs and the number of sub-networks of RSNs increased as a function of ICA model order. 

Specifically, in the low dimensionality ICA only 9 RSNs were identified.  FOIVIA N
. N

IKOLA
OU



 

77 

 

A)  

B)  

C)  

Figure 5.11. High dimensional components relative to the networks of interest selected for this study : A) 

the DMN, B) the Visual Network and C) the SMN. 

 

The same procedure used for the low dimensionality ICA for the three mentioned RSNs 

(DMN, Visual network and SMN) was applied for the high dimensionality ICA. Specifically, 

the new sliding windows approach was applied with an increment on one time-point, to 

compare it with the results from the 10 time-point increment. The band-limited power of all 

physiological signals (PETCO2, RVT, HR, HRV) was used to obtain our results. The Spearman 

correlation coefficients for the high dimensionality ICA between time-varying 
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DMN/SMN/Visual network degree and band-limited PETCO2/RVT/HR/HRV power for the 

10 time-point increment and for 1 time-point increment are given in Table 5-2. In the band-

limited case, sub-bands of maximum correlation are presented.  The correlations coefficients 

are averaged over all subjects (mean ± standard deviation). 

  

HIGH DIMENSIONALITY 

    
10 TIME-POINT 

INCREMENT 

1 TIME-POINT 

INCREMENT 

  MEAN STD MEAN STD 

DMN 

CO2-A6 0.6505 0.20 0.6571 0.22 

RVT-A6 0.6705 0.15 0.6771 0.17 

HR-A4 0.8 0.18 0.8179 0.20 

HRV-A4 0.7829 0.18 0.8144 0.20 

SMN 

CO2-A7 0.5821 0.25 0.5839 0.27 

RVT-A7 0.5929 0.19 0.6486 0.21 

HR-A5 0.6429 0.17 0.641 0.19 

HRV-A5 0.6286 0.17 0.6497 0.19 

VISUAL 

CO2-A8 0.5964 0.23 0.6214 0.25 

RVT-A8 0.6946 0.22 0.7071 0.25 

HR-A6 0.7794 0.18 0.8179 0.20 

HRV-A6 0.8286 0.19 0.8476 0.21 

Table 5-2. Spearman correlation coefficients between time-varying DMN/SMN/Visual network degree and 

time-varying PETCO2/RVT/HR/HRV band-limited signal power for 10 time-point and 1 time-point 

increments. CO2-A6: wavelet level A6 (0-0.063Hz), RVT-A6: wavelet level A6(0-0.063Hz), HR-A4: wavelet 

level A4 (0-0.25 Hz), HRV-A4: wavelet level A4 (0-0.25 Hz). 

 

As can be seen from the above tables, results were consistent with the alternative 

analysis techniques used. Specifically, our results suggest the presence of temporal correlations 

between network degree and the band-limited power of the physiological signals. As before, 

the wavelet level A6 (0-0.063Hz) yielded the highest values for the PETCO2 and RVT signals, 

whereas the wavelet level A4 (0-0.25Hz) yielded higher values for the HR and HRV as can be 

seen from the following figures. The sliding window using one time-point offset yielded 

slightly higher values against the 10 time-points offset. In the following figures (Figures 5.12-

5.14) results corresponding to the above tables are shown for some representative volunteers.  
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A) B)  

C) D)  

E) F)  

G) H)  
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Figure 5.12. DMN degree and band-limited power of CO2/RVT/HR/HRV signals as a function of time for 

one representative volunteer obtained from high dimensionality ICA. A) power of CO2 at wavelet level A6 

(0-0.0625Hz) vs network Degree for a 10 time-point increment, B) power of RVT at wavelet level A6 (0-

0.0625Hz) vs network Degree for a 10 time-point increment, C) power of HR at wavelet level A4 (0-0.25Hz) 

vs network Degree for a 10 time-point increment, D) power of HRV at wavelet level A4 (0-0.25Hz) vs 

network Degree for a 10 time-point increment, E) power of CO2 at wavelet level A6 (0-0.0625Hz) vs 

network Degree for a 1 time-point increment, F) power of RVT at wavelet level A6 (0-0.0625Hz) vs network 

Degree for a 1 time-point increment, G) power of HR at wavelet level A4 (0-0.25Hz) vs network Degree for 

a 1 time-point increment and H) power of HRV at wavelet level A4 (0-0.25Hz) vs network Degree for a 1 

time-point increment. All correlations were quantified using the average cross-correlation absolute value 

between 0±5time lags. 

 

 

A) B)  

C) D)  
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E) F)  

G) H)  

Figure 5.13. SMN degree and band-limited power of CO2/RVT/HR/HRV signals as a function of time for 

one representative volunteer obtained from high dimensionality ICA. A) power of CO2 at wavelet level A6 

(0-0.0625Hz) vs network Degree for a 10 time-point increment, B) power of RVT at wavelet level A6 (0-

0.0625Hz) vs network Degree for a 10 time-point increment, C) power of HR at wavelet level A4 (0-0.25Hz) 

vs network Degree for a 10 time-point increment, D) power of HRV at wavelet level A4 (0-0.25Hz) vs 

network Degree for a 10 time-point increment, E) power of CO2 at wavelet level A6 (0-0.0625Hz) vs 

network Degree for a 1 time-point increment, F) power of RVT at wavelet level A6 (0-0.0625Hz) vs network 

Degree for a 1 time-point increment, G) power of HR at wavelet level A4 (0-0.25Hz) vs network Degree for 

a 1 time-point increment and H) power of HRV at wavelet level A4 (0-0.25Hz) vs network Degree for a 1 

time-point increment. All correlations were quantified using the average cross-correlation absolute value 

between 0±5time lags. 
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A) B)  

C) D)  

E) F)  

G) H)  
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Figure 5.14. Visual network degree and band-limited power of CO2/RVT/HR/HRV signals as a function of 

time for one representative volunteer obtained from high dimensionality ICA. A) power of CO2 at wavelet 

level A6 (0-0.0625Hz) vs network Degree for a 10 time-point increment, B) power of RVT at wavelet level 

A6 (0-0.0625Hz) vs network Degree for a 10 time-point increment, C) power of HR at wavelet level A4 (0-

0.25Hz) vs network Degree for a 10 time-point increment, D) power of HRV at wavelet level A4 (0-0.25Hz) 

vs network Degree for a 10 time-point increment, E) power of CO2 at wavelet level A6 (0-0.0625Hz) vs 

network Degree for a 1 time-point increment, F) power of RVT at wavelet level A6 (0-0.0625Hz) vs network 

Degree for a 1 time-point increment, G) power of HR at wavelet level A4 (0-0.25Hz) vs network Degree for 

a 1 time-point increment and H) power of HRV at wavelet level A4 (0-0.25Hz) vs network Degree for a 1 

time-point increment. All correlations were quantified using the average cross-correlation absolute value 

between 0±5time lags. 

 

General Linear Models and Multiple Linear Regressions 

The same steps as in the section of the low dimensionality analysis were applied. 

Specifically, various GLMs were applied in order to investigate a bit further the relationship 

between the RSNs degree and the band-limited power of CO2/RVT/HR. General linear models 

created for both sliding window analysis offsets. In the following figures, the values of the 

RSN degree versus the values of the band-limited power of CO2/RVT/HR are shown in blue 

color. The underlying best linear fit between the dependent variable (RSN degree) and 

independent variable (band-limited power of CO2/RVT/HR) is shown in red color (Figures 

5.15-5.17). Again, the term “linear” in linear regression means that the regression function is 

linear in the coefficients α and βj. It is not required that the independent variables Xi appear as 

linear terms in the regression function.  
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C) D)  

E) F)  

Figure 5.15. DMN degree versus band-limited power of CO2/RVT/HR/HRV signals for one representative 

volunteer obtained from high dimensionality ICA in A) network degree vs power of CO2 at wavelet level 

A6 (0-0.0625Hz) for a 10 time-point increment, B) network degree vs power of CO2 at wavelet level A6 (0-

0.0625Hz) for a 1 time-point increment, C) network degree vs power of RVT at wavelet level A6 (0-

0.0625Hz) for a 10 time-point increment, D) network degree vs power of RVT at wavelet level A6 (0-

0.0625Hz) for a 1 time-point increment, E) network degree vs power of HR at wavelet level A4 (0-0.25Hz) 

for a 10 time-point increment and F) network degree vs power of HR at wavelet level A4 (0-0.25Hz) for a 1 

time-point increment. 
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C) D)  

E) F)  

Figure 5.16. SMN degree versus band-limited power of CO2/RVT/HR/HRV signals for one representative 

volunteer obtained from high dimensionality ICA in A) network degree vs power of CO2 at wavelet level 

A6 (0-0.0625Hz) for a 10 time-point increment, B) network degree vs power of CO2 at wavelet level A6 (0-

0.0625Hz) for a 1 time-point increment, C) network degree vs power of RVT at wavelet level A6 (0-

0.0625Hz) for a 10 time-point increment, D) network degree vs power of RVT at wavelet level A6 (0-

0.0625Hz) for a 1 time-point increment, E) network degree vs power of HR at wavelet level A4 (0-0.25Hz) 

for a 10 time-point increment and F) network degree vs power of HR at wavelet level A4 (0-0.25Hz) for a 1 

time-point increment. 
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 C) D)  

E) F)  

Figure 5.17. Visual network degree versus band-limited power of CO2/RVT/HR/HRV signals for one 

representative volunteer obtained from high dimensionality ICA in A) network degree vs power of CO2 at 

wavelet level A6 (0-0.0625Hz) for a 10 time-point increment, B) network degree vs power of CO2 at wavelet 

level A6 (0-0.0625Hz) for a 1 time-point increment, C) network degree vs power of RVT at wavelet level A6 

(0-0.0625Hz) for a 10 time-point increment, D) network degree vs power of RVT at wavelet level A6 (0-

0.0625Hz) for a 1 time-point increment, E) network degree vs power of HR at wavelet level A4 (0-0.25Hz) 

for a 10 time-point increment and F) network degree vs power of HR at wavelet level A4 (0-0.25Hz) for a 1 

time-point increment. 

 

For the high dimensionality ICA analysis and sliding window analysis with a 1 time-

point increment, all the limited bands of the power of the physiological signals were used as 

the independent variables in the GLMs that were fitted for each RSN.  

• For the DMN, separate GLMs for the band limited power of CO2, RVT and HR were 

applied as can be seen in Figures 5.18 A and B. Subsequently a multiple linear model 

incorporating all signals was applied (Figure 5.18-C).  In the case of GLM, RVT yielded 

a higher value for the estimated regression coefficient b1 compared to CO2 and HR. In 

the case of MLR, CO2 yielded the higher coefficient value and both CO2 and HR yielded 

p-values lower than 0.05. 
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• The same procedure was applied for the Sensory-Motor network as can be seen in 

Figure 5.19.  In the case of univariate GLMs, CO2 yielded larger values for the 

estimated coefficient b1 compared to RVT and HR. In the case of MLR, CO2 yielded 

the larger coefficient value. CO2 and HR yielded p-values lower than 0.05.   

• For the Visual network the results can be seen in Figure 5.20. In the case of univariate 

GLMs, HR yielded a larger value for the regression coefficient b1 compared to RVT 

and CO2. In the case of the MLR model, HR yielded the highest coefficient and was the 

only signal which yielded p-values lower than 0.05.  

• Larger values for an estimated regression coefficient suggest that the corresponding 

physiological signal has a more pronounced effect on the independent variable y, which 

is the time-varying degree of each RSN. As can be seen for the mentioned results, for 

different RSNs, different signals seem to be more important. HR seems to be more 

important for the visual network.  

• The results yielded by the low and high dimensionality ICA were very similar.  

 

A) B)

C)  
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Figure 5.18. A) Estimated values of b0 and B) b1 for the three univariate GLMs between DMN degree and 

band-limited power of CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point increment, 

C) Estimated values of b1, b2 and b3 for the MLR model between DMN degree and band-limited power of 

CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point increment. 

 

A) B)

C)  

Figure 5.19. A) Estimated values of b0 and B) b1 for the three univariate GLMs between SMN degree and 

band-limited power of CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point increment, 

C) Estimated values of b1, b2 and b3 for the MLR model between SMN degree and band-limited power of 

CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point increment. 
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C)  

Figure 5.20. A) Estimated values of b0 and B) b1 for the three univariate GLMs between Visual Network 

degree and band-limited power of CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point 

increment, C) Estimated values of b1, b2 and b3 for the MLR model between Visual Network degree and 

band-limited power of CO2/RVT/HR obtained from low dimensionality ICA for a 1 time-point increment. 

 

5.1.3 Spatial Sliding Window ICA 

For the second ICA approach, the “Spatial-Sliding-ICA”, our results were obtained 

from the individual functional space of each subject, since as mentioned before it was found 

that registration to the MNI space and the resulting blurring of the corresponding BOLD time 

series considerably affects the results. The Spearman correlation coefficients between time-

varying DMN degree and band-limited PETCO2/HR power are given in Table 5-3 for all 

subjects (mean ± standard deviation). These suggest the presence of temporal correlations 

between network degree and the PETCO2/HR power (somewhat lower values – not shown - 

were obtained for total power, as above). As before, correlations were found to be much higher 

in the wavelet sub-band A2 for PETCO2 (0-0.08 Hz) and for the HR, this approach yielded 

better results in the wavelet sub-band A2 (0-1 Hz). Additionally, for this approach the stability 

of the DMN network was calculated and most of the windows yielded a correlation value above 

0.5 using a commonly used DMN template (Figure 5.21). This suggest that the components 

indeed show an activation of the DMN. Furthermore, this activation is not stable across all 

windows. In some windows the activation of the DMN has a greater spatial extent compared 

to other windows. Furthermore, only the selected DMN independent components yielded us 

high correlation values with the DMN template, which confirms that the selection of the DMN 

components was correct. In Figure 5.22, the results for one representative volunteer are shown 

for spatial sliding window ICA.  
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Figure 5.21. DMN network in each Spatial Sliding Window using the ICA analysis. 

 

 

Figure 5.22. DMN degree and power of HR (top two panels) and PETCO2 (bottom two panels) signals as a 

function of time for representative subjects obtained from spatial sliding window ICA without and with 

wavelet analysis in A) FS, power of HR vs DMN network Degree, B) FS, power of HR at wavelet level A4 

(0-1 Hz) vs DMN network Degree, C) FS, power of CO2 vs DMN network Degree and D) FS, power of CO2 
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at wavelet level A2 (0-0.08 Hz) vs DMN Degree. All correlations were quantified using the average cross-

correlation absolute value between 0 and ±5 time lags.  

 
 

CO2-FS CO2-FS-A2 HR-FS HR-FS-A4 

 
MEAN STD MEAN STD MEAN STD MEAN STD 

Spatial-

Sliding-ICA 0.32 0.33 0.59 0.11 0.39 0.36 0.73 0.23 

Table 5-3. Spearman correlation coefficients between time-varying DMN network degree and band-limited 

PETCO2 and HR power using spatial sliding window ICA. FS: functional space, CO2-FS-A2: functional 

space, wavelet level A2 (0-0.08 Hz), HR-FS-A4: functional space, wavelet level A2 (0-1 Hz) 
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6. Effects of Cardiac Sympathetic and 

Parasympathetic Activity on DFC 

 

In this chapter, the results from the investigation of the impact of the cardiac 

sympathetic and parasympathetic activity on DFC using ICA are presented. 

6.1 Resting-state Functional Connectivity Analysis Using ICA 

6.1.1 Low Dimensionality ICA 

For the three RSNs of interest (DMN, SMN and Visual Network), results from the 

functional space of each subject were obtained. As outlined in Chapter 3, for the low 

dimensionality analysis, a new sliding-windows approach was applied with an increment of 

one time-point, to compare it with the results from the 10 time-point increment (the one volume 

increment was used to assess DFC with a better time resolution). Results obtained using 

Instantaneous LF power and HF power extracted from the HRV were extracted. The Spearman 

correlation coefficients between time-varying DMN/SMN/Visual network degree and the 

instantaneous power of LH/HF of HRV for the 10 time-point increment and for 1 time-point 

increment are given in Table 6-1. The correlation coefficients are averaged over all the subjects 

(mean ± standard deviation).  

 
 

LOW DIMENSIONALITY 

  10 TIME-POINT 

INCREMENT 

1 TIME-POINT 

INCREMENT 

  MEAN STD MEAN STD 

DMN 
THF 0.65535 0.028 0.65065 0.029 

TLF 0.59645 0.01 0.61255 0.019 

SMN 
THF 0.5268 0.015 0.6509 0.018 

TLF 0.5 0.018 0.6363 0.018 

VISUAL 
THF 0.7 0.014 0.7279 0.016 

TLF 0.6464 0.07 0.5528 0.089 

Table 6-1. Spearman correlation coefficients between time-varying DMN/SMN/Visual network degree and 

time-varying instantaneous power of HF/LF of HRV (THF and TLF, respectively) for 10 time-point and 1 

time-point increments. HF: high frequency band of HRV (0.15-0.4Hz), LF: low frequency band of HRV 

(0.04-0.15 Hz). 
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These suggest the presence of temporal correlations between network degree and the 

instantaneous LF and HF power of HRV. In more detail, the sliding window approach using a 

one time-point increment yielded slightly higher values compared to the 10 time-point 

increment. Additionally, the instantaneous power of HF yielded slightly higher values than the 

instantaneous power of LF. Finally, the ratio LF/HF yielded negative correlation values. As 

can be seen from the Figures 6.1-6.3, the instantaneous power of HF band of HRV has similar 

waveform with the instantaneous power of LF band of HRV and in addition the waveform of 

the instantaneous power of HF band of HRV had bigger values compared to the waveform of 

the instantaneous power of LF band of HRV. Moreover, these two-mentioned waveforms have 

similar waveform with the RSN degree. As a consequence, the ratio of LF/HF yielded negative 

correlation values. In the following figures (Figures 6.1-6.3) results from the above tables are 

shown for some representative volunteers.  

 

A) B)  

 C)  D)  

Figure 6.1. DMN degree and instantaneous power of HF/LF of HRV signals as a function of time for one 

representative volunteer obtained from low dimensionality ICA. A) instantaneous power of HF (0.15-

0.4Hz) vs network Degree for a 10 time-point increment, B) instantaneous power of HF (0.15-0.4Hz) vs 

network Degree for a 1 time-point increment, C) instantaneous power of LF (0.04-0.15Hz) vs network 

Degree for a 10 time-point increment and D) instantaneous power of LF (0.04-0.15Hz) vs network Degree 
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for a 1 time-point increment. All correlations were quantified using the average cross-correlation absolute 

value between 0±5time lags. 

 

 

A) B)  

C)  D  

Figure 6.2. SMN degree and instantaneous power of HF/LF of HRV signals as a function of time for one 

representative volunteer obtained from low dimensionality ICA. A) instantaneous power of HF (0.15-

0.4Hz) vs network Degree for a 10 time-point increment, B) instantaneous power of HF (0.15-0.4Hz) vs 

network Degree for a 1 time-point increment, C) instantaneous power of LF (0.04-0.15Hz) vs network 

Degree for a 10 time-point increment and D) instantaneous power of LF (0.04-0.15Hz) vs network Degree 

for a 1 time-point increment. All correlations were quantified using the average cross-correlation absolute 

value between 0±5time lags. 
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A) B)  

C) D)  

Figure 6.3. Visual network degree and instantaneous power of HF/LF of HRV signals as a function of time 

for one representative volunteer obtained from low dimensionality ICA. A) instantaneous power of HF 

(0.15-0.4Hz) vs network Degree for a 10 time-point increment, B) instantaneous power of HF (0.15-0.4Hz) 

vs network Degree for a 1 time-point increment, C) instantaneous power of LF (0.04-0.15Hz) vs network 

Degree for a 10 time-point increment and D) instantaneous power of LF (0.04-0.15Hz) vs network Degree 

for a 1 time-point increment. All correlations were quantified using the average cross-correlation absolute 

value between 0±5time lags. 

 

General Linear Models and Multiple Linear Regression 

As explained in the previous chapters, to investigate further the relationship between 

the RSN degree and the instantaneous power of LF/HF of HRV, general linear models were 

created for both sliding window analysis increments (1 and 10 time lags). In the following 

figures (Figures 6.4-6.6), the values of the RSN degree versus the values of the instantaneous 

power of LF/HF of HRV can be seen (in blue crosses). The best linear fit between the dependent 

variable (RSN degree) and independent variable (instantaneous power of LF/HF of HRV) as 

extracted by the GLM models obtained can be seen in red. (As before, the term “linear” in 

linear regression means that the regression function is linear in the coefficients α and βj. It is 

not required that the Xi appear as linear terms in the regression function.)  
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A) B)  

C) D)  

Figure 6.4. DMN degree versus instantaneous power of LF/HF of HRV for one representative volunteer 

obtained from low dimensionality ICA. A) network degree vs instantaneous power of HF for a 10 time-

point increment, B) network degree vs instantaneous power of HF for a 1 time-point increment, C) network 

degree vs instantaneous power of LF for a 10 time-point increment and D) network degree vs instantaneous 

power of LF for a 1 time-point increment. 

 

A) B)  
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C) D)  

Figure 6.5. Sensory-Motor network degree versus instantaneous power of LF/HF of HRV for one 

representative volunteer obtained from low dimensionality ICA. A) network degree vs instantaneous power 

of HF for a 10 time-point increment, B) network degree vs instantaneous power of HF for a 1 time-point 

increment, C) network degree vs instantaneous power of LF for a 10 time-point increment and D) network 

degree vs instantaneous power of LF for a 1 time-point increment. 

 

A) B)  

C) D)  

Figure 6.6. Visual network degree versus instantaneous power of LF/HF of HRV for one representative 

volunteer obtained from low dimensionality ICA. A) network degree vs instantaneous power of HF for a 

10 time-point increment, B) network degree vs instantaneous power of HF for a 1 time-point increment, C) 

FOIVIA N
. N

IKOLA
OU



 

98 

 

network degree vs instantaneous power of LF for a 10 time-point increment and D) network degree vs 

instantaneous power of LF for a 1 time-point increment. 

 

For the low dimensionality ICA analysis and sliding window analysis with 1time-point 

increment, the instantaneous power of LF and HF of HRV were used as the independent 

variables in the GLMs that were fitted for each RSN.  

• For the DMN, two general linear models were applied and as independent variables, 

we used the instantaneous power of LF and HF of HRV (Figure 6.7- A and B). These 

two signals affected similarly the Network Degree of DMN. A MLR model was not 

applied in this case because the signals are highly correlated to each other. 

• The same procedure was applied for the Sensory-Motor network as can be seen in 

Figure 6.8 - A and B.  In the case of univariate GLMs, two general linear models were 

created and as independent variables, we used the instantaneous power of LF and HF 

of HRV. These two signals affected similarly the Network Degree of Sensory-Motor 

Network. An MLR was not applied in this case because the signals are highly correlated 

to each other. 

• Finally, for the Visual network the results can be seen in Figures 6.9 -  

A and B. Two general linear models were created and as independent variables, we 

used the instantaneous power of LF and HF of HRV. These two signals affected 

similarly the Network Degree of DMN. An MLR was not applied in this case because 

the signals are highly correlated with each other. 

 

A) B)  

Figure 6.7. A) Estimated values of b0 and B) b1 for the three univariate GLMs between DMN degree and 

instantaneous power of LF/HF of HRV obtained from low dimensionality ICA for a 1 time-point increment. 
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A) B)  

Figure 6.8. A) Estimated values of b0 and B) b1 for the three univariate GLMs between SMN degree and 

instantaneous power of LF/HF of HRV obtained from low dimensionality ICA for a 1 time-point increment. 

 

A) B)  

Figure 6.9. A) Estimated values of b0 and B) b1 for the three univariate GLMs between Visual Network 

degree and instantaneous power of LF/HF of HRV obtained from low dimensionality ICA for a 1 time-

point increment. 

 

6.1.2 High Dimensionality ICA 

The same procedure used for the low dimensionality ICA for the three RSNs of interest 

(DMN, Visual network and SMN) was applied for the high dimensionality ICA. Specifically, 

the sliding windows approach was applied with an increment of one time-point, to compare it 

with the results from the 10 time-point increment. Again, the instantaneous power of LF and 

HF of HRV were used to investigate the impact of cardiac sympathetic and parasympathetic 

activity on DFC. The Spearman correlation coefficients for the high dimensionality ICA 

between time-varying DMN/SMN/Visual network degree and the instantaneous power of 

LH/HF of HRV for the 10 time-point increment and for 1 time-point increment are given in 
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Table 6-2. The correlations coefficients are averaged over all subjects (mean ± standard 

deviation). 

  

HIGH DIMENSIONALITY 

  

10 TIME-POINT 

INCREMENT 

1 TIME-POINT  

INCREMENT 

  
MEAN STD MEAN STD 

DMN 
THF 0.8268 0.003 0.86345 0.028 

TLF 0.7696 0.088 0.81995 0.058 

SMN 
THF 0.65785 0.015 0.6607 0.000778 

TLF 0.5896 0.035 0.6108 0.032 

VISUAL 
THF 0.77145 0.025 0.79836 0.062 

TLF 0.76965 0.033 0.77275 0.002 

Table 6-2. Spearman correlation coefficients between time-varying DMN/SMN/Visual network degree and 

time-varying instantaneous power of HF/LF of HRV for 10 time-points and 1 time-point increments. HF: 

high frequency band of HRV (0.15-0.4Hz), LF: low frequency band of HRV (0.04-0.15 Hz). 

 

As can be seen from the above tables, results were consistent with the other analysis 

techniques. Specifically, our results suggest the presence of temporal correlations between 

network degree and the band-limited power of the instantaneous power of HF/LF of HRV.  The 

sliding window using one time-point offset yielded slightly higher values against the 10 time-

points offset. Also, the instantaneous power of HF also yielded slightly higher values than the 

instantaneous power of LF. Finally, the ratio LF/HF yielded negative values of correlations 

which was expected because the shape of it is the inverse of the corresponding network degree. 

In the following figures (Figures 6.10-6.12) results from the above tables are shown for some 

representative volunteers.  

 

 

A) B)  
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C) D)  

Figure 6.10. DMN degree and instantaneous power of HF/LF of HRV signals as a function of time for one 

representative volunteer obtained from high dimensionality ICA. A) instantaneous power of HF (0.15-

0.4Hz) vs network Degree for a 10 time-point increment, B) instantaneous power of HF (0.15-0.4Hz) vs 

network Degree for a 1 time-point increment, C) instantaneous power of LF (0.04-0.15Hz) vs network 

Degree for a 10 time-point increment and D) instantaneous power of LF (0.04-0.15Hz) vs network Degree 

for a 1 time-point increment. All correlations were quantified using the average cross-correlation absolute 

value between 0±5time lags. 

 

A) B)

C) D)  

Figure 6.11. SMN degree and instantaneous power of HF/LF of HRV signals as a function of time for one 

representative volunteer obtained from high dimensionality ICA. A) instantaneous power of HF (0.15-
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0.4Hz) vs network Degree for a 10 time-point increment, B) instantaneous power of HF (0.15-0.4Hz) vs 

network Degree for a 1 time-point increment, C) instantaneous power of LF (0.04-0.15Hz) vs network 

Degree for a 10 time-point increment and D) instantaneous power of LF (0.04-0.15Hz) vs network Degree 

for a 1 time-point increment. All correlations were quantified using the average cross-correlation absolute 

value between 0±5time lags. 

 

A) B)  

C) D)  

Figure 6.12. Visual network degree and instantaneous power of HF/LF of HRV signals as a function of time 

for one representative volunteer obtained from high dimensionality ICA. A) instantaneous power of HF 

(0.15-0.4Hz) vs network Degree for a 10 time-point increment, B) instantaneous power of HF (0.15-0.4Hz) 

vs network Degree for a 1 time-point increment, C) instantaneous power of LF (0.04-0.15Hz) vs network 

Degree for a 10 time-point increment and D) instantaneous power of LF (0.04-0.15Hz) vs network Degree 

for a 1 time-point increment. All correlations were quantified using the average cross-correlation absolute 

value between 0±5time lag. 

 

General Linear Models and Multiple Linear Regressions 

The same steps as in the section of the low dimensionality analysis were applied. 

Specifically, various GLMs were applied in order to investigate a bit further the relationship 

between the RSNs degree and the instantaneous power of LF/HF of HRV. General linear 

models created for both sliding window analysis offsets. In the following figures (Figures 6.13-
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6.15), with blue color can be seen the values of the RSNs degree versus the values of the 

instantaneous power of LF/HF of HRV. With red color is the underlying relationship between 

the dependent variable (RSNs degree) and independent variable (instantaneous power of 

LF/HF of HRV). The term “linear” in linear regression means that the regression function is 

linear in the coefficients α and βj. It is not required that the Xi appear as linear terms in the 

regression function.  

 

A) B)

C) D)  

Figure 6.13. DMN network degree versus instantaneous power of LF/HF of HRV for one representative 

volunteer obtained from high dimensionality ICA. A) network degree vs instantaneous power of HF for a 

10 time-point increment, B) network degree vs instantaneous power of HF for a 1 time-point increment, C) 

network degree vs instantaneous power of LF for a 10 time-point increment and D) network degree vs 

instantaneous power of LF for a 1 time-point increment. 
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A) B)  

C) D)  

Figure 6.14. Sensory-Motor network degree versus instantaneous power of LF/HF of HRV for one 

representative volunteer obtained from high dimensionality ICA. A) network degree vs instantaneous 

power of HF for a 10 time-point increment, B) network degree vs instantaneous power of HF for a 1 time-

point increment, C) network degree vs instantaneous power of LF for a 10 time-point increment and D) 

network degree vs instantaneous power of LF for a 1 time-point increment. 
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C) D)  

Figure 6.15. Visual network degree versus instantaneous power of LF/HF of HRV for one representative 

volunteer obtained from high dimensionality ICA. A) network degree vs instantaneous power of HF for a 

10 time-point increment, B) network degree vs instantaneous power of HF for a 1 time-point increment, C) 

network degree vs instantaneous power of LF for a 10 time-point increment and D) network degree vs 

instantaneous power of LF for a 1 time-point increment. 

 

For the high dimensionality ICA analysis, all the limited bands of the instantaneous 

power of LF and HF of HRV were used as the independent variables in the general linear 

models that were conducted for each RSN.  

• For the DMN, two univariate general linear models were created and as independent 

variables, we used the instantaneous power of LF and HF of HRV (Figure 6.16 – A and 

B). These two signals affected similarly the Network Degree of DMN. A MLR was not 

applied in this case because the signals re highly correlated with each other. 

• The same procedure was applied and for the Sensory-Motor network as can be seen 

from the Figure 6.17 - A and B. In the case of the GLM, two general linear models were 

created and as independent variables, we used the instantaneous power of LF and HF 

of HRV. The HF of HRV yielded a slightly higher value that LF. A MLR was not 

applied in this case because the signals re highly correlated with each other. 

• For the Visual network the results can be seen in Figures 6.18 – A and B. The same 

results were obtained in the case of low dimensionality ICA. In more detail, for the case 

of the GLM, two general linear models were created and as independent variables, we 

used the instantaneous power of LF and HF of HRV. These two signals affected 

similarly the Network Degree of DMN. A MLR was not applied in this case because 

the signals re highly correlated with each other. 
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A) B)  

Figure 6.16. A) Estimated values of b0 and B) b1 for the three univariate GLMs between DMN degree and 

instantaneous power of LF/HF of HRV obtained from low dimensionality ICA for a 1 time-point increment. 

 

 

A) B)  

Figure 6.17. A) Estimated values of b0 and B) b1 for the three univariate GLMs between SMN degree and 

instantaneous power of LF/HF of HRV obtained from low dimensionality ICA for a 1 time-point increment. 

 

 

A) B)  

Figure 6.18. A) Estimated values of b0 and B) b1 for the three univariate GLMs between Visual Network 

degree and instantaneous power of LF/HF of HRV obtained from low dimensionality ICA for a 1 time-

point increment. 
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7. Discussion 

The present thesis examines the emergence of dynamic, resting-state fMRI-based 

functional connectivity patterns and its modulation by physiological signal fluctuations using 

a variety of neuroimaging analysis tools (seed-based analysis, independent component 

analysis), signal processing methods (wavelets) and graph theory. Since estimates of time-

varying connectivity are based on relatively few time points, dynamic analysis is particularly 

sensitive to noise. Variations in the magnitude of noise levels across the scan, as well as non-

neuronal events that generate strong spatially correlated signal fluctuations, can masquerade as 

dynamics of FC. Sources of noise in fMRI include scanner drift, head motion, and 

physiological noise. Physiological noise can arise from cardiac pulsation, shifts in the main 

magnetic field caused by motion of the body during respiration, and variations in the respiratory 

volume/ rate and cardiac rate that evoke changes in BOLD contrast (Birn et al., 2008; Chang 

et al., 2009; Dagli et al., 1999; Shmueli et al., 2007). Variations in respiratory volume/rate and 

cardiac rate are of particular concern for resting-state analysis, as they reside predominantly in 

the low frequencies (<0.1 Hz) and tend to cause synchronous global modulations of the fMRI 

time series owing to their influence on arterial CO2 levels and cerebral blood flow (Chang and 

Glover, 2009; Peng et al., 2013; Wise et al., 2004). Since head motion and certain physiological 

events (such as a deep breath) are transient in nature, their adverse effects are lessened when 

resting-state data are analyzed using long time windows (as in conventional static analysis) to 

calculate FC. However, the impact on a dynamic analysis can be considerable: a slight head 

movement or a short deep breath will introduce strong signal fluctuations that can manifest as 

temporary changes in connectivity patterns.  

The results of this thesis reveal a clear effect of time-varying signal power for three 

important physiological signals, the RVT, HR and PETCO2 on the time-varying network 

degree for three well-described RSNs: the default-mode, visual and somatosensory RSNs, 

revealing the important and possible confounding role of non-neuronal, physiological 

fluctuations in the context of fMRI-based RSN connectivity studies. This effect was found to 

be more pronounced for the fluctuations in the physiological spectral content in specific 

frequency sub-bands (time-varying band-limited power), as revealed by wavelet analysis. 

Furthermore, the same results were obtained by comparing the instantaneous power of LF and 

HF band of the HRV signal against the time-varying network degree for the networks of 

interest. Furthermore, it was found that the observed modulations were not as clear when the 
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analysis was performed in the MNI space, using anatomical masks to define the RSNs of 

interest.  

Despite the well-established effect of physiological signals on fMRI connectivity and 

particular RSN connectivity (Wise et al., 2004; Napadow et al., 2008; Birn et al., 2006; Birn et 

al., 2012), to our knowledge the present work is the first to demonstrate that the time-varying 

properties of physiological signals may affect dynamic resting-state functional connectivity. 

The significance of this is that it suggests that even moderate modulations in the power of these 

signals can considerably influence RSN analyses and that a significant source of dynamic 

variations in resting-state connectivity is physiological in nature. Given that resting-state 

(spontaneous) fluctuations of physiological signals such as RVT, HR, PETCO2, LF and HF of 

HRV are of small magnitude, they are not expected to significantly effect neuronal activity per 

se; therefore, the observed modulatory effects are likely physiological in origin. In turn, this 

implies that fMRI studies that are based on DFC should take into account this possibly 

confounding factor, as these studies are typically interested in the neural source of fMRI-based 

DFC. 

Fluctuations in fMRI-based functional brain networks have been observed in time scales 

from tens of seconds to several minutes (Chang and Glover, 2010; Hutchison et al., 2013; 

Zalesky et al., 2014). For instance, recent fMRI studies with high temporal resolution (Zalesky 

et al., 2014) have demonstrated the presence of time-varying patterns that are related to large-

scale topological properties of the brain. It has been speculated that these fluctuations may 

achieve more efficient information transfer and energy expenditure. An important parameter in 

the context of DFC analyses employing sliding window analysis, is the window length. We 

investigated the effect of this choice in detail and based on our results, we concluded that a 

window length of 50 time lags (150 s) is a good trade-off between time resolution and obtaining 

a good cross-correlation estimate. There are, however, studies on related to dynamic functional 

connectivity have used sliding windows of around 50 s (some with lower TR values than 3 s) 

(Chang and Glover, 2010; Jones et al., 2012), while in (Zalesky et al., 2014) 60s windows were 

used, albeit with a sub second TR (60 s = 83 time lags). Furthermore, in (Van Dijk et al., 2010) 

it was suggested that average correlation values within and between RSNs stabilize at 

approximately 240 s. Given these observations the chosen window length is reasonable and is 

similar to the window lengths examined in other studies (e.g. (Hutchison et al., 2013)). 

In order to obtain an overall measure of dynamic functional RSN connectivity, the time-

varying average degree of the brain network defined by the corresponding RSN was computed, 
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as this graph theoretic measure is a straightforward way to quantify overall connectivity in a 

brain network and to monitor its variations over time. It should be noted that the graded degree 

(Rubinov and Sporns, 2010) was computed, i.e. the networks were not converted to binary 

networks, as often done in practice. As the focus was on the precise degree of modulation of 

dynamic connectivity by physiological fluctuations and not on  which network connections, if 

any, are deemed “significant” (non-zero), which would further complicate matters and 

importantly would also depend on the method of network binarization (i.e. simple thresholding, 

surrogate data (Theiler, 1992) etc.). Furthermore, functional connectivity was quantified, not 

effective connectivity, as the use of the latter has been questioned in the case of fMRI-based 

connectivity (particularly RSN connectivity), owing to the low-pass filtering introduced by the 

HRF, which limits the time resolution and the ability to infer causal effects (Smith et al., 2011). 

However, it is worth noting that methods for estimating the hemodynamic response function 

(HRF) from resting-state data have been recently proposed (Wu et al., 2013), which could in 

turn provide more reliable effective connectivity estimates from fMRI RSN data (Smith et al., 

2011), (Deshpande et al., 2010). This is an important point that deserves further attention.  

Various methods were examined such as mask-based analysis, seed-based analysis and 

independent component analysis to define the appropriate RSNs as the network node definition 

procedure has been shown to influence all connectivity analyses (Smith et al., 2011) and 

statistical comparisons between different conditions (Mitsis et al., 2008) in fMRI studies. 

Results were not greatly affected. Whereas, registration of the BOLD time series to the MNI 

atlas was found to blur the modulatory effects of physiological fluctuations to a large extent. 

This suggests that sensitivity in tracking dynamic functional connectivity changes is lost when 

working in the MNI space and that possibly the overall connectivity patterns may not be as 

accurate as in the individual functional space. Overall, our results were found to be similar 

among all RSNs examined, with HR yielding overall more pronounced modulations of time-

varying degree compared to PETCO2 (Tables 4-2, 4-4, 4-6) and in case of ICA analysis HR 

yielding overall more pronounced modulations of time-varying degree compared to PETCO2 

and RVT (Tables 5-1, 5-2 and 5-3). Also, the LF and HF bands of HRV yielded pronounced 

modulations and especially the HF band of HRV (Tables 6-1 and 6-2). Interestingly, it was 

found that the somatosensory network yielded marginally significant results for PETCO2 for 

most volunteers in comparison to other networks (Table 4-6), which could be due to vascular 

anatomy differences between these networks. 
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While many pre-processing steps commonly applied to resting-state fMRI data are equally 

applicable when performing dynamic FC analysis (e.g. spatial filtering, nuisance regression), 

certain steps require special consideration. For example, censoring or down weighting time 

points with excessive motion or other known artifacts would affect a dynamic analysis due to 

its interruption of the temporal structure of the data; in a sliding window analysis, it would 

result in different effective numbers of time points available within different windows. 

Regarding temporal filtering, one may apply additional high-pass filtering or similar detrending 

operations prior to sliding-window analysis if it is desired that changes in FC on the scale of 

the sliding window reflect only frequencies with periods smaller than the window size. 

To further investigate the effect of commonly used noise correction algorithms on the 

results, two different schemes of physiological correction (RETROICOR (Glover et al., 2000)) 

to regress out the effects of: (a) HR and respiration and (b) HR, respiration and PETCO2 were 

implemented in the case of seed-based analysis. A summary of the Spearman correlation 

coefficients results is presented in Table 7-1 for the broadband signals (i.e. without using 

wavelets).  

 

Physiological correction type CO2 HR 

MEAN STD MEAN STD 

HR, respiration, CO2 0.35 0.15 0.53 0.25 

HR, respiration 0.63 0.2 0.59 0.28 

Table 7-1. Spearman correlation coefficients between time varying physiological signal power and network 

degree after performing physiological correction. 

 

The modulatory effects of both signals were found to be reduced but not entirely 

removed when HR, CO2 and respiration were regressed out. However, the drop in correlation 

coefficient value is more substantial for CO2 when all the signals are regressed out. 

Consequently, modulating physiological effects on fMRI DFC do not disappear even after 

physiological correction – particularly for HR, for which the correlation coefficient remains 

fairly high (0.53). Likewise, it should be emphasized that whereas in most fMRI studies HR 

and respiration are regressed out using RETROICOR or other similar techniques, PETCO2 

data are typically not recorded and consequently the effects of CO2 are not regressed out. The 

results suggest that collecting PETCO2 data in resting state studies is important and also that 

better physiological denoising algorithms for such data are needed. Successful denoising is 
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extremely important for properly interpreting dynamic FC results and recording respiration and 

cardiac events with a pneumatic belt and a plethysmograph is highly recommended.  

Furthermore, white matter (WM) or cerebrospinal fluid (CSF) regression were not 

performed, which is a relatively common practice in similar studies, as it is rather difficult to 

obtain accurate individualized masks for WM and/or CSF and consequently some fraction of 

the grey matter signal may be regressed from the data, masking out the pure effects of 

physiological noise, which were the volunteer of interest (Murphy et al., 2013). 

Seed-based analysis was repeated for different threshold values to investigate the effect 

on the threshold value. Our findings show that for values between around the reported value 

(between 0.55 and 0.75) the resulting areas from seed-based analysis were relatively cohesive 

and the results were very similar to those reported above. In addition, for larger threshold 

values, the seed-based areas become more disjointed; however, they can be constrained 

anatomically to yield the same number of DMN areas (ACC, PCC etc.) and the physiological 

modulations were found to be overall similar. Moreover, for smaller threshold values, the seed-

based areas become more extensive (and possibly overlapping) but the effect of physiological 

modulations is still present. Finally, it should be noted that extreme threshold values yield either 

a few voxels or very extensive areas and are not of much practical interest. 

With regards to ICA analysis, two different implementations were performed. First, 

both low and high dimensionality ICA were used. The low dimensionality ICA was used to 

identify the most commonly observed RSNs and then high dimensionality ICA was used to 

investigate subnetworks inside each RSN. By definition, high dimensionality ICA yielded more 

components for each RSN which were used to calculate the network degree compared to the 

low dimensionality approach. Specifically, ICA model order selection significantly influenced 

the RSN characteristics. At high ICA model orders, a network may be ‘split’ into a number of 

sub-networks depending on the number of estimated ICA components. Thus, the choice of ICA 

model order is a crucial element in the analysis, especially in functional brain connectivity 

studies. Large-scale networks (i.e. low model order components) are compact and easy to 

identify and include networks such as the visual, auditory, sensory-motor, etc. At low model 

orders (e.g. < 25), signal sources tend to aggregate into singular components involving various 

neuroanatomically and functionally separate units. These units become detectable later as 

separate components at higher model orders. Our results show that the wavelet decomposition 

yields considerably stronger correlations between network degree and physiological signal 

power as in the case of mask and seed-based analysis. Furthermore, the wavelet bands that 
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were extracted as the best, were overall the same throughout our examinations. When the 

second approach of the ICA analysis, the “Spatial-Sliding-ICA”, was applied, the results were 

similar to the other methods. This approach required computation time, which was 

considerably larger compared to the standard ICA implementation. The user has to first create 

the spatial windows and then run on every window the low dimensionality ICA (again a model 

order of 25 ICs was chosen). Subsequently, for each window, its components were first 

manually classified as RSNs or motion-related ICA components. This procedure was applied 

for all the subjects. For this reason, this procedure was implemented only for the DMN in order 

to compare the results to the previous methods of analysis. 

The frequency sub-bands that yielded the stronger correlations between time-varying 

degree and band-limited power are related to the spectral characteristics of each signal 

characteristic and suggest that fluctuations in these bands have a clearer modulatory effect. For 

PETCO2 modulations in very low frequency power (for mask-based and seed based analysis: 

0-0.08Hz in functional space and 0-0.02Hz in MNI space, for low and high dimensionality 

ICA: 0-0.0625Hz in functional space, for spatial-sliding-ICA: 0.08Hz in functional space) were 

found to have the clearer effect, which is consistent with the previously described spectral 

characteristics of PETCO2 fluctuations (Mitsis et al., 2004; Liang et al., 1996). For HR a wider 

frequency band was identified (0-0.25Hz in all the methods of analysis) reflecting the fact that 

HR has a richer spectral content than PETCO2. Additionally, the identified frequency band 

contains the low frequency (LF - around 0.04-0.15Hz) spectral peak and possibly also the high 

frequency (HF - around 0.15-0.4Hz) spectral peak of the HR signal. While, often, these two 

spectral peaks are assumed to correspond to cardiac sympathetic and cardiac parasympathetic 

neural activity, respectively, the relative contributions of each mechanism still remain the 

subject of controversy and investigation. It is generally accepted that both LF and HF 

components of the HR signal (or HRV – note that fluctuations in these two signals have the 

same spectral characteristics) are affected by the complex interactions between both 

parasympathetic and sympathetic nerve fibers as well as mechanical, and other factors on the 

pacemaker cells usually located in the sinoatrial node (Billman, 2011). The effects of these two 

components was disentangled by obtaining estimates of instantaneous HF and LF HR power 

by using e.g. the Hilbert transform (Von Rosenberg et al., 2017).  

Finally, for the low and high dimensionality ICA analysis and sliding window analysis 

with a 1 time-point increment, all the limited bands of the power of the physiological signals 

and the instantaneous power of LF and HF of HRV were used as the independent variables in 
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the general linear models that were implemented for each RSN. In the MLR models, not all the 

physiological signals yielded p-values lower than 0.05. On the other hand, in every GLM all 

the values yielded p-values lower than 0.05. In the GLMs where the independent variables were 

the instantaneous power of LF and HF of HRV, the results were very similar between these 

two independent variables with respect to their effect on time-varying RSN degree. Finally, in 

the low and high dimensionality analysis, the visual network yielded the same results in the 

MLR and GLM.   
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8. Conclusion and Future Work 

 

8.1 Conclusion 

The dynamic association between functional connectivity and physiological signals in 

the resting state has been investigated. In order to examine this association, we implemented 

and developed several methods for assessing dynamic functional connectivity RSNs: the DMN, 

as well as the visual and somatosensory networks. The DMN, as well as the visual and the 

somatosensory networks are among the most well established and important RSNs. In addition, 

the DMN exhibits robust resting-state functional connectivity with other regions related to 

physiological signals. 

Overall, our results up to now are promising and we believe that they will have a 

significant impact in the field. The finding of a significant correlation between functional 

connectivity and physiological signals could demonstrate potential factors underlying dynamic 

changes in resting-state connectivity. Following this, delineating the brain regions exhibiting 

such connectivity modulation may bring further insight into neural mechanisms underlying 

autonomic control mechanisms. The results documented here reveal a modulatory effect of the 

aforementioned physiological signals on the dynamic resting functional connectivity patterns 

for a number of resting state networks (default mode network, somatosensory, visual). These 

modulation effects are more pronounced in specific frequency bands as it has been shown with 

the use of discrete wavelet decomposition. Finally, it has a great interest that the observed 

modulation effects were considerably clearer when processing was done in the individual 

functional space, compared to when it was done in standard (MNI) space. 

 

8.2 Future Work 

In this thesis, single-subject ICA was performed by using low and high dimensionality 

ICA. One idea for future work is to apply a group-level ICA. The group-level ICA can be 

performed again at two dimensionalities, low and high dimensionalities. By using the group-

level ICA approach, we will extract independent components that will describe the DMN, SMN 

and Visual network for all subject in one. This will help us to summarizes our results and see 

the interaction between the RSNs degree and the band-limited power of physiological signals. 
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Additionally, a new method for regress out for each RSNs the physiological signals will 

be very interesting and also regress out the WM with better masks and CSF. 

Furthermore, an investigation of how the combination with simultaneous EEG data to 

figure out electrophysiological (more directly related to neuronal activation) vs physiological 

signal power (non-neuronal mostly) can be performed to better understand the sources of DFC.  

In this thesis, functional connectivity was quantified, not effective connectivity, as the use 

of the latter has been questioned in the case of fMRI-based connectivity (particularly RSN 

connectivity), owing to the low-pass filtering introduced by the HRF, which limits the time 

resolution and the ability to infer causal effects (Smith et al., 2011). However, it is worth noting 

that methods for estimating the hemodynamic response function (HRF) from resting-state data 

have been recently proposed (Wu et al., 2013), which could in turn provide more reliable 

effective connectivity estimates from fMRI RSN data (Smith et al., 2011), (Deshpande et al., 

2010). This is an important point that deserves further attention.  

The past years have seen many attempts to address what type of DFC abnormalities may 

occur in different brain disorders. Spontaneous thought, and therefore RS connectivity, is in 

fact altered in a wide range of clinical conditions, which were divided into two categories: the 

ones characterized by excessive variability of thought content over time, and the ones marked 

by its excessive stability (Christoff et al., 2016). Only DFC is able to capture the inner dynamic 

nature of FC alterations and, therefore, to describe these two conditions standing as causes of 

altered cognitive functions.  

Finally, aside from its potential as a biomarker of various brain disorders, direct 

therapeutical applications of DFC can also be foreseen. For example, in real time fMRI 

neurofeedback (Stoeckel et al., 2014), subjects must learn to regulate the activity of a target 

region (or sometimes, the connectivity within a given network; Koush et al., 2013), so that 

beneficial cognitive changes are achieved. In this context, tracking brain functional dynamics 

through DFC methods stands out as an attractive tool. Further, the regulation of dynamic 

features of activity or connectivity could also turn out to be a fruitful strategy for the treatment 

of conditions in which brain dynamics is specifically hampered. 

Finally, while a number of strategies for analyzing dynamic FC were discussed above, there 

are many possible extensions and unexplored avenues. Techniques can be adopted from other 

fields such as electrophysiology (LFP analysis) or computer science (pattern recognition) that 

offer a wide variety of tools for dynamic data analysis. Visualization is also an important area 

for development, due to the multi-dimensional nature of the output from a dynamic analysis. 
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Many authors are now submitting movies as supplementary material, displaying how FC varies 

over time. There is inherent value in having readers examine dynamics to identify patterns that 

may exist in the data and not detected by most algorithms. However, there must be a balance 

between data transparency and overwhelming the reader with information, hindering 

interpretation (Allen et al., 2012), and it will thus be fruitful to find ways of reducing the 

dimensionality while maintaining key features. Innovative methods for visualizing findings are 

under development (reviewed in Margulies et al., 2013); presenting the complexity of 

connectivity space through bundling similar edges and using surface-based glyphs (Böttger et 

al., in press), as well as dynamic network visualization tools developed in other disciplines (e.g. 

SONIA: http://www.stanford.edu/group/sonia/) offer a glimpse into possible avenues. Finally, 

it will be of critical importance to move from examining variation in FC with simple descriptive 

measures (such as correlation) to more complex, biologically informed generative models that 

can allow rigorous inference of non-stationarity functional network activity from fMRI data. 

Continued analysis of the temporal characteristics of spontaneous brain activity with direct 

electrophysiological measurements, as well as further comparative studies across states, 

species, disease models, pharmacological manipulations, and lesions, can help to inform such 

models and permit a deeper understanding spontaneous activity and the dynamics thereof. 
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A. Appendix – FSL Atlases 

Harvard-Oxford cortical and subcortical structural atlases 

Probabilistic atlases covering 48 cortical and 21 subcortical structural areas (Table A-

1.), derived from structural data and segmentations kindly provided by the Harvard Center for 

Morphometric Analysis. 

T1-weighted images of 21 healthy male and 16 healthy female subjects (ages 18-50) 

were individually segmented by the CMA using semi-automated tools developed in-house. The 

T1-weighted images were affine-registered to MNI152 space using FLIRT (FSL), and the 

transforms then applied to the individual labels. Finally, these were combined across subjects 

to form population probability maps for each label (Figure A.1.). 

 

A)  

B)  

Figure A.1. Applying areas from A) Harvard-Oxford cortical and B) subcortical structural atlases. 

 

Area / Filename Human Brain Position ZYX 

Cortical 

Frontal Pole  z="35", y="94", x="48" 

Insular Cortex  z="32", y="70", x="25" 

Superior Frontal Gyrus  z="63", y="73", x="33" 

Middle Frontal Gyrus  z="55", y="72", x="25" 
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Inferior Frontal Gyrus, pars triangularis  z="40", y="77", x="20" 

Inferior Frontal Gyrus, pars opercularis  z="47", y="71", x="20" 

Precentral Gyrus  z="68", y="51", x="44" 

Temporal Pole  z="17", y="69", x="61" 

Superior Temporal Gyrus, anterior division  z="32", y="59", x="73" 

Superior Temporal Gyrus, posterior division  z="35", y="52", x="75"  

Middle Temporal Gyrus, anterior division  z="26", y="59", x="74" 

Middle Temporal Gyrus, posterior division  z="30", y="51", x="14" 

Middle Temporal Gyrus, temporooccipital part  z="38", y="35", x="72" 

Inferior Temporal Gyrus, anterior division  z="16", y="61", x="22" 

Inferior Temporal Gyrus, posterior division  z="26", y="42", x="70" 

Inferior Temporal Gyrus, temporooccipital part  z="29", y="35", x="70" 

Postcentral Gyrus  z="69", y="42", x="52" 

Superior Parietal Lobule  z="63", y="39", x="28" 

Supramarginal Gyrus, anterior division  z="53", y="48", x="73" 

Supramarginal Gyrus, posterior division  z="51", y="39", x="72" 

Angular Gyrus  z="55", y="37", x="21" 

Lateral Occipital Cortex, superoir division  z="57", y="28", x="60" 

Lateral Occipital Cortex, inferior division  z="38", y="28", x="68" 

Intracalcarine Cortex  z="40", y="23", x="47" 

Frontal Medial Cortex  z="27", y="84", x="45" 

Juxtapositional Lobule Cortex  z="63", y="63", x="45" 

Subcallosal Cortex z="27", y="74", x="46" 

Paracingulate Gyrus  z="52", y="80", x="45" 

Cingulate Gyrus, anterior division z="57", y="61", x="45" 

Cingulate Gyrus, posterior division  z="54", y="42", x="44" 

Precuneous Cortex  z="55", y="31", x="45" 

Cuneal Cortex z="49", y="23", x="45" 

Frontal Orbital Cortex  z="29", y="77", x="25" 

Parahippocampal Gyrus, anterior division  z="18", y="62", x="57" 

Parahippocampal Gyrus, posterior division  z="28", y="45", x="58" 

Lingual Gyrus  z="33", y="22", x="41" 
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Temporal Fusiform Cortex, anterior division  z="15", y="61", x="62" 

Temporal Fusiform Cortex, posterior division z="24", y="47", x="64" 

Temporal Occipital Fusiform Cortex  z="29", y="37", x="62" 

Occipital Fusiform Gyrus  z="30", y="23", x="33" 

Frontal Operculum Cortex  z="37", y="74", x="66" 

Central Opercular Cortex  z="40", y="61", x="19" 

Parietal Operculum Cortex  z="47", y="50", x="17" 

Planum Polare z="36", y="60", x="20" 

Heschl's Gyrus (includes H1 and H2)  z="39", y="52", x="67" 

Planum Temporale  z="40", y="53", x="74" 

Supracalcarine Cortex  z="42", y="21", x="44" 

Occipital Pole z="34", y="15", x="37" 

Subcortical 

Left Cerebral White Matter z="52", y="37", x="60" 

Left Cerebral Cortex z="40", y="58", x="70" 

Left Lateral Ventrical z="41", y="42", x="56" 

Left Thalamus z="39", y="52", x="50" 

Left Caudate z="40", y="70", x="51"  

Left Putamen z="34", y="67", x="56" 

Left Pallidum z="35", y="62", x="54" 

Brain-Stem z="20", y="50", x="44" 

Left Hippocampus z="26", y="55", x="59" 

Left Amygdala z="25", y="62", x="57" 

Left Accumbens z="32", y="69", x="50" 

Right Cerebral White Matter z="49", y="38", x="29" 

Right Cerebral Cortex z="43", y="60", x="20" 

Right Lateral Ventricle z="44", y="45", x="35" 

Right Thalamus z="39", y="51", x="38" 

Right Caudate z="42", y="69", x="38" 

Right Putamen z="34", y="68", x="34" 

Right Pallidum z="34", y="62", x="36"  

Right Hippocampus z="26", y="56", x="31" 
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Right Amygdala z="25", y="63", x="32" 

Right Accumbens z="32", y="68", x="40" 

Table A-1. Probabilistic atlases covering 48 cortical and 21 subcortical structural areas 

Juelich Atlas 

The atlas contains 52 grey matter structures and 10 white matter structures (Tables A-

2.). The atlas is based on the miscroscopic and quantitative histological examination of ten 

human post-mortem brains. The histological volumes of these brains were 3D reconstructed 

and spatially normalised into the space of the MNI single subject template to create a 

probabilistic map of each area. For the FSL version of this atlas, these probabilistic maps were 

then linearly transformed into MNI152 space (Figure A.2.). 

 

Figure A.2. Applying areas from Juelich Atlas 

 

Area / Filename Human Brain Position ZYX 

Frontal Lobe 

Broca's region  

Area 44 / Broca 44 

Broca's area BA44 L (z="95", y="137", 

x="142") 

Broca's area BA44 R (z="87", y="141", x="36") 

Area 45 / Broca_45 

GM Broca's area BA45 L (z="85", y="151", 

x="142")  

GM Broca's area BA45 R (z="79", y="152", 

x="36") 

Agranular premotor cortex  
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Area 6 / Premotor_6 

GM Premotor cortex BA6 L (z="138", y="112", 

x="102")  

GM Premotor cortex BA6 R (z="143", y="110", 

x="77")  

Primary motor cortex  

Area 4a / PMC_4a 

GM Primary motor cortex BA4a L (z="140", 

y="100", x="100")  

GM Primary motor cortex BA4a R (z="142", 

y="97", x="82") 

Area 4p / PMC_4p 

GM Primary motor cortex BA4p L (z="127", 

y="96", x="119") 

GM Primary motor cortex BA4p R (z="120", 

y="103", x="56") 

Parietal Lobe 

Somatosensory Cortex  

Area 3a / PSC_3a 

GM Primary somatosensory cortex BA3a L 

(z="118", y="99", x="123")  

GM Primary somatosensory cortex BA3a R 

(z="114", y="105", x="56") 

Area 3b / PSC_3b 

GM Primary somatosensory cortex BA3b L 

(z="125", y="99", x="128")  

GM Primary somatosensory cortex BA3b R 

(z="109", y="115", x="37") 

Area 1 / PSC_1 

GM Primary somatosensory cortex BA1 L 

(z="121", y="105", x="141") 

GM Primary somatosensory cortex BA1 R 

(z="119", y="109", x="36") 

Area 2 / PSC_2 

GM Primary somatosensory cortex BA2 L 

(z="118", y="100", x="139")  

GM Primary somatosensory cortex BA2 R 

(z="126", y="86", x="63")  

Parietal operculum / SII  
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OP 1 / SII OP1 

GM Secondary somatosensory cortex / Parietal 

operculum OP1 L (z="91", y="102", x="138")  

GM Secondary somatosensory cortex / Parietal 

operculum OP1 R (z="94", y="99", x="43") 

OP 2 / SII_OP2 

GM Secondary somatosensory cortex / Parietal 

operculum OP2 L (z="91", y="103", x="126")  

GM Secondary somatosensory cortex / Parietal 

operculum OP2 R (z="90", y="105", x="54") 

OP 3 / SII_OP3 

GM Secondary somatosensory cortex / Parietal 

operculum OP3 L (z="89", y="115", x="132") 

GM Secondary somatosensory cortex / Parietal 

operculum OP3 R (z="93", y="112", x="50") 

OP 4 / SII_OP4 

GM Secondary somatosensory cortex / Parietal 

operculum OP4 L (z="85", y="117", x="147")  

GM Secondary somatosensory cortex / Parietal 

operculum OP4 R (z="85", y="118", x="28")  

 

Inferior parietal lobule  

Area PF / IPC_PF 

GM Inferior parietal lobule PF L (z="107", 

y="86", x="146")  

GM Inferior parietal lobule PF R (z="101", 

y="92", x="28") 

Area PFcm / IPC_PFcm 

GM Inferior parietal lobule PFcm L (z="100", 

y="84", x="140") 

GM Inferior parietal lobule PFcm R (z="96", 

y="93", x="40") 

Area PFm / IPC_PFm 

GM Inferior parietal lobule PFm L (z="106", 

y="68", x="141")  

GM Inferior parietal lobule PFm R (z="109", 

y="81", x="34") 

Area PFop / IPC_PFop 
GM Inferior parietal lobule PFop L (z="96", 

y="103", x="148")  
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GM Inferior parietal lobule PFop R (z="100", 

y="108", x="37") 

Area PFt / IPC_PFt 

GM Inferior parietal lobule PFt L (z="108", 

y="100", x="145")  

GM Inferior parietal lobule PFt R (z="111", 

y="101", x="36") 

Area Pga / IPC_PGa 

GM Inferior parietal lobule Pga L (z="104", 

y="69", x="142") 

GM Inferior parietal lobule Pga R (z="104", 

y="71", x="37") 

Area PGp / IPC_PGp 

GM Inferior parietal lobule PGp L (z="101", 

y="54", x="133")  

GM Inferior parietal lobule PGp R (z="102", 

y="60", x="42") 

Intraparietal sulcus  

hIP1 / AIPS_IP1 

GM Anterior intra-parietal sulcus hIP1 L 

(z="107", y="75", x="125") 

GM Anterior intra-parietal sulcus hIP1 R 

(z="108", y="78", x="53") 

hIP2 / AIPS_IP2 

GM Anterior intra-parietal sulcus hIP2 L 

(z="109", y="89", x="135")  

GM Anterior intra-parietal sulcus hIP2 R 

(z="120" y="90" x="48") 

hIP3 / AIPS_IP3 

GM Anterior intra-parietal sulcus hIP3 L 

(z="120", y="69", x="119")  

GM Anterior intra-parietal sulcus hIP3 R 

(z="122", y="80", x="54")  

Superior parietal lobule  

Area 5Ci / SPL_5Ci 

GM Superior parietal lobule 5Ci L (z="116", 

y="88", x="105")  

GM Superior parietal lobule 5Ci R (z="117", 

y="94", x="79") 
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Area 5L / SPL_5L 

GM Superior parietal lobule 5L L (z="139", 

y="82", x="108")  

GM Superior parietal lobule 5L R (z="143", 

y="76", x="78") 

Area 5M / SPL_5M 

GM Superior parietal lobule 5M L (z="130", 

y="84", x="99")  

GM Superior parietal lobule 5M R (z="132", 

y="80", x="83")  

Area 7A / SPL_7A 

GM Superior parietal lobule 7A L (z="135", 

y="69", x="111")  

GM Superior parietal lobule 7A R (z="133", 

y="68", x="61") 

Area 7M / SPL_7M 

GM Superior parietal lobule 7M L (z="107", 

y="51", x="94")  

GM Superior parietal lobule 7M R (z="115", 

y="53", x="86”) 

Area 7P / SPL_7P 

GM Superior parietal lobule 7P L (z="126", 

y="53", x="99")  

GM Superior parietal lobule 7P R (z="125", 

y="53", x="78") 

Area 7PC / SPL_7PC 

GM Superior parietal lobule 7PC L (z="128", 

y="78", x="124")  

GM Superior parietal lobule 7PC R (z="124", 

y="83", x="59") 

Occipital Lobe 

Visual cortex  

Area 17 / V1 / hOC1 

GM Visual cortex V1 BA17 L (z="74", y="30", 

x="99") 

GM Visual cortex V1 BA17 R (z="76", y="34", 

x="75")  

Area 18 / V2 / hOC2 
GM Visual cortex V2 BA18 L (z="66", y="33", 

x="98") 
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GM Visual cortex V2 BA18 R (z="65", y="42", 

x="75)  

hOC3v (V3v) / hOC3v 

GM Visual cortex V3V L (z="66", y="43", 

x="105") 

GM Visual cortex V3V R (z="64", y="47", 

x="68") 

hOC4v (V4) / hOC4 

GM Visual cortex V4 L (z="61", y="42", 

x="117") 

GM Visual cortex V4 R (z="62", y="50", 

x="59") 

hOC5 (V5) / hOC5 

GM Visual cortex V5 L (z="76", y="52", 

x="132") 

GM Visual cortex V5 R (z="78", y="60", 

x="41") 

Temporal Lobe 

Auditory cortex  

Area TE 1.0 / PAC_TE10 

GM Primary auditory cortex TE1.0 L (z="79", 

y="105", x="137") 

GM Primary auditory cortex TE1.0 R (z="77", 

y="114", x="39") 

Area TE 1.1 / PAC_TE11 

GM Primary auditory cortex TE1.1 L (z="84", 

y="96", x="131") 

GM Primary auditory cortex TE1.1 R (z="83", 

y="100", x="49") 

Area TE 1.2 / PAC_TE12 

GM Primary auditory cortex TE1.2 L (z="76", 

y="113", x="143")  

GM Primary auditory cortex TE1.2 R (z="76", 

y="120", x="34") 

Hippocampus formation  

Cornu ammonis / Hippocampus_CA 
GM Hippocampus cornu ammonis L (z="53", 

y="110", x="119")  
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GM Hippocampus cornu ammonis R (z="53", 

y="111", x="56") 

Entorhinal cortex / Hippocampus_EC 

GM Hippocampus entorhinal cortex L (z="35", 

y="121", x="115") 

GM Hippocampus entorhinal cortex R (z="34", 

y="125", x="64") 

Fascia dentata / Hippocampus_FD 

GM Hippocampus dentate gyrus L (z="53", 

y="109", x="119")  

GM Hippocampus dentate gyrus R (z="54", 

y="110", x="58") 

HATA – region / Hippocampus_HATA 

GM Hippocampus hippocampal-amygdaloid 

transition area L (z="50", y="117", x="107")  

GM Hippocampus hippocampal-amygdaloid 

transition area R (z="51", y="117", x="71") 

Subiculum / Hippocampus_SUB 

GM Hippocampus subiculum L (z="43", 

y="115", x="112")  

GM Hippocampus subiculum R (z="54", 

y="107", x="64") 

Amygdala complex  

Centro-median nucleus / Amygdala_CM 

GM Amygdala_centromedial group L (z="62", 

y="118", x="113")  

GM Amygdala_centromedial group R (z="63", 

y="119", x="64") 

Latero-basal nucleus / Amygdala_LB 

GM Amygdala_laterobasal group L (z="49", 

y="120", x="113") 

GM Amygdala_laterobasal group R (z="51", 

y="119", x="64") 

Superficial nucleus / Amygdala_SF 

GM Amygdala_superficial group L (z="54", 

y="122", x="109") 

GM Amygdala_superficial group R (z="61", 

y="122", x="67") 

White matter 
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Acoustic radiation / Fiber_ar 

WM Acoustic radiation R (z="76", y="112", 

x="41")  

WM Acoustic radiation L (z="72", y="100", 

x="131") 

Callosal body / Fiber_cb WM Callosal body (z="87", y="90", x="89") 

Cingulum / Fiber_cing 
WM Cingulum R (z="98", y="84", x="81")  

WM Cingulum L (z="105", y="109", x="97") 

Corticospinal tract / Fiber_ct 

WM Corticospinal tract R (z="122", y="104", 

x="65") 

WM Corticospinal tract L (z="109", y="109", 

x="117") 

Fornix / Fiber_form WM Fornix (z="89", y="106", x="88") 

Inferior occipito-frontal fascicle / Fiber_iof 

WM Inferior occipito-frontal fascicle R (z="66", 

y="134", x="56")  

WM Inferior occipito-frontal fascicle L (z="64", 

y="130", x="121") 

Laternal geniculate body / Fiber_lgb 

GM Lateral geniculate body R (z="63", y="104", 

x="65")  

GM Lateral geniculate body L (z="61", y="103", 

x="112") 

Mamillary body / Fiber_mb GM Mamillary body (z="57", y="118", x="87") 

Medial geniculate body / Fiber_mgb 

GM Medial geniculate body R (z="65", y="100", 

x="73") 

GM Medial geniculate body L (z="64", y="100", 

x="106") 

Optic radiation / Fiber_or 

WM Optic radiation R (z="75", y="45", x="64")  

WM Optic radiation L (z="77", y="45", 

x="111") 

Superior longitudinal fascicl / Fiber_slf 
WM Superior longitudinal fascicle R (z="101", 

y="102", x="58") 
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WM Superior longitudinal fascicle L (z="99", 

y="98", x="120") 

Superior occipito-frontal fascicle / Fiber_sof 

WM Superior occipito-frontal fascicle R (z="89", 

y="142", x="68")  

WM Superior occipito-frontal fascicle L (z="83", 

y="151", x="110") 

Uncinate fascicle / Fiber_uf 

WM Uncinate fascicle R (z="63", y="124", 

x="57")  

WM Uncinate fascicle L (z="62", y="123", 

x="121") 

Table A-2. The atlas contains 52 grey matter structures and 10 white matter structures 
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Scientific publications based on this thesis 
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“Spontaneous Physiological Variability Modulates Dynamic Functional Connectivity in 

Resting-State fMRI,” Philosophical Transactions of the Royal Society A 374.2067: 20150183, 

2016 (I.F. 2.864). 

 

Conference Proceedings Publications and Abstracts: 

Nikolaou, F., Orphanidou, C., Murphy, K., Wise, R.G. and G.D. Mitsis “Investigation of 

Interaction Between Physiological Signals and fMRI Dynamic Functional Connectivity using 

Independent Component Analysis,” 40th Ann. Intern. Conf. IEEE EMBS, Hawaii, Honolulu, 

July 2018 (accepted). 

Nikolaou, F., Orphanidou, C., Wise, R.G. and G.D. Mitsis “Investigation of Physiological 

Variability Effects on fMRI Dynamic Functional Connectivity using Independent Component 

Analysis,” ISMRM 27th Annual Meeting and Exhibition, France, Paris, June 2018 (accepted).  

Nikolaou, F., Orphanidou, C., Papakyriakou, P., Murphy, K., Wise, R.G. and G.D. Mitsis 

“Physiological Signals Modulate Dynamic Functional Connectivity in Resting-State fMRI,” 

22nd Annual Meeting of the Organization for Human Brain Mapping, Geneva, Switzerland, 

June 2016. 

Nikolaou, F., Orphanidou, C., Wise, R.G. and G.D. Mitsis “Arterial CO2 Effects Modulate 

Dynamic Functional Connectivity in Resting-State fMRI,” 37th Ann. Intern. Conf. IEEE 

EMBS, pp. 1809-1812, Milano, Italy, August 2015.  

Journal Publication in Preparation: 

Nikolaou, F., Orphanidou, C., Murphy, K., Wise, R.G. and G.D. Mitsis “Effects of 

Physiological Signals and Cardiac Sympathetic and Parasympathetic Activity on DFC using 

ICA,” (to be submitted). 
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