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## Abstract

The current thesis is dedicated to the study of the search for a heavy pseudoscalar Higgs boson, A, which could decay either to Z boson ( $m_{Z}=91 \mathrm{GeV}$ ) or to the SM Higgs boson ( $m_{h}=125$ GeV ) as predicted by the Two-Higgs-Doublet Model (2HDM) theory. Final products of such decay mode $(A \rightarrow Z h)$ are a pair of leptons ( $e^{+} e^{-}$and $\mu^{+} \mu^{-}$) and a pair of b-quarks ( $b \bar{b}$ ). Additionally, events with missing transverse energy (MET) and a pair of b-quarks as final states are considered too. The analysis of the $A \rightarrow Z h \rightarrow \nu \bar{\nu} b \bar{b}$ decay channel is pioneered and presented elaborately in this thesis.

The $A \rightarrow Z h \rightarrow \ell^{+} \ell^{-} b \bar{b}$ and $A \rightarrow Z h \rightarrow \nu \bar{\nu} b \bar{b}$ channels have been searched for the gluon-gluon fusion and b-quark associated production. Thirteen A mass points have been generated in a mass range between 225 GeV and 1 TeV in order to extract results for the four types of the 2HDM theory. Nine signal regions (SRs) have been determined by using the most optimal SM Higgs mass window ( $100 \mathrm{GeV}<m_{b \bar{b}}<140 \mathrm{GeV}$ ) and applying three discriminating variables (kinematic, angular and event shape discriminants) for reducing a possible contribution of the background sources in the signal region.

Five control regions (CRs) for $Z+J e t s, Z+b Z+b \bar{b}, W+J e t s, t \bar{t}$ background sources were also examined and their background scale factors were computed in order to have the best consistency between MC samples and data. No excess of data over the background prediction is observed and the upper limits are set at $95 \%$ confidence level on the product of the A boson production cross sections times the branching ratios $\sigma_{A} \times \operatorname{Br}(A \rightarrow Z h) \times \operatorname{Br}(h \rightarrow b \bar{b})$ for the two Higgs production modes, which exclude 1 pb to 0.02 pb in the $225-1000 \mathrm{GeV}$ mass range of A . The findings of the analysis are interpreted in the 2HDM theory; observed and expected exclusion limits for Type-I, Type-II, Flipped and Lepton-specific Types are presented in the planes $\tan \beta$ versus $\cos (\beta-\alpha)$ and $\tan \beta$ versus $m_{A}$, reducing considerably the allowed parameter space for extensions of the Standard Model.
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## Introduction

In 2012, the ATLAS and CMS Collaborations observed a particle with mass 125 GeV which could literally be the Higgs boson of the Standard Model (SM). Indeed, this particle with mass 125 GeV is now considered to carry the properties of the Higgs boson which is predicted by the Standard Model theory, that was remaining unobservable for many decades. By the discovery of the Higgs boson, the SM was established as the most remarkable theory in High Energy Physics. However, despite the fact that the SM is consistent with the experimental data, it cannot sufficiently explain some features, thus exhibiting some problems, such as the hierarchy problem, the lag of unification of couplings, the lifetime of proton and so on. Therefore, new theories were proposed to address the shortcomings of the SM, such as the Two-Higgs-Doublet Model (2HDM) [1].

The Two-Higgs-Doublet Model is the simplest extension of the SM and can predict five physical states of the Higgs boson, by introducing an additional scalar doublet. Taking advantage of the one physical state of the Higgs boson to be the SM Higgs particle ( $h$ ), the 2HDM becomes the most promising theory beyond the SM which can address many issues and problems of the SM [2]. The remaining physical states are two charged Higgs bosons ( $H^{ \pm}$), a CP-even Higgs boson $(H)$, and a heavy CP-odd Higgs boson $(A)$ which could have masses at or below the TeV scale, which is a regime accessible to the Large Hadron Collider (LHC) physics program.

As mentioned, 2 HDM is a theory which contains two scalar Higgs doublets. The advantages of this kind of model is that the additional doublet can cancel any anomalies which arise from the scalars in chiral multiplets together with chiral spin $-1 / 2$ (a case of supersymmetry) and the second doublet is also able to give mass to the charge $2 / 3$ and $-1 / 3$ quarks, simultaneously. Moreover, the other motivation comes from Axion models [3] in which a CP-violating term in the QCD Lagrangian can be rotated away if the Lagrangian contains a global U(1) symmetry which can be only imposed if there are two Higgs doublets. Another advantage of the two-Higgsdoublet model is the generation of a baryon asymmetry in the Universe of sufficient size due to the flexibility of the scalar mass spectrum of the 2HDM theory and the existence of additional
sources of CP violation. The 2HDM model could have two independent CP-violating phases which could account for the matter-antimatter imbalance.

Four different Types which are separated by the coupling of fermions to scalar doublets are included in the 2HDM theory. In Type-I all fermions couple to the Higgs fields in the second scalar doublet. In Type-II, down-type quarks and charged leptons couple to the Higgs field of the first scalar doublet and up-type quarks couple to the second one. In the Flipped Type, up-type quarks and charged leptons couple to the second scalar doublet, however, down-type quarks couple to the first scalar doublet. Finally, in the Lepton-specific Type, all quarks couple to the Higgs field of the second doublet and charged leptons couple to the first doublet.

The cross sections and branching fractions of the five physical states of the Higgs bosons are affected by the Type of 2HDM. However, the production cross section of the heavy pseudoscalar Higgs boson, $A$, has less impact than the other Higgs bosons and the primary decay mode is the $A \rightarrow Z h$ channel in any 2HDM Type when the mass of $A$ lies between the sum of the Higgs and the Z boson masses and two times the top mass [1].

The heavy pseudoscalar Higgs boson, $A$, might be produced by two Higgs production modes: gluon-gluon fusion and b-quark associated production mode. The production cross section for the pseudoscalar boson $A$ depends on the value of $\tan \beta$ which is defined as the fraction of the two vacuum expectation values of the two higgs doublets and on the mass of the $A$ boson. In the gluon-gluon fusion, the cross section for the A boson is dominant for centre-of-mass energy 13 $\mathrm{TeV}\left(\sigma_{g g A} \approx 10^{6} \mathrm{fb}\right.$ as presented in Chapter 5.2.1) for the lowest value of $\tan \beta(\tan \beta=0.1)$ and for the range of the A mass between 250 and 350 GeV . However, the production cross section in the b-quark associated production is dominant for the highest value of $\tan \beta$ in Type-II and the Flipped Type only as described in Chapter 5.2.1. Additionally, the branching ratio of the decay mode $A \rightarrow Z h$ is similar among the four Types of 2 HDM and decreases sharply at about $m_{A} \simeq 2 \cdot m_{\text {top }}$ because of the opening of the $A \rightarrow t \bar{t}$ channel in all Types of 2HDM.

In fact, the $A \rightarrow Z h$ channel is the primary decay mode, in particular when the $Z$ boson decays leptonically and the SM Higgs boson decays into a pair of b-quarks. The $h \rightarrow b \bar{b}$ channel is the most preferable decay mode from any other mode, due to its large branching ratio ( $\sim 58 \%$ ). In addition, when the $Z$ boson decays into a pair of leptons ( $e^{ \pm}$or $\mu^{ \pm}$), the background processes might be easily suppressed due to the clean final states of the $Z$ decays.

Considering that the $A \rightarrow Z h \rightarrow \ell^{+} \ell^{-} b \bar{b}$ decay mode is favoured in all Types of 2HDM, the ATLAS and CMS Collaborations have carried out searches for signatures of the heavy pseudoscalar A boson in 2HDM. The latest results relevant with this channel are shown in Fig. 1, which shows the $95 \%$ CL exclusion limits for the $A \rightarrow Z H \rightarrow \ell^{+} \ell^{-} b \bar{b}$ channel in the $m_{H}$
vs. $\tan \beta$ plane in two 2 HDM scenarios of Type-I and Type-II. As it is shown in the figure, the parameter space of the $A \rightarrow Z H \rightarrow \ell^{+} \ell^{-} b \bar{b}$ decay mode, which is excluded by the CMS analyses, is small and therefore a rich parameter space is still unexamined. The channel was investigated for the lowest values of $\tan \beta$ up to 3 and for the A mass up to 350 GeV . Additionally, exclusion limits for three additional decay modes $(H \rightarrow W W / X X, A / H / h \rightarrow \tau \tau$, and $A \rightarrow Z H \rightarrow \ell \ell \tau \tau)$ are computed and presented in the same contour plot. As we know from the 2HDM theory, the $A \rightarrow Z h \rightarrow \ell^{+} \ell^{-} b \bar{b}$ could be produced for larger values of $\tan \beta$ and $m_{A}$; also, it could be presented in the Flipped and Lepton-specific Types too. As a consequence, it would be wise if the $A \rightarrow Z H \rightarrow \ell^{+} \ell^{-} b \bar{b}$ is investigated further.


Figure 1: $95 \%$ CL exclusion limits, in two 2HDM scenarios of (left) Type-I and (right) Type-II as obtained by CMS analyses that have been performed on the LHC run- 1 dataset. Taken from Ref. [4].

This thesis is dedicated to the search for signatures of a heavy CP-odd Higgs boson via the decay mode: $A \rightarrow Z h \rightarrow \ell^{+} \ell^{-}(\nu \bar{\nu}) b \bar{b}$, by using data of integrated luminosity $35.9 \mathrm{fb}^{-1}$ which were collected in 2016 by the CMS experiment at $\sqrt{s}=13 \mathrm{TeV}$. The analysis is performed by searching two same type and opposite charged leptons $\left(e^{+} e^{-}, \mu^{+} \mu^{-}\right)$or a pair of neutrinos with a pair of b-quarks as final states. The channel is examined in the Type-I, Type-II, Flipped and Lepton-specific Types and our findings are finally interpreted in the 2HDM theory.

In Chapter 1, a brief description of the SM and the Higgs sector are presented. In addition, the latest results relevant with the SM Higg decay modes are shorty described. The most important problems which should be addressed by theories beyond the SM are reported at the beginning of Chapter 2. Moreover, the 2HDM theory is presented in detail and mass matrices and wave
functions of the five physical Higgs states are derived, covering the Higgs sector of 2HDM. Furthermore, Higgs decays and branching ratios are highlighted by emphasising the $A \rightarrow Z h$ decay mode and the corresponding branching fractions. Chapter 3 and Chapter 4 describe the Large Hadron Collider and the CMS experiment, respectively.

The entire analysis of $A \rightarrow Z h \rightarrow \ell^{+} \ell^{-}(\nu \bar{\nu}) b \bar{b}$ decay mode is presented in Chapter 5. This chapter describes the analysis strategy followed to reconstruct the $\mathrm{Z}, \mathrm{h}$ and A boson candidates from the visible decay products or the missing energy reconstructed in the events. Thirteen signal samples of A mass points between 225 GeV and 1 TeV are produced for the gluon-gluon fusion and b-quark associated production. The mass range is extended up to 1 TeV for covering also the regions where the $A \rightarrow Z h$ decay channel is less dominant as predicted by 2HDM [1].

Furthermore, in Chapter 5, we describe the way how to identify and select the best b-quarks which reconstruct the Higgs candidate. Two jets with the highest-scoring Combine Secondary Vertex (CSV) algorithm [5] in the event are selected to reconstruct the Higgs candidate. The btagging of our analysis is highly accurate and only $3 \%$ of the events have not correctly-associated jets. Additionally, various techniques are used to suppress the background processes as much as possible by increasing the signal sensitivity. Six different CSV working points and eleven Higgs mass windows are defined and examined in order to choose the most optimal scenarios. Three discriminating variables are utilised to get rid of the irreducible backgrounds. The first one exploits the fact that the masses of the h and Z bosons are known by improving the A mass resolution by $1 \sim 2 \%$. The second discriminating variable is an angular discriminator which is a combination of helicity variables and helps discriminate the signal against the $Z+b \bar{b}$ background. Finally, the event discriminator is constructed by a combination of the Z mass and the missing energy of the event aiming to reject the $t \bar{t}$ background.

Nine different signal regions are defined (1, 2, or 3 b-tags and $0 \ell, 2 e, 2 \mu$ ) in this analysis and the final signal efficiency ranges between $10 \%$ and $20 \%$. On the other hand, five control regions for the most important background sources, such as $Z+j e t s, Z+b, Z+b \bar{b}, W+j e t s, t \bar{t}$, are defined in order to check and validate the Monte Carlo prediction. These regions are used to constrain the main background normalisations.

Chapter 5 ends with the presentation of the results of the $A \rightarrow Z h$ analysis. Before determining the $95 \%$ confidence-level limit on the signal contribution in the data, background scale factors are derived by performing a background-only fit with the signal regions blinded. The consistency between data and SM backgrounds is very good given that the scale factors are approximately equal to unit for each background source. Finally, no excess of data over the background prediction is observed and the upper limits are set at $95 \%$ confidence level on the product of the

A boson production cross sections and the branching ratios $\sigma_{A} \times \operatorname{Br}(A \rightarrow Z h) \times \operatorname{Br}(h \rightarrow b \bar{b})$, which exclude 1 to 0.02 pb in the $225-1000 \mathrm{GeV}$ mass range. All possible systematic uncertainties are included to the calculation of the results and are highlighted in this channel. The thesis concludes with an interpretation of the result in term of Two-Higgs-Doublet Models. Observed and expected exclusion limits for Type-I, Type-II, Flipped and Lepton-specific models as a function of $\cos (\beta-\alpha)$ and $\tan \beta\left(m_{A}\right.$ and $\left.\tan \beta\right)$ are presented.

## Part I

## Theoretical Background

## The Standard Model And The Discovery Of The Higgs Boson

Everything in the Universe is built from a few ingredients, called fundamental particles, which are governed by four forces. Electromagnetic, strong, weak forces and gravity play an essential role in the whole Universe. The first three forces are described by a unique and powerful theory, called "The Standard Model" (SM), providing a successful explanation of the interactions among the known particles with a remarkably high precision. The SM provides a sufficient clarification on how the mediator vector fields of weak interaction gain masses through the mechanism of Spontaneous Symmetry Breaking (SSB), called the Higgs Mechanism. For many decades, this prospective theory was remaining unverified due to the lack of sufficiently high energies, suitable detectors and accelerators. The Higgs boson is the evidence that completed the puzzle of the Standard Model; in 2008, the Large Hadron Collider (LHC) was constructed to collide high energy proton beams. With the help of the CMS and the ATLAS experiments which collected data, scientists discovered an evidence for the existence of the Higgs boson, confirming the SM. This Chapter describes the Standard Model, the Higgs Mechanism and experimental searches for the discovery of the Higgs boson.

### 1.1 The Standard Model

The Standard Model (SM) is a theory which describes the electromagnetic, weak and strong interactions with a simple structure and classifies all known fundamental particles. It is a unified description in terms
of gauge theories of all interactions of known particles, with the absence of gravity.
Additionally, the SM is described by the field theory of $S U(3)_{C} \otimes S U(2)_{L} \otimes U(1)_{Y}$, which is a combination of three symmetry groups. The $S U(3)_{C}$ group corresponds to the gauge theory called Quantum Chromo-Dynamics (QCD), which describes the interactions between quarks of different colours. In this theory the quarks occupy an internal property called "colour" and its gauge bosons are named "gluons" which play the role of the mediators of the strong interaction. There are eight massless spin-one gauge bosons in the $S U(3)_{C}$ symmetry group.

The $S U(2)_{L} \otimes U(1)_{Y}$ group was studied in detail by Glashow [6], Salam[7] and Weinberg [8], who combined the electromagnetic interactions with the Weak Interactions. This symmetry group is spontaneously broken into the $U(1)_{\text {em }}$ subgroup of Quantum Electrodynamics (QED) through the Higgs Mechanism and the $S U(2)_{L}$ subgroup of the Weak Interactions. The Higgs Mechanism is the procedure through which the mediators of the weak interactions, $W^{ \pm}$and $Z$ gain masses. On the other hand, the electromagnetic interactions are described by the $U(1)_{e m}$ symmetry group in which a massless and electrically-neutral photon $(\gamma)$ plays the role of the mediator. The mediators of the three interactions as well as their quantum numbers $\left(J^{P}\right)$, their charge $(\mathrm{Q})$ and their Isospin $\left(I_{3}\right)$, are reported in Tab.1.1.

| Mediator | Interaction | Mass | $J^{P}$ | Q | $I_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Photon $(\gamma)$ | Electromagnetic | - | $1^{-}$ | 0 | 0 |
| $Z^{0}$ | Weak | $91.18 \mathrm{GeV} / \mathrm{c}^{2}$ | 1 | 0 | 0 |
| $W^{ \pm}$ | Weak | $80.40 \mathrm{GeV} / \mathrm{c}^{2}$ | 1 | $\pm e$ | $\pm 1$ |
| 8 gluons $(\mathrm{g})$ | Strong | - | $1^{-}$ | 0 | 0 |

Table 1.1: The three interactions and their mediators.

In 1964, Gell-Mann and Zweig independently postulated that the SM could be constituted by fundamental particles which could be used to describe a large number of the observed particles at the time. These fundamental particles are named quarks which are fermions with $\frac{1}{2} \hbar$-spin and fractional charge. Overall, the SM has six flavours of quarks ( $u, d, s, c, b, t$ ) and six leptons ( $e, \mu, \tau, \nu_{e}, \nu_{\mu}, \nu_{\tau}$ ) together with their corresponding anti-particles. As mentioned, the SM is based on the symmetry group $S U(3)_{C} \otimes S U(2)_{L} \otimes U(1)_{Y}$, and the left- and right-handed components of the quark and lepton fields are assigned to different representations of the group due to the chiral structure of the weak interactions. Moreover, quarks and leptons are divided into three generations, in doublets and singlets of a representation of the $S U(2)$ symmetry group. The content of the SM and their quantum numbers are shown in Tab. 1.2.

The fundamental particles of the SM can be found in Tab. 1.2 without the presence of the mediators and the Higgs boson. As reported from Tab. 1.2, the leptons have integer electric charges in contrast to the quarks that they have electric charges which are not integer multiple of the electron charge $e$. The

| Fermions | First | Second | Third | Q | $U(1)_{Y}$ | $S U(2)_{L}$ | $S U(3)_{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Leptons | $\binom{\nu_{e}}{e}_{L}$ | $\binom{\nu_{\mu}}{\mu}_{L}$ | $\binom{\nu_{\tau}}{\tau}_{L}$ | 0 -1 | -1/2 | 2 | 1 |
|  | $\nu_{e} R$ | $\nu_{\mu} R$ | $\nu_{\tau} R$ | 0 | 0 | 1 | 1 |
|  | $e_{R}$ | $\mu_{R}$ | $\tau_{R}$ | -1 | -1 | 1 | 1 |
| Quarks | $\binom{u}{d}_{L}$ | $\binom{c}{s}_{L}$ | $\binom{t}{b}_{L}$ | $+2 / 3$ $-1 / 3$ | $+1 / 6$ | 2 | 3 |
|  | $u_{R}$ | $c_{R}$ | $t_{R}$ | $+2 / 3$ | $+2 / 3$ | 1 | 3 |
|  | $d_{R}$ | $s_{R}$ | $b_{R}$ | -1/3 | -1/3 | 1 | 3 |

Table 1.2: The quantum numbers of the SM fermions under the $S U(3) \times S U(2)_{L} \times U(1)_{Y}$ symmetry for the left- and right-handed particles.
electric charge for the up-type quarks is $+\frac{2}{3} e$ and $-\frac{1}{3} e$ for down-type quarks. Quarks are met in the Universe either as a combination of two or three. Their products built by a quark and an anti-quark ( $q \bar{q}$ ), are called mesons and the other kind of their products are baryons, which consist of three quarks $q q q$ or three anti-quarks $\bar{q} \bar{q} \bar{q}$. Mesons and baryons are named hadrons in the physics language.

Whatever we mentioned up to now, fundamental particles, mediators and interactions among them can be mathematically described by a compact and unique Lagrangian, as follows [9]:

$$
\begin{align*}
\mathcal{L}_{\mathcal{S M}}= & -\frac{1}{4} W_{\mu \nu} \cdot W^{\mu \nu}-\frac{1}{4} B_{\mu \nu} B^{\mu \nu} \\
& +\bar{L} \gamma^{\mu}\left(i \partial_{\mu}-g \frac{1}{2} \tau \cdot W_{\mu}-g^{\prime} \frac{Y}{2} B_{\mu}\right) L+\bar{R} \gamma^{\mu}\left(i \partial_{\mu}-g^{\prime} \frac{Y}{2} B_{\mu}\right) R \\
& +\left|\left(i \partial_{\mu}-g \frac{1}{2} \tau \cdot W_{\mu}-g^{\prime} \frac{Y}{2} B_{\mu}\right) \phi\right|^{2}-V(\phi)  \tag{1.1}\\
& -\left(G_{1} \bar{L} \phi R+G_{2} \bar{L} \phi_{c} R+\text { hermitian conjugate }\right)
\end{align*}
$$

- $-\frac{1}{4} W_{\mu \nu} \cdot W^{\mu \nu}-\frac{1}{4} B_{\mu \nu} B^{\mu \nu}: W^{ \pm}, Z, \gamma$ kinetic energies and self-interactions.
$\bullet+\bar{L} \gamma^{\mu}\left(i \partial_{\mu}-g \frac{1}{2} \tau \cdot W_{\mu}-g^{\prime} \frac{Y}{2} B_{\mu}\right) L+\bar{R} \gamma^{\mu}\left(i \partial_{\mu}-g^{\prime} \frac{Y}{2} B_{\mu}\right) R$ : lepton and quark kinetic energies and their interactions with $W^{ \pm}, Z, \gamma$.
$\bullet+\left|\left(i \partial_{\mu}-g \frac{1}{2} \tau \cdot W_{\mu}-g^{\prime} \frac{Y}{2} B_{\mu}\right) \phi\right|^{2}-V(\phi): W^{ \pm}, Z, \gamma$, and Higgs masses and couplings.
- $-\left(G_{1} \bar{L} \phi R+G_{2} \bar{L} \phi_{c} R+\right.$ hermitian conjugate $)$ : lepton and quark masses and couplings to the Higgs.
where $\boldsymbol{L}$ denotes a left-handed fermion (lepton or quark) doublet, $\boldsymbol{R}$ denotes a right-handed fermion singlet, $\boldsymbol{W}^{\boldsymbol{\mu}}$ represents the three vector bosons and $\boldsymbol{B}^{\boldsymbol{\mu}}$ is related to a fourth vector boson field. In
addition, generators of the $\mathrm{SU}(2)$ group of gauge transformation are represented by $\boldsymbol{T}$ and they can be replaced by the isospin version of the Pauli matrices $\boldsymbol{\tau}$, as follows:

$$
\begin{equation*}
T=\frac{\tau}{2} \tag{1.2}
\end{equation*}
$$

and $\Upsilon$ signifies a generator of the $U(1)_{Y}$ group, named hypercharge. A deep study of the SM Lagrangian reveals that four Dirac $\gamma$ matrices are used and g indicates the coupling of $S U(2)_{L}$ symmetry, $g^{\prime}$ is the coupling of $U(1)$ symmetry and finally, eight gauge fields are represented by $G$, corresponding to the gluons. This Lagrangian describes the entire Standard Model theory.

### 1.2 The Electroweak Interaction And Symmetry Breaking

As reported in Chapter 1.1, massless, massive particles and their interactions are included in the SM Lagrangian by an elegant way. However, how can particles acquire a mass and they appear in the Lagrangian? The question can be addressed by Electroweak Symmetry Breaking which is responsible for the appearance of massive gauge bosons in the SM Lagrangian. Without Electroweak Symmetry Breaking, massive bosons would not exist in the Lagrangian and its form would be completely different due to the absence of mass terms. If there was no symmetry breaking, mass terms for fermions and gauge bosons would not appear in the SM Lagrangian because only singlets could gain a mass with an interaction of $m^{2} \phi^{\dagger} \phi$ without breaking the gauge invariance in the $S U(3)_{C} \times S U(2)_{L} \times U(1)_{Y}$ symmetry. Fortunately, the symmetry breaking occurs in the SM and its Lagrangian consists of mass terms and interactions, implying massive gauge bosons.

### 1.2.1 ELECTROWEAK Interaction

Glashow tried to unify Electromagnetic and Weak interactions based on the $S U(2)_{L} \times U(1)_{Y}$ symmetry group, named Electroweak theory or Electroweak interaction, at the end of the 1960s [10]. The Electroweak theory includes electromagnetic and weak interactions with neutral currents (NC) and charged currents (CC). In this theory photons and massive vector bosons ( $W^{ \pm}, Z^{0}$ ) are introduced together as gauge massless fields. However, the Electroweak interaction must be broken to be consistent with experimental findings such as massive vector bosons and massless photons.

The Electromagnetic theory and the weak interaction theory are connected by the following equation:

$$
\begin{equation*}
Y=2\left(Q-I_{3}\right) \tag{1.3}
\end{equation*}
$$

where $Y$ is the weak hypercharge for the $U(1)_{Y}$ group and $I$ is referred to as the weak isospin charge
for $S U(2)_{L}$ group and both are linked to the charge $Q$. In addition, $I_{3}$ is the third component of the weak isospin in Eq. 1.3.

In order to unify the electromagnetic interaction with the weak interaction a new conserved current has to be introduced. In the weak interaction there are three conserved currents [11], $J_{\mu}^{ \pm}$and $J_{\mu}^{3}$. The two charged currents $J_{\mu}^{ \pm}$interact only with left-handed particles or right-handed antiparticles and, the weak isospin current, $J_{\mu}^{3}$, couples only to left-handed fermions.

In general, charged currents, $J_{\mu}^{C C}$, can connect leptons in the same or different generations and may also link quarks of different generations as described in the Cabibbo-Kobayashi-Maskawa matrix (CKM). In the case of the neutral current interaction, $J_{\mu}^{N C}$, the neutral current does not change the flavour of a lepton, which participates in the reaction. However, when fermions are quarks, it appears an anomaly (Flavour Changing Neutral Currents -FCNC-), where the neutral current changes the strangeness flavour, connecting strange and down quarks. Fortunately, this anomaly is strongly suppressed at the tree level by the Glashow-Iliopoulos-Maiani (GIM) mechanism [12].

Additionally, the weak neutral currents ( $J_{\mu}^{N C}$ ) have a right-handed component and consequently, the weak isospin current cannot be identified as weak neutral current because it couples only to left-handed fermions. Also, the electromagnetic current is a neutral current with right- and left-handed components and therefore, a new conserved current, $j_{\mu}^{Y}$, should be introduced in order to achieve the electroweak unification. The new conserved current is included together with $J_{\mu}^{3}$ in the definition of the electromagnetic current, as follows:

$$
\begin{equation*}
j_{\mu}^{e m}=J_{\mu}^{3}+\frac{1}{2} j_{\mu}^{Y} \tag{1.4}
\end{equation*}
$$

The $j_{\mu}^{Y}$ is called the weak hypercharge current and it is given by:

$$
\begin{equation*}
j_{\mu}^{Y}=\bar{\psi} \gamma_{\mu} Y \psi \tag{1.5}
\end{equation*}
$$

where the weak hypercharge Y is defined by Eq. 1.3, $\psi$ is the wavefunction of a particle and $\gamma_{\mu}$ the gamma matrices.

Despite the fact that Eq. 1.4 practically achieves the unification of the electromagnetic and weak interactions, the symmetry requires that $W$ and $Z$ bosons and all fermions are massless, which it is not consistent with the experimental findings. Experimental data indicate that the $Z$ and $W^{ \pm}$bosons are massive, with masses $91.1876 \pm 0.0021 \mathrm{GeV}$ and $80.385 \pm 0.015 \mathrm{GeV}$, respectively [13]. Fortunately, a solution of this inconsistency, called Spontaneous Symmetry Breaking (SSB), can resolve the problem of massless and massive particles and it is presented in the following section.

### 1.2.2 Electroweak Symmetry Breaking

As mentioned, the invariance of the Lagrangian of the three interactions implies that their mediators are massless. However, this statement is inconsistent with the fact that $W, Z$ bosons, and fermions are not massless.

The inconsistency is solved by assuming a spontaneous breaking of the gauge theory. In a spontaneous breakdown, the lowest energy state (the physical vacuum) is not a zero but it is a member of a set of physically equivalent states. This degeneracy of the vacuum induces scalar fields, having vacuum expectation values different from zero.

Indeed, in 1961, Goldstone proved that the spontaneous breaking of a symmetry leads to massless scalar bosons, when the symmetry is not explicitly broken. Scalar bosons can be generated by the spontaneous breaking as many as the symmetry group allows. Three years later, Englert \& Brout [14], and Higgs [15] showed independently that the Goldstone boson becomes unphysical if the symmetry group of the Lagrangian is extended from global to local transformations by introduction the coupling of a vector gauge field.

In Quantum Field Theory (QFT), a system is described by its Lagrangian which is the difference between kinetic and potential energy densities. In the case of the Electroweak theory, which is described by the $S U(2) \times U(1)$ symmetry group, the spontaneous breaking occurs when a potential density $V(\Phi)$ is included in the terms of Lagrangian consisting of a scalar complex field $\Phi$, which is an isospin doublet:

$$
\begin{equation*}
\Phi=\binom{\phi^{+}}{\phi^{0}}=\binom{\phi_{1}^{+}+i \phi_{2}^{+}}{\phi_{3}^{0}+i \phi_{4}^{0}} \tag{1.6}
\end{equation*}
$$

By adding the scalar complex field, the potential of the Lagrangian is:

$$
\begin{equation*}
V(\Phi)=\frac{1}{2} \mu^{2} \Phi^{2}+\frac{1}{4} \lambda \Phi^{4} \tag{1.7}
\end{equation*}
$$

where $\Phi^{2}$ is defined, as follows:

$$
\begin{equation*}
\Phi^{2} \equiv \Phi^{+} \Phi=\left(\phi^{*-} \phi^{* 0}\right)\binom{\phi^{+}}{\phi^{0}} \tag{1.8}
\end{equation*}
$$

As it is highlighted, the potential contains two terms where the first one is proportional to $\Phi^{2}$ and the second term corresponds to $\frac{1}{4} \lambda \Phi^{4}$. If the potential was described by a term proportional to $\Phi^{2}$ only, the potential energy density would correspond to scalar particles with mass $\mu$. However, the presence of the term proportional to $\Phi^{4}$ indicates the self-interactions among scalar fields.

When $\Phi$ is real, the potential is minimized by taking the first partial derivative of $\Phi$ and setting a


Figure 1.1: The shape of potential $V(\Phi)$ where $\mu^{2}>0$ and $\lambda>0$.
consequent equation to be equal to zero:

$$
\begin{equation*}
\left.\frac{\partial V}{\partial \Phi}\right|_{\Phi_{\min }}=\Phi\left(\mu^{2}+\lambda \Phi^{2}\right)=0 \tag{1.9}
\end{equation*}
$$

As it is easily noticed from Eq. 1.9 , choosing the parameter $\mu^{2}$ to be greater than zero $\left(\mu^{2}>0\right)$, the vacuum corresponds to $\Phi_{\min }=0$. By taking into account the zero as the vacuum, the potential is minimized at zero $\left(V\left(\Phi_{\min }\right)=0\right)$, as expected. The field and the potential are zero in the minimum energy state as shown in Fig. 1.1.

On the other hand, if the parameter $\mu^{2}$ is set to be negative $\left(\mu^{2}<0\right)$ and the parameter $\lambda$ is still positive, the minimum of the potential is not zero and the choice of the ground state is arbitrary. The system state is not symmetric anymore under $S U(2)$ group, and the chosen coordinate is not invariant under transformation in the $\left(\phi^{+}, \phi^{0}\right)$ space; this is known as the Spontaneous Symmetry Breaking (SSB). The shape of the scalar potential $V(\Phi)$ is sketched in Fig. 1.2 where the choice of $\Phi=0$ is not a minimum of the potential.

By taking into account $\mu$ imaginary $\mu^{2}<0$, Eq. 1.9 will have two solutions, as follows:

$$
\begin{equation*}
\Phi_{\min }= \pm \sqrt{\frac{-\mu^{2}}{\lambda}} \equiv \pm v \tag{1.10}
\end{equation*}
$$

In addition, it is important to note that considering $\mu$ imaginary, there will be no physical objects with imaginary mass. The solutions of Eq. 1.10 are called vacuum expectation values (VEVs) and by replacing them to the potential Eq. 1.8, one will find that the potential density has the same value in both minima, as shown in Fig. 1.2.

$$
\begin{equation*}
V\left(\Phi_{\min }\right)=-\frac{1}{4} \frac{\mu^{4}}{\lambda}=-\frac{\lambda}{4} v^{4} \tag{1.11}
\end{equation*}
$$



Figure 1.2: The shape of potential $V(\Phi)$ where $\mu^{2}<0$ and $\lambda>0$.

### 1.3 The Higgs Mechanism

Despite the fact that massless particles appear in the terms of the potential according to the Goldstone theorem, the mass problem remains unsolved. Indeed, it makes the problem worse since it requires massive states instead of massless particles. Fortunately, the mass problem was solved by a formation of massive particles cased by the Higgs Mechanism.

Consider the following doublet:

$$
\begin{equation*}
\Phi=\binom{\phi^{+}}{\phi^{0}} \equiv\binom{\frac{1}{\sqrt{2}}\left(\phi_{1}+i \phi_{2}\right)}{\frac{1}{\sqrt{2}}\left(\phi_{3}+i \phi_{4}\right)} \tag{1.12}
\end{equation*}
$$

The doublet is called the Higgs boson field and is written in $S U(2)_{L}$ group symmetry with two scalar components. The Higgs' Lagrangian includes kinetic and potential terms, as follows:

$$
\begin{equation*}
\mathcal{L}_{\text {Higgs }}=\left(D^{\mu} \Phi\right)^{\dagger} D_{\mu} \Phi-V(\Phi)=\left(D^{\mu} \Phi\right)^{\dagger} D_{\mu} \Phi-\mu^{2} \Phi^{\dagger} \Phi-\lambda\left(\Phi^{\dagger} \Phi\right)^{2} \tag{1.13}
\end{equation*}
$$

By requiring $\mu$ imaginary and $\lambda$ positive, the potential is very similar to the potential arisen from the breaking of symmetry, as seen in Fig. 1.3. In addition, the doublet can be simplified by setting the positive component zero and the other one equal to the vacuum expectation value of the symmetry breakdown, as follows:

$$
\begin{equation*}
\Phi=\frac{1}{\sqrt{2}}\binom{0}{v} \tag{1.14}
\end{equation*}
$$

where

$$
\begin{equation*}
v^{2}=\frac{-\mu^{2}}{\lambda} \tag{1.15}
\end{equation*}
$$



Figure 1.3: The Higgs potential and the symmetry breakdown

In the Higgs mechanism, one can consider fluctuations around the vacuum expectation value:

$$
\begin{equation*}
\Phi=\frac{1}{\sqrt{2}}\binom{0}{v+H(x)} \tag{1.16}
\end{equation*}
$$

where $H(x)$ describes the fluctuations around the Higgs minimum value. Thanks to the Higgs mechanism, after the symmetry breakdown, three bosons acquire mass $\left(W^{ \pm}, Z\right)$, and one remains massless $(\gamma)$, solving the mass problem which is described in Electroweak Symmetry Breaking. By taking into account the Higgs related-terms and the sector related to the gauge fields, the Lagrangian is written:

$$
\begin{align*}
\mathcal{L}_{G H} & =\mathcal{L}_{\text {gauge }}+\mathcal{L}_{\text {Higgs }} \\
& =-\frac{1}{4} W_{i}^{\mu \nu} W_{\mu \nu}^{i}-\frac{1}{4} B^{\mu \nu} B_{\mu \nu}+\left(D^{\mu} \Phi\right)^{\dagger} D_{\mu} \Phi-\mu^{2} \Phi^{\dagger} \Phi-\lambda\left(\Phi^{\dagger} \Phi\right)^{2} \tag{1.17}
\end{align*}
$$

where $D_{\mu}$ :

$$
\begin{equation*}
D \mu=\partial_{\mu}-i g W_{\mu}^{\alpha} T_{\alpha}-i g^{\prime} \frac{Y}{2} B_{\mu} \tag{1.18}
\end{equation*}
$$

The covariant derivative acts on field $\Phi$, by giving the following results:

$$
\begin{align*}
\left(D^{\mu} \Phi\right)^{\dagger} D_{\mu} \Phi= & \frac{1}{2} \partial^{\mu} H \partial_{\mu} H \\
& +\frac{1}{8}(v+H)^{2} g^{2}\left(W^{1 \mu}+i W^{2 \mu}\right)\left(W_{\mu}^{1}-i W_{\mu}^{2}\right)  \tag{1.19}\\
& +\frac{1}{8}(v+H)^{2}\left(g^{\prime} B^{\mu}-g W^{3 \mu}\right)\left(g^{\prime} B_{\mu}-g W_{\mu}^{3}\right)
\end{align*}
$$

where

$$
\begin{align*}
W_{3}^{\mu} & =\sin \theta_{W} A^{\mu}+\cos \theta_{W} Z^{\mu}  \tag{1.20a}\\
B^{\mu} & =\cos \theta_{W} A^{\mu}-\sin \theta_{W} Z^{\mu} \tag{1.20b}
\end{align*}
$$

or, equivalently:

$$
\begin{array}{r}
Z^{\mu}=-\sin \theta_{W} B^{\mu}+\cos \theta_{W} W_{3}^{\mu} \\
A^{\mu}=\cos \theta_{W} B^{\mu}+\sin \theta_{W} W_{3}^{\mu} \\
W_{\mu}^{ \pm}=\frac{1}{\sqrt{2}}\left(W_{\mu}^{1} \pm i W_{\mu}^{2}\right) \tag{1.21c}
\end{array}
$$

The angle of the above equations is the mixing angle $\theta_{W}$ known as Weinberg angle and defined as follows:

$$
\begin{equation*}
\cos \theta_{W}=\frac{g}{\sqrt{g^{2}+g^{\prime 2}}} \quad \sin \theta_{W}=\frac{g^{\prime}}{\sqrt{g^{2}+g^{\prime 2}}} \tag{1.22}
\end{equation*}
$$

Gathering all formulas and mathematical definitions together, the Lagrangian can be written as:

$$
\begin{align*}
\mathcal{L}_{G H}= & \frac{1}{2} \partial^{\mu} H \partial_{\mu} H-\mu^{2} H^{2} \\
& -\frac{1}{4}\left(\partial_{\mu} W_{1 \nu}-\partial_{\nu} W_{1 \mu}\right)\left(\partial_{\mu} W_{1}^{\nu}-\partial_{\nu} W_{1}^{\mu}\right)+\frac{1}{8} g^{2} v^{2} W_{1 \mu} W_{1}^{\mu} \\
& -\frac{1}{4}\left(\partial_{\mu} W_{2} \nu-\partial_{\nu} W_{2 \mu}\right)\left(\partial_{\mu} W_{2}^{\nu}-\partial_{\nu} W_{2}^{\mu}\right)+\frac{1}{8} g^{2} v^{2} W_{2 \mu} W_{2}^{\mu}  \tag{1.23}\\
& -\frac{1}{4}\left(\partial_{\mu} Z_{\nu}-\partial_{\nu} Z_{\mu}\right)\left(\partial_{\mu} Z^{\nu}-\partial_{\nu} Z^{\mu}\right)+\frac{1}{8}\left(g^{2}+g^{\prime 2}\right) v^{2} Z_{\mu} Z^{\mu} \\
& -\frac{1}{4}\left(\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}\right)\left(\partial_{\mu} A^{\nu}-\partial_{\nu} A^{\mu}\right)
\end{align*}
$$

The Higgs mass term and massive gauge bosons appear from nowhere in the formula and simultaneously, a massless particle is presented, satisfying the symmetry $U(1)_{e m}$. The second term in Eq. 1.23 represents the mass of the Higgs boson:

$$
\begin{equation*}
m_{H}=\sqrt{2 \mu}=\sqrt{2 \lambda} v \tag{1.24}
\end{equation*}
$$

At this point, it is worth noting that the parameter $v$ is related to the Fermi constant, $G_{F}$, by the relation:

$$
\begin{equation*}
v^{2}=\frac{1}{\sqrt{2} G_{F}} \simeq(246 \mathrm{GeV})^{2} \tag{1.25}
\end{equation*}
$$

The $G_{F}$ was written by Enrico Fermi in 1933 when he wrote down the effective Lagrangian for the
low-energy weak interactions, proportional to positive and negative currents:

$$
\begin{equation*}
\mathcal{L}=-2 \sqrt{2} G_{F} \times J_{\mu}^{-} J^{+\mu} \tag{1.26}
\end{equation*}
$$

where $G_{F}$ is equal to:

$$
\begin{equation*}
G_{F}=\frac{1}{4 \sqrt{2}} \frac{g_{2}^{2}}{M_{W}^{2}} \tag{1.27}
\end{equation*}
$$

and can be precisely defined by the measured muon lifetime $\left(\tau_{\mu}\right)$ [16]. The forth and sixth terms of the Higgs's Lagrangian stand for the mass of the $W^{ \pm}$bosons, determined as follows:

$$
\begin{equation*}
m_{W^{ \pm}}=\frac{1}{2} g v \tag{1.28}
\end{equation*}
$$

Additionally, it is clear that the eighth term of Eq. 1.23 represents the mass of the Z boson and is equal to:

$$
\begin{equation*}
m_{Z}=\frac{1}{2} v \sqrt{g^{2}+g^{\prime 2}}=\frac{m_{W^{ \pm}}}{\cos \theta_{W}} \tag{1.29}
\end{equation*}
$$

Finally, as it can be shown, the last term is related to the photon which remains massless as it is consistent with the unbroken symmetry $U(1)_{e m}$.

To sum up, gauge bosons acquire mass thanks to the Higgs Mechanism and the mediator of the electromagnetic force remains massless, generating a new boson called Higgs particle. Consequently, the mass problem which appears in the Spontaneous Symmetry Breaking can be avoided by the Higgs mechanism. In addition, it explains accurately how the gauge bosons become massive and the photon remains massless.

### 1.4 The Higgs Boson

As reported in the previous section, the Higgs Mechanism predicts not only the masses of the mediators, but also all the couplings of the Higss boson, which are defined as follows:

$$
\begin{align*}
g_{H f \bar{f}} & =\frac{m_{f}}{v}  \tag{1.30a}\\
g_{H V V} & =\frac{2 m_{V}^{2}}{v}  \tag{1.30b}\\
g_{H H V V} & =\frac{2 m_{V}^{2}}{v}  \tag{1.30c}\\
g_{H H H} & =\frac{3 m_{H}^{2}}{v}  \tag{1.30~d}\\
g_{H H H H} & =\frac{3 m_{H}^{2}}{v^{2}} \tag{1.30e}
\end{align*}
$$

where $m_{f}$ is the mass of fermions, $m_{V}$ is the vector boson masses. The corresponding vertices of each coupling are illustrated in Fig.1.4:


Figure 1.4: The vertices of the Higgs boson.

As shown from Eq. 1.24, the Higgs boson mass depends on the vacuum expectation value $(v)$ and on the field self-coupling constant $\lambda$. Nevertheless, a possible prediction of the Higgs mass was not achievable for many decades due to the lack of determination of the $\lambda$ which must be defined experimentally. Luckily, due to the rapid development of the accelerating science and more accurate detector systems, the Higgs boson can be produced and observed at the Large Hadron Collider (LHC) via the most dominant production modes:

1. gluon-gluon fusion $(g g H)$,
2. vector boson fusion $(V B F)$,
3. associated production with a vector boson $(V H)$,
4. association with a pair of top quarks $(t \bar{t} H)$.

Generally speaking, the Higgs boson is more possible to be generated via gluon-gluon fusion than the other production mechanisms because this has the largest cross section. However, it could be also observed in the other production modes but with lower probability. Second, the vector boson fusion $(V B F)$ produces the Higgs boson with associated quarks which are hadronised to jets as final states. These jets can be observed to a forward direction or they can be easily identified from their large invariant mass, making the $V B F$ production attractive to Higgs hunters. The third Higgs production mode is the associated production with a vector boson $(V H)$, which is well-known as Higgs Strahlung. The Higgs boson might be emitted by a virtual $W$ or $Z$ boson, given that it carries sufficient energy which
allows the emission. This process is the third largest contribution in the Higgs production from protonproton collisions. The last process is the assosiation with a pair of top quarks $(t \bar{t} H)$ which has the lowest cross section by far from the other productions. In this production, two pairs of heavy quark-antiquark will be produced by two colliding gluons and the Higgs boson will be generated by the combination of a quark in the one pair and an antiquark of the other pair, as shown in Fig. 1.5.


Figure 1.5: The Feynmann diagrams of the four Higgs production mechanisms at the LHC. Top left: gluon-gluon fusion. Top right: vector boson fusion. Bottom left: Higgs Strahlung. Bottom right: top fusion.

The corresponding cross sections of each Higgs production mode at a centre-of-mass energy of 13 TeV (top left plot) and 14 TeV (top right plot) as a function of Higgs mass are indicated in Fig. 1.6. The dependence of the cross section on a centre-of-mass energy is also included (bottom plot).

As shown in Fig 1.6, Next-to-Leading Order (NLO), Quantum ChromoDynamics (QCD), Electroweak (EW), and Next-to-Next-to-Leading (NNLO) orders are taken into account to the calculations of the cross sections. It is clearly seen that the main Higgs production mode is the gluon-gluon fusion with its cross section roughly $50 p b$ to $60 p b$ for $\sqrt{s}=13,14 \mathrm{TeV}$. Moreover, Fig. 1.6 shows the cross section of the production of the SM Higgs boson associated with bottom quarks which includes 4-flavour-scheme (4FS) and 5-flavour-scheme (5FS). In the 4FS scheme the Higgs boson is built by an interaction of two gluons and the Higgs boson is associated with two bottom quarks generated by collided ingredients of proton particles. On the other hand, in 5FS scheme the Higgs boson is built by two massless bottom quarks and they gain mass after their interaction, associating the Higgs boson.


Figure 1.6: Cross sections of Standard Model (SM) Higgs boson production at centre-of-mass 13 TeV (top left plot) and 14 TeV (top right plot) as a function of Higgs mass, and the cross section of SM Higgs boson production as a function of centre-of-mass for Higgs mass of 125 GeV (bottom plot). Taken from Ref. [17].

Up to now we presented the cross section of each Higgs production mode but we do not say anything about how to observe the Higgs particle. As we know, the Higgs boson cannot be observed directly but we might detect a combination of fundamental SM particles which come from the Higgs boson decay, with a particular probability. The Higgs boson can decay into fundamental SM particles with certain probability named Branching Ratio $(\mathcal{B} r)$. The Branching Ratios give the probability of the Higgs boson to decay into specific SM particles and can be obtained mathematically by dividing the partial width of
the decay channel with that of all possible decays of the Higgs boson, as follows:

$$
\begin{equation*}
\mathcal{B} r(H \rightarrow X X)=\frac{\Gamma(H \rightarrow X X)}{\sum_{\text {all chanells }} \Gamma(H \rightarrow X X)} \tag{1.31}
\end{equation*}
$$

In order to compute the $B r$ for each possible decay channel, we have to firstly derive the partial width of each process. The Higgs particle can decay into leptons, quarks, photons and vector bosons. Firstly, let us take the case where the Higgs boson can decay into charged leptons; the partial decay width of this channel is:

$$
\begin{equation*}
\Gamma\left(H \rightarrow l^{+} l^{-}\right)=\frac{G_{F} m_{l}^{2}}{4 \pi \sqrt{2}} m_{H} \beta_{l}^{3} \tag{1.32}
\end{equation*}
$$

where $\beta_{l}=\sqrt{1-4 m_{l}^{2} / m_{H}^{2}}$ is the lepton velocity. Eq.1.32 is very similar with the partial decay width of quark-antiquark pair (a second Higgs decay mode), however, there are three important differences. The first difference is related to the colour and it contains a factor of three, the second one is due to the running of the quark mass and the last difference exists due to QCD corrections as taken into account in Eq. 1.33:

$$
\begin{equation*}
\Gamma(H \rightarrow q \bar{q})=\frac{3 G_{F} m_{q}^{2}\left(m_{H}\right)}{4 \pi \sqrt{2}} m_{H} \beta_{q}^{3} \tag{1.33}
\end{equation*}
$$

When the Higgs boson is kinematically allowed, it can also decay into a pair of vector bosons $W^{+} W^{-}$ or $Z Z$ with partial widths:

$$
\begin{equation*}
\Gamma\left(H \rightarrow W^{+} W^{-}\right)=\frac{G_{F} m_{H}^{3}}{8 \pi \sqrt{2}}\left(1-\frac{4 m_{W}^{2}}{m_{H}^{2}}\right)^{1 / 2}\left[1-4\left(\frac{m_{W}^{2}}{m_{H}^{2}}\right)+12\left(\frac{m_{W}^{2}}{m_{H}^{2}}\right)^{4}\right] \tag{1.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma(H \rightarrow Z Z)=\frac{G_{F} m_{H}^{3}}{8 \pi \sqrt{2}}\left(1-\frac{4 m_{Z}^{2}}{m_{H}^{2}}\right)^{1 / 2}\left[1-4\left(\frac{m_{Z}^{2}}{m_{H}^{2}}\right)+12\left(\frac{m_{Z}^{2}}{m_{H}^{2}}\right)^{4}\right] \tag{1.35}
\end{equation*}
$$

It is important to note that these decays into vector bosons can occur when the condition $m_{H}>2 m_{W}$ or $m_{H}>2 m_{Z}$ is satisfied, respectively. However, below this threshold, a vector boson channel might be observed if one boson is real and the other is virtual, but the partial width decreases rapidly, making an observation unlikely.

Once all partial decay widths have been calculated within the Standard Model theory, the total partial width of the Higgs boson is obtained by summing them. The $\mathcal{B r}$ for each possible decay channel of the SM Higgs can be derived by Eq.1.31 and the branching ratio of each channel as a function of the Higgs boson mass is illustrated in Fig.1.7.


Figure 1.7: The Higgs branching ratios as functions of $m_{H}$. Taken from Ref. [17].

### 1.5 The Discovery Of The Higgs Boson

The first breakthrough for the Higgs boson came in the summer of 2012 after four years of the LHC operation. CMS and ATLAS experiments announced simultaneously the observation of a new boson with a mass close to 125 GeV , with a statistical significance $5 \sigma$. The two experiments collected data $5 \mathrm{fb}^{-1}$ at $\sqrt{s}=7 \mathrm{TeV}$ in 2011 and $5 \mathrm{fb}^{-1}$ at $\sqrt{s}=8 \mathrm{TeV}$ in 2012. Analysing these data, they observed an excess of events in different channels at the mass close to 125 GeV . The observed CMS significance $4.9 \sigma[18,19]$ and the ATLAS' announcement for the discovering of a new boson with observed significance $6 \sigma$ [20] pushed CERN to publicly announce the discovery of a new particle on July 4, 2012.

Another significant discovery came six years later, after the first Long Shutdown (LS1) and during the Run-II. CMS and ATLAS experiments announced the observation of $t t H$ production on April 8, 2018. The third and last breakthrough did not take a long time to be announced, two months later, fulfilling another expectation of CERN before finishing the Run-II for the second Long Shutdown (LS2). Again, both experiments announced the observation of Higgs bosons which decay into bottom quarks on August 28, 2018. The remarkable outcome of such discovery is that the Higgs boson is not only produced by gluon-gluon fusion, but also it is generated by associated production with a vector boson.

### 1.5.1 The $H \rightarrow \gamma \gamma$ Decay Channel

The $h \rightarrow \gamma \gamma$ decay channel was the first channel where the Higgs boson was discovered, although its branching ratio is about $0.1 \%$. The decay is quite rare and a possible signal of Higgs boson overlaps with the large background from non-resonant QCD di-photon production or single photon production in association with jets. The two energetic isolated high transverse momentum photons provide a clear reconstruction of a signature of an invariant di-photon mass. In such decay channel, an evidence of a new boson can be confirmed by a narrow peak over a smoothly-falling continuum of the invariant mass spectrum which is the most discriminant variable against QCD and fake photon backgrounds. The enhancement of the sensitivity of the analysis has been achieved by using multivariate techniques, dividing events into exclusive categories, making the peak of the di-photon invariant mass more visible.


Figure 1.8: Left: Di-photon mass spectrum weighted by the ratio $S /(S+B)$ in each event. Right: Local p-values as a function of $m_{H}$ for the $7 \mathrm{TeV}, 8 \mathrm{TeV}$ and the combined dataset. Taken from Ref. [21].

The di-photon mass spectrum (left plot) and its local significance of the observed excess (right plot) are shown in Fig.1.8, by weighing the events with the ratio of the signal $S$ and the sum of the signal plus calculated background, $S+B$. The excess of events is for $m_{\gamma \gamma}=124.7 \pm 0.34 \mathrm{GeV}$ and has a local significance $5.2 \sigma$. In addition, the ratio between the measured cross section and the expectation of the SM, $\mu=\sigma / \sigma_{S M}$, named signal strength, is $\mu=1.14_{-0.23}^{+0.26}$.

### 1.5.2 The $H \rightarrow Z Z^{*}$ Decay Channel

The $H \rightarrow Z Z^{*} \rightarrow 4 l$ channel, named as golden channel, is well-studied due to its reducible background. In this channel at least one of the two $Z$ is off the mass shell $\left(Z^{*}\right)$ and Z bosons decay into pairs of electrons and muons. This channel is attractive to be investigated due to an easy identification of four isolated leptons with high transverse momentum. Furthermore, another important advantage of the $H \rightarrow Z Z^{*} \rightarrow 4 l$ channel is that the four leptons can be reconstructed with high accuracy, and all kinematic information of the decay in the reconstructed final state is completely recovered. The analysis strategy is to search for a narrow peak in the invariant mass of the four-lepton above a small continuous background. Two isolated, same flavour and opposite charge leptons (electors, $e^{ \pm}$, or muons, $\mu^{ \pm}$) are selected with high transverse momentum in order to reconstruct an on-shell or off-shell $Z$ mass. A peak for this decay channel appeared also at about 126 GeV , corresponding to the Higgs boson mass.



Figure 1.9: Left: Distribution of the four-lepton reconstructed mass for the sum of the $4 e, 4 \mu, 2 e 2 \mu$ channels. Right: Significance of the local excess with respect to the SM background expectation as a function of the Higgs boson mass for one $\left(\mathcal{L}_{1 D}^{\mu}\right)$, two $\left(\mathcal{L}_{2 D}^{\mu}\right)$, and three $\left(\mathcal{L}_{3 D}^{\mu}\right)$ dimensional likelihood functions. Taken from Ref. [22].

Fig. 1.9 illustrates the Higgs boson with mass 126 GeV on left plot and its statistical significance $6.8 \sigma$ on the right plot. It is important to note that the right plot of Fig. 1.9 shows the local significance of the peak for three different models fitted by likelihood functions [Appendix A.1.2]. The best-fit value is given for $3 D$ model with local significance $6.8 \sigma$. In addition, the channel is divided into three decay channels for further investigations of the Higss boson. The negative log likelihood function is scanned as a function of the SM Higgs boson mass for each of the three channels separately and the combination of the three when the $3 D$ model is used.


Figure 1.10: $S$ can of the negative $\log$ likelihood $-2 \Delta \ln \mathcal{L}$ vs the $S M$ Higgs boson mass, $m_{H}$, for each of the three channels separately and the combination of the three, when using the $3 D$ model, only. Taken from Ref. [22].

In addition, Fig. 1.10 shows the scan of the negative $\log$ likelihood $-2 \Delta \ln \mathcal{L}$ of the three channels as a function of the SM Higgs mass. The measured Higgs mass for the $H \rightarrow Z Z^{*} \rightarrow 4 e$ is $126.2_{-1.8}^{+1.5}$, for the $H \rightarrow Z Z^{*} \rightarrow 2 e 2 \mu$ is $126.3_{-0.7}^{+0.9}$, and for the $H \rightarrow Z Z^{*} \rightarrow 4 \mu$ channel is $125.1_{-0.9}^{+0.6}$. The combination of the three channels gives a measured Higgs mass of $125.6 \pm 0.4$ (stat.) $\pm 0.2$ (syst.), with a measured signal strength $0.93_{-0.23}^{+0.26}$ (stat. $)_{-0.09}^{+0.13}$ (syst.).

### 1.5.3 The $H \rightarrow W W \rightarrow 2 l 2 \nu$ Decay Channel

The $H \rightarrow W W \rightarrow 2 l 2 \nu$ decay channel has a very large branching ratio, $\mathcal{B} r=21.5 \pm 0.9 \%$. However, it is not the most sensitive channel for a search of the Higgs boson due to the presence of two undetected neutrinos in the final state (events cannot be completely reconstructed). Despite of the non-precise mass determination, the channel is useful for investigation of the Higgs coupling to the vector boson. The background of the channel might be easily suppressed due to the small electroweak processes, coming from mainly $t \bar{t}$ di-leptonic decays and the presence of the irreducible $W W$ di-bosons production can be exploited for investigating Higgs couplings.

### 1.5.4 The $H \rightarrow \tau^{ \pm} \tau^{\mp}$ Decay Channel

An observation of the Higgs boson decay into tau pairs is extremely important because the Yukawa couplings of the Higgs boson to leptons can be directly investigated. Its $\mathcal{B} r$ of $5 \%$ to $8 \%$ makes the decay of the Higgs boson to be the fourth most preferable decay. Searches of the Higgs boson focus on four di-tau final states: $e \tau_{h}, \mu \tau_{h}, e \mu$ and $\mu \mu$, where $\tau_{h}$ represents hadronic decays of $\tau$ particle.

To perform such searches, events are divided into three different categories according to the final state topology. The first is a $V B F$ category which includes events with two leading jets at large rapidity separation. The second one is a boosted category in which at least one hadronic jet is required and the last category is the zero-jet which is characterized by larger event yields with lower purity due to the contribution of the $Z \rightarrow \tau^{ \pm} \tau^{\mp}$ background.

Despite the fact that the resolution of the Higgs boson invariant mass is worse than other channels, an excess of data is observed at mass $125.09 \mathrm{GeV}\left(m_{H}=125.09 \mathrm{GeV}\right)$ with local significance $4.9 \sigma$. Additionally, the corresponding value for the signal strength, $\mu$, is $1.09_{-0.26}^{+0.27}$ at $m_{H}=125.09 \mathrm{GeV}$. The invariant mass of the Higgs boson for the three different categories is shown in Fig. 1.11.


Figure 1.11: Left: The invariant mass of $\tau$ pairs for the VBF category of the $\mu \tau_{h}, e \tau_{h}$ and $e \mu$ channels. Right: The invariant mass of $\tau$ pairs for all other channels. Taken from Ref. [23].

### 1.5.5 Observation Of $t \bar{t} H$ Production

As mentioned in Chapter 1.4, the Higgs boson can be produced via the fusion of a top quark-antiquark pair or through radiation from a top quark, as illustrated from Feynman diagrams in Fig. 1.12.


Figure 1.12: Left diagram: The Higgs boson production in the fusion of a top quark-antiquark pair. Right diagram: The Higgs boson production through radiation from a top quark.

A possible observation of this production mechanism is vital because a top-Higgs coupling is directly confirmed. Discovering the Higgs boson via the association with top quarks production mode, it is a direct probe of the Higgs coupling to the top quark.

The CMS experiment has collected all data at the centre-of-mass energies 7,8 and 13 TeV , with the Higgs boson decaying into pairs of $\mathrm{Z}, \mathrm{W}$ bosons, photons, $\tau$-particles, and has combined them for maximising the sensitivity, extracting significant results. The search of the observation of $t \bar{t} H$ production has revealed an excess of events with a significance $5.2 \sigma$, confirming the tree-level coupling of the Higgs boson to the top quark. This measurement was published by CERN on April 8, 2018, putting another missing piece in the puzzle of the SM completeness.


Figure 1.13: The test statistic $q$ [Appendix A.1.7] as a function of $\mu_{t \bar{t} H}$ for all decay modes at 7,8 and 13 TeV . Taken from Ref. [24].

### 1.5.6 Observation Of $V H$ Production And The $H \rightarrow b \bar{b}$ Decay Channel

Before Run-II ending, another two breakthroughs were recorded, confirming the SM again. The associated Higgs production with a W or Z boson (VH) was observed and the Higgs boson decay into a pair of bottom quarks was reported simultaneously [25].

According to Fig. 1.7, the $\mathcal{B} r$ of the $H \rightarrow b \bar{b}$ decay channel has the largest percentage ( $\sim 58 \%$ ) from the rest decay channels, however, its discovery had delayed due to an enormous background. The analysis strategy such decay channel is based on five distinct final states $Z(\nu \nu) H, W(\mu \nu) H, W(e \nu) H$, $Z(\mu \mu) H, Z(e e) H$, corresponding to three channels with 0 , 1 , or 2 charged leptons from the vector boson decay by suppressing significantly background processes. The productions of $W$ and $Z$ bosons in association with jets $(V+j e t s)$, production of top quark pairs $(t \bar{t})$ and single top quarks $(t)$, diboson $(W W, W Z, Z Z))$ and multijet (QCD) events are dominant in this analysis. An efficient identification of b-jets is used to suppress the main backgrounds. In addition, the usage of multivariate discriminant techniques provide a better and clear separation of signal from background.

Following the above techniques, this analysis strategy yields an excess of events at $m_{H}=125.09 \mathrm{GeV}$ with a significance $4.8 \sigma$, publishing the Higgs production with associated $W$ or $Z$ boson $(V H)$. The corresponding measured signal strength is $\mu=1.01 \pm 0.22$. Furthermore, a combination of three Higgs production modes (gluon-gluon fusion, VBF and association with top quarks) yields an increase of the significance $5.6 \sigma$ for the $H \rightarrow b \bar{b}$ decay channel.



Figure 1.14: Left: Dijet invariant mass distribution for events weighted by $S /(S+B)$ in all channels combined in the 2016 and 2017 data sets. Right: Best-fit value of the $H \rightarrow b \bar{b}$ signal strength with its $1 \sigma$ systematic (red) and total (blue) uncertainties for the five individual production modes. Taken from Ref. [25].

Overall, Fig. 1.14 shows the observation of the Higgs boson mass (left plot) at $m_{H}=125.09 \mathrm{GeV}$ which decays into a pair of bottom quarks with local significance $5.6 \sigma$. The right plot of Fig. 1.14 is the signal strength for each process as well as the combined signal strength, $\mu$ reaches at $1.04 \pm 0.20$. This result confirms the observation of the Higgs boson which is produced through $V H$ production mode and the discovery of the $H \rightarrow b \bar{b}$ channel.

## Beyond The Standard Model

The recent breakthroughs of the discovery of the Higgs boson as well as confirmations of the Higgs production mechanisms render the SM as a remarkably successful theory. However, there are strong theoretical and experimental motivations which suggest that there are alternative theories beyond the Standard Model. Several theories have been proposed by extending the SM in order to overcome issues which cannot be explained and predicted by the SM such as the unification of the four forces, the prediction of the neutrino masses, the hierarchy problem and so on. In this chapter, the motivations to extend the SM are briefly described. The Chapter focuses on the theory beyond the SM which is called "Two-Higgs-Doublet-Model" (2HDM), concentrating on the phenomenology of its Higgs sector.

### 2.1 The Problems Of The Standard Model

Despite the fact that the SM is a remarkably successful theory, including the introduction of the Higgs field and the discovery of its corresponding particle, it is unfortunately an incomplete theory because it is not able to address vital issues. The hierarchy problem, its failure to predict the neutrino masses, the matter - antimatter imbalance are such problems which make the SM inappropriate theory to overcome the issues, creating a need for new physics beyond the SM.

As we know, the SM has many free parameters which cannot be sufficiently explained by the current SM theory. One can see that the minimal version of the SM has at least nineteen free parameters. It has nine free fermion masses $\left(m_{e}, m_{\mu}, m_{\tau}, m_{u}, m_{d}, m_{c}, m_{s}, m_{t}, m_{b}\right)$, three Cabibbo-Kobayashi-Maskawa (CKM) mixing angles $\left(\theta_{12}, \theta_{23}\right.$, and $\theta_{13}$ ) and one CP-violating phase ( $\delta_{13}$ ), and three coupling con-
stants: one electromagnetic $\left(g^{\prime}\right)$, one weak $(g)$, and one strong $\left(g_{s}\right)$; it has also one QCD vacuum angle $\left(\Theta_{3}\right)$ and the parameter of the vacuum expectation value $(v)$. Finally, the Higgs potential coupling constant $\lambda$ is also taken as a free parameter in the SM.

### 2.1.1 The Hierarchy Problem

A major problem of the flawed SM is the hierarchy problem which is related to the huge energy difference between the weak and the Planck scale [26]. The weak scale is approximately equal to 246 GeV , given by the vev of the Higgs field, $v=\frac{1}{\sqrt{\sqrt{2} G_{F}}}=2 M_{W} / g \simeq 246 \mathrm{GeV}$. However, the SM might be valid up to the Planck mass, $M_{P}$, due to the radiative corrections to the scalar boson squared mass, originating from its couplings to fermions and gauge boson as well as its self-couplings as shown in Fig. 2.1. These corrections are quadratically proportional to the ultraviolet momentum cutoff $\Lambda_{U V}$. By considering the SM to be a reliable theory up to the Planck scale, the most affected boson is the Higgs boson mass which receives the quantum correction of thirty orders of magnitude larger than $m_{H}^{2}$. This is well-known as the naturalness problem of the $H$ boson mass.


Figure 2.1: 1-loop radiative corrections to the Higgs boson mass.

The radiative contributions to the Higgs mass via 1-loop diagrams (Fig. 2.1) are shown in Eq. 2.1.

$$
\begin{equation*}
\delta m_{h}^{2} \simeq \frac{3 \Lambda_{U V}^{2}}{8 \pi^{2} v^{2}}\left(2 m_{W}^{2}+m_{Z}^{2}+m_{h}^{2}-4 m_{t}^{2}\right) \tag{2.1}
\end{equation*}
$$

It is clear that cancellations between the bare mass, $m_{h, b a r e}^{2}$, and the correction $\delta m_{h}^{2}$ must be applied in order to extract the observed Higgs mass of 125 GeV . For this major reason, Beyond Standard Models (BSM) were proposed to avoid this fine-tuning, by introducing new scalar particles at the TeV scale which are coupled to the scalar bosons, cancelling the $\Lambda_{U V}^{2}$ divergence.

### 2.1.2 Neutrino Masses

Another important issue of the SM is the presence of massless, left-handed neutrinos. SM predicts lefthanded neutrinos with null mass, however, experimental measurements of neutrino flavour oscillations [27, 28] indicate that neutrinos are not massless particles but they are massive objects with very small mass values. From the experiments, it is well-established that the neutrinos can oscillate, implying that they have masses and they can change their flavour in flight.

### 2.1.3 Suppression Of Flavour Changing Neutral Currents (FCNCs)

The effect of the Flavour Changing Neutral Currents (FCNCs) is a problem which cannot be significantly suppressed in the SM. The SM suffers from many accidental symmetries and features in which proton decays are forbidden; lepton numbers and lepton family number are preserved for vanishing neutrino masses and the $K^{+} \rightarrow \pi^{+} \nu \bar{\nu}$ decay is suppressed at the tree-level. Moreover, the accidental symmetries lead to suppressed electric dipole moments for the $e^{-}$, $n$, atoms, etc. and make the SM unable to explain such phenomena.

### 2.1.4 Fermion Problem

As it is well-known, there are three families of fermions: $\left(\nu_{e}, e^{-}, u, d\right)$ is denoted as the first family, $\left(\nu_{\mu}, \mu^{-}, c, s\right)$ as the second, and the third family contains the following fermions: $\left(\nu_{\tau}, \tau^{-}, t, b\right)$. The second and the third families of fermions are heavier than the first family with no obvious reason. As a result, the SM cannot give a sufficient explanation of the existence of these heavier families and the worst is, it cannot provide a prediction of the fermion masses.

### 2.1.5 GaUGE Problem

The Standard Model consists of three subgroups $S U(3) \times S U(2) \times U(1)$, with particular gauge couplings for each subgroup. However, it cannot provide a good explanation about the chirality of the electroweak part (parity-violating). Also, it does not explain why all particles have charges which are multiples of $e / 3$ (charge quantization). Moreover, the structure of the SM suggests a unification of the couplings of the three interactions, however, these coupling constants are never unified in the framework of the Standard Model. In the SM, weak and electromagnetic interactions can be combined together, by creating the electroweak interaction, but the coupling constant of the strong interaction does never meet the other two, achieving the unification.

### 2.1.6 VACUUM STABILITY

After the discovery of the Higgs boson with mass 125 GeV , another cosmological problem which doubts the consistency of the SM , is the vacuum stability [29]. By solving the following equation for the Higgs self-coupling $\lambda$ :

$$
\begin{equation*}
\beta_{\lambda}=\frac{1}{(4 \pi)^{2}}\left[24 \lambda^{2}-6 y_{t}^{4}+\frac{3}{8}\left(2 g^{4}+\left(g^{2}+g^{\prime 2}\right)^{2}\right)+\left(-9 g^{2}-3 g^{\prime 2}+12 y_{t}^{2}\right) \lambda\right] \tag{2.2}
\end{equation*}
$$

and taking the mass of the Higgs boson $\left(m_{H}=125 \mathrm{GeV}\right)$ and the top mass of 173.2 GeV into account, $\lambda$ becomes negative at higher scales as shown in Fig. 2.2 (left plot). This effect has an impact on the stability of the Higgs potential, making the potential unstable at the higher scale, establishing the Standard Model defective. Recent measurements for stability, instability and meta-stability regions, revealed that the meta-stability region is more natural according to the Higgs boson mass and pole top mass.


Figure 2.2: Left: Stability, instability and meta-stability regions in the $m_{H}$ vs $m_{t}$ plane [29]. Right: Higgs self-coupling constant $\lambda(\mu)$ for different top masses in Standard Model. Black solid line is for $m_{t}=173.2 G e V$ and $a_{s}\left(M_{Z}\right)=0.1184$. Dotted lines is for $m_{t}=171.4 G e V$ and Dot-Dashed lines represents the case of $m_{t}=175.0 \mathrm{GeV}$. The lines closer to the solid one, are for $a_{s}\left(M_{Z}\right)=0.1198$ (dashed line) and $a_{s}\left(M_{Z}\right)=0.1170$ (long dashed line). Taken from Ref. [30].

### 2.1.7 Matter And Antimatter Asymmetry

The SM has not a sufficient mechanism to explain the observed asymmetry between baryons and antibaryons in the Universe [31]. However, new mechanisms such as the minimal see-saw model [32], can involve the out of equilibrium decays of superheavy Majorana right-handed neutrinos [33]. Other possibilities which can explain matter anti-matter asymmetry, are the first order electroweak phase transition (electroweak baryogenesis [34]) which is met in the Minimal Supersymmetric extension (MSSM); the decay of a coherent scalar field like a scalar quark or lepton in supersymmetry theory or $C P T$ violation. Finally, it is not reasonable to reject the possibility that the asymmetry is due to an initial condition of the Big Bang, but on the other hand, this possibility will not exist if the Universe underwent a period of rapid inflation.

### 2.2 Two-Higgs-Doublet Model (2hdm)

The two-Higgs-doublet model (2HDM) is the simplest possible extension of the SM [1]. In general, this model contains two scalar doublets instead of one scalar doublet like in the Standard Model. 2HDM provides a wide range of motivations due to the second scalar Higgs doublet, making the model attractive to be investigated. The best known motivation is supersymmetry [35]. As we know, in supersymmetry the scalar particles belong to chiral multiplets and their conjugates belong to multiplets of the opposite chirality and, therefore, multiplets of different chiralities cannot couple together in the Lagrangian. As a consequence, they cannot acquire mass. However, the addition of the second Higgs doublet gives mass to the charge $2 / 3$ and charge $-1 / 3$ quarks, simultaneously. Also, the second Higgs doublet provides cancellation of anomalies which are caused by the scalars in chiral multiplets together with chiral spin $-1 / 2$.

Moreover, the second Higgs doublet can provide to the QCD Lagrangian a global $U(1)$ symmetry in which possible CP -violating terms can be rotated away. This symmetry happens in axion models, in which variations with singlets at a higher scale are acceptable and the effective low-energy theory for those models still requires two Higgs doublets [1].

Another motivation for 2HDM is the fact that the 2HDM theory can partially explain the baryon asymmetry of the Universe, in contrast of the SM which is unable to do so. 2HDM could justify the matterantimatter imbalance due to the flexibility of their scalar mass spectrum and the existence of additional sources of CP violation. 2HDM provides two additional independent CP-violating phases which could be accounted for matter-antimatter asymmetry.

Overall, the 2HDM model is particularly attractive because it predicts new phenomena, such as additional physical Higgs bosons (up to seven physical states of Higgs bosons), FCNCs' suppression (if appropriate Higgs-fermion couplings are chosen) [36], and the compatibility with parameter $\rho^{1}$. The parameter $\rho$ is very useful variable in the $S U(2) \otimes U(1)$ gauge theory because it is one critical piece of evidence about the scalar structure. Experimentally, $\rho$ is very close to one and this is a strong evidence that the 2HDM model could be the extension of the SM because both $S U(2)$ singlets with $Y=0$ and $S U(2)$ doublets with $Y= \pm 1$ give $\rho=1$, since they both have $I(I+1)=\frac{3}{4} Y^{2}[1]$.

$$
{ }^{1} \rho=\frac{\sum_{i=1}^{n}\left[I_{i}\left(I_{i}+1\right)-\frac{1}{4} Y_{i}^{2}\right] v_{i}}{\sum_{i=1}^{n} \frac{1}{2} Y_{i}^{2} v_{i}}=\frac{m_{\square}^{2}}{m_{Z}^{2} \cos ^{2} \theta_{W}}
$$

### 2.2.1 THE 2HDM Lagrangian

The Lagrangian of the 2HDM theory can be written as follows:

$$
\begin{equation*}
\mathcal{L}_{2 H D M}=\mathcal{L}_{\phi}+\mathcal{L}_{\text {Yukawa }}+\mathcal{L}_{S M} \tag{2.3}
\end{equation*}
$$

$\mathcal{L}_{S M}$ describes the SM interactions of gauge bosons and fermions, $\mathcal{L}_{\text {Yukawa }}$ describes the Yukawa interactions of fermions with Higgs scalars. The Higgs scalar Lagrangian $\mathcal{L}_{\phi}$ is similar with the SM Higgs Lagrangian, however, the new Higgs potential consists of two Higgs doublets instead of one doublet.

$$
\begin{equation*}
\mathcal{L}_{\phi}=\sum_{i=1,2}\left(D_{\mu} \Phi_{i}\right)^{+}\left(D^{\mu} \Phi_{i}\right)-V_{H}\left(\Phi_{1}, \Phi_{2}\right) \tag{2.4}
\end{equation*}
$$

The covariant derivative, $D_{\mu}$ is exactly the same that one finds in the SM Eq. 1.18, $\Phi_{i=1,2}$ is two Higgs doublets, and $V_{H}$ stands for the Higgs potential which will be described in the next Chapter 2.2.2.

### 2.2.2 Spontaneous Symmetry Breaking

The vacuum structure of 2 HDM is very rich. The most general scalar potential contains fourteen parameters and might have $C P$-conserving, $C P$-violating and charge-violating minima. By introducing two doublets $\Phi_{1}$ and $\Phi_{2}$ of the $S U(2)$ subgroup, which contain complex scalar fields with hypercharge equal to unity, the most general Higgs doublets can be given as follows:

$$
\begin{equation*}
\Phi_{1}=\binom{\phi_{1}^{+}}{\phi_{1}^{0}}=\frac{1}{\sqrt{2}}\binom{\phi_{1}+i \phi_{2}}{\phi_{3}+i \phi_{4}} \quad \Phi_{2}=\binom{\phi_{2}^{+}}{\phi_{2}^{0}}=\frac{1}{\sqrt{2}}\binom{\phi_{5}+i \phi_{6}}{\phi_{7}+i \phi_{8}} \tag{2.5}
\end{equation*}
$$

And the most general potential $V\left(\Phi_{1} \Phi_{2}\right)$ can be written:

$$
\begin{align*}
V_{H} & =m_{11}^{2} \Phi_{1}^{\dagger} \Phi_{1}+m_{22}^{2} \Phi_{2}^{\dagger} \Phi_{2}-\left(m_{12}^{2} \Phi_{1}^{\dagger} \Phi_{2}+\text { h.c. }\right) \\
& +\frac{1}{2} \lambda_{1}\left(\Phi_{1}^{\dagger} \Phi_{1}\right)^{2}+\frac{1}{2} \lambda_{2}\left(\Phi_{2}^{\dagger} \Phi_{2}\right)^{2}+\lambda_{3}\left(\Phi_{1}^{\dagger} \Phi_{1}\right)\left(\Phi_{2}^{\dagger} \Phi_{2}\right)+\lambda_{4}\left(\Phi_{1}^{\dagger} \Phi_{2}\right)\left(\Phi_{2}^{\dagger} \Phi_{1}\right)  \tag{2.6}\\
& +\left[\frac{1}{2} \lambda_{5}\left(\Phi_{1}^{\dagger} \Phi_{2}\right)^{2}+\lambda_{6}\left(\Phi_{1}^{\dagger} \Phi_{1}\right)\left(\Phi_{1}^{\dagger} \Phi_{2}\right)+\lambda_{7}\left(\Phi_{2}^{\dagger} \Phi_{2}\right)\left(\Phi_{1}^{\dagger} \Phi_{2}\right)+\text { h.c. }\right]
\end{align*}
$$

where "h.c" corresponds to the Hermitian conjugate. The parameters $m_{11}^{2}, m_{22}^{2}$ and $\lambda_{1,2,3,4}$ are real, while the remaining parameters $m_{12}^{2}$ and $\lambda_{5,6,7}$ are complex. Overall, the general 2HDM has 14 free parameters.

By minimising the general potential, one can find that the vacuum structure of 2 HDM is much richer than that of the SM. First of all, there are three different types of vacua in 2HDM:

- "Normal" vacua, with vacuum expectation values (v.e.v.) which do not include any complex relative phase and can be real:

$$
\begin{equation*}
\left\langle\Phi_{1}\right\rangle=\binom{0}{\frac{v_{1}}{\sqrt{2}}}, \quad\left\langle\Phi_{2}\right\rangle=\binom{0}{\frac{v_{2}}{\sqrt{2}}} \tag{2.7}
\end{equation*}
$$

where $v=\sqrt{v_{1}^{2}+v_{2}^{2}}=246 \mathrm{GeV}$ and one can define $\tan \beta=\frac{v_{2}}{v_{1}}$.

- CP breaking vacua, where the vevs contain a relative complex phase:

$$
\begin{equation*}
\left\langle\Phi_{1}\right\rangle=\binom{0}{\frac{\bar{v}_{1}}{\sqrt{2}} e^{i \theta}}, \quad\left\langle\Phi_{2}\right\rangle=\binom{0}{\frac{\overline{v_{2}}}{\sqrt{2}}} \tag{2.8}
\end{equation*}
$$

where $\overline{v_{1}}$ and $\overline{v_{2}}$ are real. The complex phase is not a guarantee of spontaneous CP -violation.

- Charge breaking vacua, in which one of the vacuum expectation values carries electric charge:

$$
\begin{equation*}
\left\langle\Phi_{1}\right\rangle=\binom{\frac{\alpha}{\sqrt{2}}}{\frac{v_{1}^{\prime}}{\sqrt{2}}}, \quad\left\langle\Phi_{2}\right\rangle=\binom{0}{\frac{v_{2}^{\prime}}{\sqrt{2}}} \tag{2.9}
\end{equation*}
$$

where $v_{1}^{\prime}, v_{2}^{\prime}, \alpha$ are real numbers. However, these vacua present an important problem. Due to the vev in the upper component (charged) of the fields, the vacuum breaks electric charge conservation and the photon acquires mass.

To avoid any unpleasant result, such as massive photons, one must ignore the Charge breaking vacua and the $C P$ breaking vacua. The difference between normal vacua and $C P$ breaking vacua is the complex phase $\left(e^{i \theta}\right)$ between the expectation values of the two doublets. Assuming $\theta=0$, the $C P$ breaking vacua transform to the normal vacua without the complex phase, avoiding the $C P$-violation. In addition, FCNC suppressions can be achieved by applying the $\mathbb{Z}_{2}$ discrete symmetry for the invariance of the potential:

$$
\begin{equation*}
\Phi_{1} \rightarrow-\Phi_{1}, \Phi_{2} \rightarrow \Phi_{2} \quad \text { or } \quad \Phi_{1} \rightarrow \Phi_{1}, \Phi_{2} \rightarrow-\Phi_{2} \tag{2.10}
\end{equation*}
$$

If the above recommendations are not considered, the minimisation of the potential cannot be solved analytically. However, once one adopts the above recommendations, the equations $\partial V / \partial v_{1}=0$ and $\partial V / \partial v_{2}=0$ are used to estimate the parameters $m_{11}$ and $m_{22}$, respectively. By taking the first partial derivative of the Higgs potential for each vev, the results are shown below:

$$
\begin{align*}
& m_{11}^{2} v_{1}-\operatorname{Re}\left(m_{12}^{2}\right) v_{2}+\frac{\lambda_{1}}{2} v_{1}^{3}+\frac{1}{2} v_{1} v_{2}^{2}\left(\lambda_{3}+\lambda_{4}+\operatorname{Re}\left(\lambda_{5}\right)\right)=0  \tag{2.11a}\\
& m_{22}^{2} v_{2}-\operatorname{Re}\left(m_{12}^{2}\right) v_{1}+\frac{\lambda_{2}}{2} v_{2}^{3}+\frac{1}{2} v_{2} v_{1}^{2}\left(\lambda_{3}+\lambda_{4}+\operatorname{Re}\left(\lambda_{5}\right)\right)=0 \tag{2.11b}
\end{align*}
$$

### 2.2.3 The Higgs Sector

Taking the assumptions from the previous Chapter 2.2.2 (applying $\mathbb{Z}_{2}$ discrete symmetry, using the normal vacua and setting $\lambda_{6,7}=0$ ) into account, the general scalar Higgs potential for two doublets $\Phi_{1}$ and $\Phi_{2}$ is:

$$
\begin{align*}
V= & m_{11}^{2} \Phi_{1}^{\dagger} \Phi_{1}+m_{22}^{2} \Phi_{2}^{\dagger} \Phi_{2}-m_{12}^{2}\left(\Phi_{1}^{\dagger} \Phi_{2}+\Phi_{2}^{\dagger} \Phi_{1}\right)+\frac{\lambda_{1}}{2}\left(\Phi_{1}^{\dagger} \Phi_{1}\right)^{2}+\frac{\lambda_{2}}{2}\left(\Phi_{2}^{\dagger} \Phi_{2}\right)^{2} \\
& +\lambda_{3} \Phi_{1}^{\dagger} \Phi_{1} \Phi_{2}^{\dagger} \Phi_{2}+\lambda_{4} \Phi_{1}^{\dagger} \Phi_{2} \Phi_{2}^{\dagger} \Phi_{1}+\frac{\lambda_{5}}{2}\left[\left(\Phi_{1}^{\dagger} \Phi_{2}\right)^{2}+\left(\Phi_{2}^{\dagger} \Phi_{1}\right)^{2}\right] \tag{2.12}
\end{align*}
$$

Following the same procedure as in spontaneous symmetry breaking, by taking the first partial derivative of the 2HDM Higgs potential for each vev, $\left(\partial V / \partial v_{1}=0\right.$ and $\left.\partial V / \partial v_{2}=0\right)$, the minimisation of the Higgs potential gives:

$$
\begin{equation*}
\left\langle\Phi_{1}\right\rangle=\binom{0}{\frac{v_{1}}{\sqrt{2}}}, \quad\left\langle\Phi_{2}\right\rangle=\binom{0}{\frac{v_{2}}{\sqrt{2}}} \tag{2.13}
\end{equation*}
$$

Now, considering two complex scalar $S U(2)$ doublets, there are eight fields:

$$
\begin{equation*}
\Phi_{\alpha}=\binom{\phi_{\alpha}^{+}}{\left(v_{\alpha}+\rho_{\alpha}+i \eta_{\alpha}\right) / \sqrt{2}}, \quad \alpha=1,2 \tag{2.14}
\end{equation*}
$$

Three of them are used to give mass to $W^{ \pm}$and $Z$ bosons and the remaining five fields are physical scalar Higgs fields. There are two neutral scalars ( $C P$ even), $H, h$, one pseudoscalar ( $C P$ odd), $A$, and two charged scalar Higgs states, $H^{ \pm}$. In order to derive the mass of each Higgs physical state, one should compute the eigenvalues of the mass matrix.

The squared mass for the charged Higgses is given by the eigenvalues of a $2 \times 2$ matrix whose elements are computed by:

$$
\begin{equation*}
\left[M_{H^{ \pm}}^{2}\right]_{i j}=\frac{\partial^{2} V_{H}}{\partial \phi_{i}^{+} \partial \phi_{j}^{-}} \tag{2.15}
\end{equation*}
$$

Calculating the eigenvalues of mass matrix Eq. 2.15, overall there are four degrees of freedom. Two zero eigenvalues correspond to the Goldstone bosons ( $G^{ \pm}$) which give mass to the $W^{ \pm}$bosons and the other two eigenvalues are related to the charged Higgs state, as follows:

$$
\begin{equation*}
m_{H^{ \pm}}^{2}=\left[\frac{m_{12}^{2}}{v_{1} v_{2}}-\frac{1}{2}\left(\lambda_{4}+\lambda_{5}\right)\right] v^{2} \tag{2.16}
\end{equation*}
$$

The elements of the $2 \times 2$ pseudo-scalar mass matrix can be derived from the second derivatives of the imaginary parts of the neutral components:

$$
\begin{equation*}
\left[M_{A}^{2}\right]_{i j}=\frac{1}{2} \frac{\partial^{2} V_{H}}{\partial \operatorname{Im}\left(\phi_{i}^{0}\right) \partial \operatorname{Im}\left(\phi_{j}^{0}\right)} \tag{2.17}
\end{equation*}
$$

Again, there is a zero eigenvalue which corresponds to the Goldstone boson $\left(G^{0}\right)$ which gives mass to the Z boson, and the pseudoscalar squared mass is determined:

$$
\begin{equation*}
m_{A}^{2}=m_{H^{ \pm}}^{2}+\frac{1}{2}\left[\lambda_{4}-\lambda_{5}\right] v^{2}=\left[\frac{m_{12}^{2}}{v_{1} v_{2}}-\lambda_{5}\right]\left(v_{1}^{2}+v_{2}^{2}\right) \tag{2.18}
\end{equation*}
$$

Note that, when the parameter $m_{12}=0$ and $\lambda_{5}=0$ the CP-odd Higgs boson becomes massless. This happens when there is an additional global $U(1)$ symmetry which is spontaneously broken. Finally, the masses of CP-even Higgs bosons can be derived from the eigenvalues of the symmetric $2 \times 2$ matrix, given by:

$$
\left[M_{h}^{2}\right]_{i j}=\frac{1}{2} \frac{\partial^{2} V_{H}}{\partial \operatorname{Re}\left(\phi_{i}^{0}\right) \partial \operatorname{Re}\left(\phi_{j}^{0}\right)}=\left(\begin{array}{cc}
m_{11}^{2}+\frac{3}{2} \lambda_{1} v_{1}^{2}+\frac{\lambda_{345}}{2} v_{2}^{2} & -m_{12}^{2}+\lambda_{345} v_{1} v_{2}  \tag{2.19}\\
-m_{12}^{2}+\lambda_{345} v_{1} v_{2} & m_{22}^{2}+\frac{3}{2} \lambda_{2} v_{2}^{2}+\frac{\lambda_{345}}{2} v_{1}^{2}
\end{array}\right)
$$

where $\lambda_{345}=\lambda_{3}+\lambda_{4}+\lambda_{5}$. The physical masses for the two CP-even Higgs bosons are equal to:

$$
\begin{equation*}
m_{h, H}^{2}=\frac{1}{2}\left[a_{11}+a_{22} \mp \sqrt{\left(a_{11}-a_{22}\right)^{2}+4 a_{12}^{2}}\right] \tag{2.20}
\end{equation*}
$$

where

$$
\begin{array}{r}
a_{11}=m_{11}^{2}+\frac{3}{2} \lambda_{1} v_{1}^{2}+\frac{\lambda_{345}}{2} v_{2}^{2} \\
a_{12}=-m_{12}^{2}+\lambda_{345} v_{1} v_{2} \\
a_{21}=-m_{12}^{2}+\lambda_{345} v_{1} v_{2} \\
a_{22}=m_{22}^{2}+\frac{3}{2} \lambda_{2} v_{2}^{2}+\frac{\lambda_{345}}{2} v_{1}^{2} \tag{2.21~d}
\end{array}
$$

The mass eigenstate of each physical Higgs state can be obtained by performing the following orthogonal transformations:

$$
\begin{gather*}
\binom{\rho_{1}}{\rho_{2}}=R(\alpha)\binom{H}{h}  \tag{2.22a}\\
\binom{\eta_{1}}{\eta_{2}}=R(\beta)\binom{G^{0}}{A}  \tag{2.22~b}\\
\binom{\phi_{1}^{ \pm}}{\phi_{2}^{ \pm}}=R(\beta)\binom{G^{ \pm}}{H^{ \pm}} \tag{2.22c}
\end{gather*}
$$

The rotation matrices have the following form:

$$
R(\theta)=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{2.23}\\
\sin \theta & \cos \theta
\end{array}\right)
$$

where $h$ stands for a neutral light CP-even, $H$ corresponds to a neutral heavy CP-even, $A$ is for a neutral

CP-odd Higgs boson and $H^{ \pm}$is for two charged Higgs bosons, as before. The existence of massless pseudo-Nambu-Goldstone bosons $G^{ \pm}$and $G^{0}$ is due to the longitudinal components of the massive gauge bosons [37], $W^{ \pm}$and $Z$ boson, respectively. The mixing angle $\beta$ as referred before, can be expressed through the ratio of the two vevs, as follows:

$$
\begin{equation*}
\tan \beta=\frac{v_{2}}{v_{1}} \tag{2.24}
\end{equation*}
$$

Moreover, the mixing angle $\alpha$ can be extracted from the elements of the CP-even scalar mass matrix in Eq.2.19.

$$
\begin{equation*}
\tan 2 \alpha=\frac{2 \alpha_{12}}{a_{11}-a_{22}} \tag{2.25}
\end{equation*}
$$

Finally, the eigenstates of each five states of Higgs as a function of the mixing angle $\alpha$ and $\phi_{1}^{0}$ and $\phi_{2}^{0}$ are:

$$
\begin{array}{r}
H=-\cos \alpha \operatorname{Re}\left(\phi_{1}^{0}\right)-\sin \alpha \operatorname{Re}\left(\phi_{2}^{0}\right) \\
h=\sin \alpha \operatorname{Re}\left(\phi_{1}^{0}\right)-\cos \alpha \operatorname{Re}\left(\phi_{2}^{0}\right) \\
A=\sin \beta \operatorname{Im}\left(\phi_{1}^{0}\right)+\cos \beta \operatorname{Im}\left(\phi_{2}^{0}\right) \\
H^{ \pm}=\sin \beta \phi_{1}^{ \pm}+\cos \beta \phi_{2}^{ \pm} \tag{2.26d}
\end{array}
$$

To sum up, there are three degrees of freedom which are absorbed by the longitudinal components of the massive gauge bosons, $W^{ \pm}$and $Z$, when they become massive and the remaining five degrees of freedom lead to the presence of the five physical states of Higgs boson:

- 2 charged bosons, $H^{ \pm}$, with quantum numbers $J^{P}=0^{+}$
- 2 neutral Higgs bosons, $h$ and $H$, with quantum numbers $J^{C P}=0^{++}$
- and 1 pseudoscalar boson, A, with quantum numbers $J^{C P}=0^{+-}$

It is worth mentioning that the "modified" 2 HDM model has seven free parameters, instead of only one $\lambda$ parameter as the SM. The parameters of the 2HDM can be expressed by:

$$
\begin{equation*}
m_{H^{ \pm}}, \quad m_{H}, \quad m_{h}, \quad m_{A}, \quad \tan \beta, \quad m_{12}^{2}, \quad \sin (\beta-\alpha) \tag{2.27}
\end{equation*}
$$

### 2.2.4 Higgs-Gauge Boson Couplings

The examination of the couplings of the five physical Higgs bosons to vector bosons is presented in this section. The Higgs-gauge boson couplings are very important for a possible observation of a non-SM

Higgs boson because they impact on productions and decays of the Higgs boson. Couplings of the Higgs to a vector boson can be understandable by examining the $J^{P C 2}$ quantum numbers to all bosons of the theory. Table 2.1 shows the $J^{P C}$ quantum numbers of each Higgs and vector boson for two cases. The first case is when $C$ and $P$ are separately conserved and the second one is when $C$ and $P$ are violated but $C P$ is conserved.

| Particle | $J^{P C}$ | $J^{P}$ |  |
| :---: | :---: | :---: | :---: |
| When C and P |  |  | are separately conserved |
| $\gamma$ | $1^{--}$ | $W^{ \pm}$ | $1^{-}$ |
| $Z$ | $1^{--}$ | $H^{ \pm}$ | $0^{+}$ |
| $H^{0}$ | $0^{++}$ |  |  |
| $h^{0}$ | $0^{++}$ |  |  |
| $A^{0}$ | $0^{+-}$ |  |  |
| When C and P are violated but CP is conserved |  |  |  |
| $\gamma$ | $1^{--}$ | $W^{ \pm}$ | $1^{-}, 1^{+}$ |
| $Z$ | $1^{--}, 1^{++}$ | $H^{ \pm}$ | $0^{+}, 0^{-}$ |
| $H^{0}$ | $0^{++}, 0^{--}$ |  |  |
| $h^{0}$ | $0^{++}, 0^{--}$ |  |  |
| $A^{0}$ | $0^{+-}, 0^{-+}$ |  |  |

Table 2.1: Quantum numbers of Higgs and gauge bosons [38].

At first glance, the $J^{P C}$ quantum numbers of $A^{0}$ are weird because $A^{0}$ might be a $C$-odd and $C P$-odd boson as indicated in Table 2.1, however, the existence of the $Z H^{0} A^{0}$ vertex can justify this behaviour. The existence of the $Z H^{+} H^{-}$vertex implies that $Z$ is a $1^{--}$vector boson and the presence of the $H^{0} h^{0} h^{0}$ vertex requires $H^{0}$ scalar boson with $0^{++}$quantum numbers [38]. Therefore, due to the existence of the $Z H^{0} Z^{0}$ vertex, $A^{0}$ should be both $C$-odd and $C P$-odd. The absence of $A^{0} W^{+} W^{-}$and $A^{0} Z Z$ couplings can be sufficiently explained by looking at the bosonic sector of the Lagrangian in which the certain terms are missing.

Furthermore, in any model of electroweak symmetry breaking, the couplings must satisfy the requirement that partial amplitudes ( $V_{L} V_{L} \rightarrow V_{L} V_{L}$ and $f_{+} \bar{f}_{+} \rightarrow V_{L} V_{L}$ ) do not violate unitarity bounds. In any gauge theory, the partial wave amplitude cannot grow with energy and this condition could be achieved by requiring cancellations among Feynman diagrams. For instance, in $W W \rightarrow W W$ scattering, the cancellation which avoids the growing energy terms is applied in the Standard Model by the tree-level relation $g_{\phi^{0} W W}=g m_{W}$, where $g$ is the gauge coupling [38]. However, in models with more than one doublet, this cancelation cannot guarantee the treatment of the unitarity problems. In order to

[^0]ensure unitarity, the couplings must obey the following sum rules:
\[

$$
\begin{equation*}
\sum_{i} g_{h_{i}^{0} V V}^{2}=g_{\phi^{0} V V}^{2} \tag{2.28}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\sum_{i} g_{h_{i}^{0} V V} g_{h_{i}^{0} f \bar{f}}=g_{\phi^{0} V V} g_{\phi^{0} f \bar{f}} \tag{2.29}
\end{equation*}
$$

where $i$ labels are for the neutral Higgs bosons of the extended Higgs sector, and $\phi^{0}$ corresponds to the SM Higgs. For the case of 2HDM, the sum rule becomes:

$$
\begin{equation*}
g_{h^{0} V V}^{2}+g_{H^{0} V V}^{2}=g_{\phi^{0} V V}^{2} \tag{2.30}
\end{equation*}
$$

and $V$ is for $W$ or $Z$ boson. Moreover, the couplings can be defined in terms of the angles $\alpha$ and $\beta$ as follows:

$$
\begin{equation*}
\frac{g_{h^{0} V V}}{g_{\phi^{0} V V}}=\sin (\beta-\alpha) \quad \frac{g_{H^{0} V V}}{g_{\phi^{0} V V}}=\cos (\beta-\alpha) \tag{2.31}
\end{equation*}
$$

Here, it is worthwhile to note that the absence of the coupling $A^{0} V V$ is noticeable. Only V-V-Higgs couplings are shown so far, while it is vital to define the V-Higgs-Higgs couplings in the two-doublet model too. By using an analogous definition for V-Higgs-Higgs couplings, the $A^{0} Z H$ coupling can be written:

$$
\begin{equation*}
g_{H^{+} W^{-} h^{0}}^{2}+g_{H^{+} W^{-} H^{0}}^{2}=\left[g_{A^{0} Z h^{0}}^{2}+g_{A^{0} Z H^{0}}^{2}\right] \cos ^{2} \theta_{W}=g^{2} / 4 \tag{2.32}
\end{equation*}
$$

Additionally, by following a similar procedure as before, the V-Higgs-Higgs couplings are related to the mixing angles $\alpha$ and $\beta$.

$$
\begin{array}{r}
g_{h^{0} A^{0} Z}=\frac{g}{2 \cos \theta_{W}} \cos (\beta-\alpha) \\
g_{H^{+} W^{-} h^{0}}=\frac{g}{2} \cos (\beta-\alpha) \\
g_{H^{0} A^{0} Z}=\frac{g}{2 \cos \theta_{W}} \sin (\beta-\alpha) \\
g_{H^{+} W^{-} H^{0}}=\frac{g}{2} \sin (\beta-\alpha) \tag{2.33d}
\end{array}
$$

As can be seen, due to the existence of five Higgs bosons in 2HDM, there is a large number of possible couplings of the Higgs bosons to the particles of the model. Table 2.2 shows the couplings that are either proportional to $\cos (\beta-\alpha)$ and $\sin (\beta-\alpha)$ or angle-independent.

| $\cos (\beta-\alpha)$ | $\sin (\beta-\alpha)$ | Angle-independent |
| :---: | :---: | :---: |
| $H W^{+} W^{-}$ | $h W^{+} W^{-}$ | - |
| $H Z Z$ | $h Z Z$ | - |
| $Z A h$ | $Z A H$ | $Z H^{+} H^{-}, \gamma H^{+} H^{-}$ |
| $W^{ \pm} H^{\mp} h$ | $W^{ \pm} H^{\mp} H$ | $W^{ \pm} H^{\mp} A$ |
| $Z W^{ \pm} H^{\mp} h$ | $Z W^{ \pm} H^{\mp} H$ | $Z W^{ \pm} H^{\mp} A$ |
| $\gamma W^{ \pm} H^{\mp} h$ | $\gamma W^{ \pm} H^{\mp} H$ | $\gamma W^{ \pm} H^{\mp} A$ |
| - | - | $V V \phi \phi, V V A A, V V H^{+} H^{-}$ |

Table 2.2: Couplings between Higgs bosons and vector fields. Here $\phi=h, H$ and $V V=$ $W^{+} W^{-}, Z Z, Z \gamma, \gamma \gamma$.

### 2.2.5 Yukawa Couplings In The 2hdm Model

In this section, we discuss the various Yukawa couplings in the Two-Higgs-Doublet model. Four different 2HDM types arise from the couplings of the Higgs doublets to the fermions and leptons by assuming the CP-conservation in the extended Higgs sector:

- Type-I: all fermions are coupled to the Higgs fields in the $\Phi_{2}$ doublet, and discrete symmetry is applied in Type-I: $\Phi_{1} \rightarrow-\Phi_{1}$
- Type-II: up-type quarks are coupled to the $\Phi_{2}$ doublet, down-type quarks and charged leptons couple to the Higgs field in the $\Phi_{1}$ doublet.
- Flipped: up-type quarks and charged leptons are coupled to the $\Phi_{2}$ doublet, down-type quarks are coupled to $\Phi_{1}$.
- Lepton-specific: all quarks are coupled to the Higgs field in the $\Phi_{2}$ doublet, and charged leptons are coupled to $\Phi_{1}$.

Table 2.3 summarises the four different types of 2 HDM where up- and down-quarks are coupled to different Higgs fields for the various types of 2HDM.

| Models | $u_{R}^{i}$ | $d_{R}^{i}$ | $e_{R}^{i}$ |
| :---: | :---: | :---: | :---: |
| Type-I | $\Phi_{2}$ | $\Phi_{2}$ | $\Phi_{2}$ |
| Type-II | $\Phi_{2}$ | $\Phi_{1}$ | $\Phi_{1}$ |
| Flipped | $\Phi_{2}$ | $\Phi_{1}$ | $\Phi_{2}$ |
| Lepton-specific | $\Phi_{2}$ | $\Phi_{2}$ | $\Phi_{1}$ |

Table 2.3: The four types of the 2HDM and the couplings between up-down quarks and Higgs fields.

As we can see from Tab. 2.3, there is no reference to the neutrinos because they do not couple to any Higgs boson in 2HDM.

In order to examine the Yukawa couplings, one can derive the couplings of the five physical Higgs bosons to the leptons and quarks by examining the Lagrangian of Yukawa in terms of mass eigenstates of the Higgs bosons as [37]:

$$
\begin{align*}
\mathcal{L}_{\text {Yukawa }}^{2 H D M}= & -\sum_{f=u, d, \ell} \frac{m_{f}}{v}\left(\xi_{h}^{f} \bar{f} f h+\xi_{H}^{f} \bar{f} f H-i \xi_{A}^{f} \bar{f} \gamma_{5} f A\right)  \tag{2.34}\\
& +\left\{\frac{\sqrt{2} V_{u d}}{v} \bar{u}\left(m_{u} \xi_{A}^{u} P_{L}+m_{d} \xi_{A}^{d} P_{R}\right) d H^{+}+\frac{\sqrt{2} m_{\ell} \xi_{A}^{\ell}}{v} \bar{v}_{L} \ell_{R} H^{+}+h . c .\right\}
\end{align*}
$$

where $P_{L}$ and $P_{R}$ are the left and right handed projective operations, respectively, the VEV $v=$ $\sqrt{v^{1}+v^{2}} \simeq 246 \mathrm{GeV}, V_{u d}$ represents the element of CKM matrix and $\gamma_{5}$ is the fifth Dirac matrix. Parameters $\xi$ correspond to the couplings of the five Higgs bosons to quarks and leptons. As can be observed, there are couplings which are referred to the fermions, up- and down-quarks and leptons, but not to the couplings which correspond to the neutrinos and any Higgs boson in the Lagrangian. The factors $\xi$ are presented in Table 2.4 in which the Yukawa couplings of up-, down-quarks and leptons to all physical Higgs states in the four models of 2HDM are included.

| Couplings | Type-I | Type-II | Flipped | Lepton-specific |
| :---: | :---: | :---: | :---: | :---: |
| $\xi_{h}^{u}$ | $\cos \alpha / \sin \beta$ | $\cos \alpha / \sin \beta$ | $\cos \alpha / \sin \beta$ | $\cos \alpha / \sin \beta$ |
| $\xi_{h}^{d}$ | $\cos \alpha / \sin \beta$ | $-\sin \alpha / \cos \beta$ | $-\sin \alpha / \cos \beta$ | $\cos \alpha / \sin \beta$ |
| $\xi_{h}^{\ell}$ | $\cos \alpha / \sin \beta$ | $-\sin \alpha / \cos \beta$ | $\cos \alpha / \sin \beta$ | $-\sin \alpha / \cos \beta$ |
| $\xi_{H}^{u}$ | $\sin \alpha / \sin \beta$ | $\sin \alpha / \sin \beta$ | $\sin \alpha / \sin \beta$ | $\sin \alpha / \sin \beta$ |
| $\xi_{H}^{d}$ | $\sin \alpha / \sin \beta$ | $\cos \alpha / \cos \beta$ | $\cos \alpha / \cos \beta$ | $\sin \alpha / \sin \beta$ |
| $\xi_{H}^{\ell}$ | $\sin \alpha / \sin \beta$ | $\cos \alpha / \cos \beta$ | $\sin \alpha / \sin \beta$ | $\cos \alpha / \cos \beta$ |
| $\xi_{H}^{H}$ | $\cot \beta$ | $\cot \beta$ | $\cot \beta$ | $\cot \beta$ |
| $\xi_{H}^{U \pm}$ | $\cot \beta$ | $-\tan \beta$ | $-\tan \beta$ | $\cot \beta$ |
| $\xi_{H}^{\ell \pm}$ | $\cot \beta$ | $-\tan \beta$ | $\cot \beta$ | $-\tan \beta$ |
| $\xi_{A}^{u}$ | $\cot \beta$ | $\cot \beta$ | $\cot \beta$ | $\cot \beta$ |
| $\xi_{A}^{d}$ | $-\cot \beta$ | $\tan \beta$ | $\tan \beta$ | $-\cot \beta$ |
| $\xi_{A}^{\ell}$ | $-\cot \beta$ | $\tan \beta$ | $-\cot \beta$ | $\tan \beta$ |

Table 2.4: Yukawa couplings of $v, d, \ell$ to the neutral Higgs bosons $h, H, A, H^{ \pm}$in the four different types of the 2 HDM model.

### 2.2.6 The Decoupling And Alignment Limits In The 2hdm Model

Many BSM theories might converge to the SM under suitable conditions. Such theory is the 2HDM model in which the SM-like Higgs boson $\left(h_{S M}\right)$ can arise in the alignment limit [39] or in the decoupling limit [40].

The decoupling limit of 2HDM corresponds to the case in which one of the two Higgs doublets receives a very large mass and is therefore decoupled from the theory. It can be satisfied when $\cos (\beta-\alpha)$ converges to the limit of $0(\cos (\beta-\alpha) \rightarrow 0)$. This is equivalent to $(\beta-\alpha) \rightarrow \pi / 2$ given that $0 \leq \beta \leq \pi / 2$. In the decoupling limit, the mass of $h$ can have the mass of the SM-like Higgs boson, while the remaining masses $\left(H, H^{ \pm}, A\right)$ are much larger. Indeed, if the theory is characterised by two mass scales, $m_{S}$ and $m_{L}$ and the former mass scale is much greater than the latter scale, $m_{S} \gg m_{L}$, the effective field theory such as 2 HDM , if it exists, can correspond to the SM because the one of the Higgs doublets is integrated out. In the decoupling limit the $m_{h}$ is approximately equal to the mass scale $m_{L}, m_{h} \simeq m_{L}$, and the remaining masses tend to be equal to the mass scale $m_{S}, m_{H}, m_{H}^{ \pm}, m_{A} \simeq m_{S}$.

The alignment limit is the limit in which the one of the two neutral $C P$-even Higgs bosons aligns with the direction of the scalar field vacuum expectation values, $m_{h} \simeq v$ or $m_{H} \simeq v$, disappearing the mixing between the $h$ and $H$ states. The alignment limit corresponds either to the limit of $\cos (\beta-\alpha) \rightarrow 0$, if $h$ is identified as the SM-like Higgs boson, or to the limit of $\sin (\beta-\alpha) \rightarrow 0$, if $H$ is identified as the SM-like Higgs boson. The alignment limit is clearly independent of the choice of basis for the two Higgs doublets and is more general case than the decoupling limit [41]. It is important to note that it is not necessary that the $H, A$, and $H^{ \pm}$bosons are heavy.

### 2.2.7 Wrong-Sign Yukawa Coupling In The 2hdm Model

The wrong-sign Yukawa coupling [42] is the region of 2HDM where at least one of the couplings of $h$ to down-type and up-type fermions pairs is opposite in sign to the corresponding coupling of h to vector-vector boson pairs. On the contrary, in the SM, the couplings of $h$ to fermion pairs and to $V V$ pairs have the same positive sign.

Tab. 2.4 shows that the Type-I 2HDM and Lepton-specific models have the same couplings of the $h$ to up-type quarks and to down-type quarks. At first glance, there is no-negative sign, however, both the $\xi_{h}^{u}$ and $\xi_{h}^{d}$ couplings can be conveniently rewritten in the following form:

$$
\begin{equation*}
\frac{\cos \alpha}{\sin \beta}=\sin (\beta-\alpha)+\cos (\beta-\alpha) \cot \beta \tag{2.35}
\end{equation*}
$$

In order to normalise $\xi_{h}^{u}$ and $\xi_{h}^{d}$ to be equal to $-1, \sin (\beta-\alpha)$ should be -1 , which is only possible if $\tan \beta<1$. However, $\tan \beta<1$ is phenomenologically constraint from $B$ physics observables and from the $R_{b} \equiv \Gamma(Z \rightarrow b \bar{b}) / \Gamma(Z \rightarrow$ hadrons $)$ measurements.

It is clear (see Tab. 2.4) that the wrong sign exists in the Type-II 2HDM and in the Flipped type.

Similarly, rewriting both couplings $\xi_{h}^{u}$ and $\xi_{h}^{d}$ as follows:

$$
\begin{gather*}
\xi_{h}^{d}:-\frac{\sin \alpha}{\cos \beta}=-\sin (\beta+\alpha)+\cos (\beta+\alpha) \tan \beta  \tag{2.36}\\
\xi_{h}^{u}: \frac{\cos \alpha}{\sin \beta}=\sin (\beta+\alpha)+\cos (\beta+\alpha) \cot \beta \tag{2.37}
\end{gather*}
$$

it is highly visible that the $\xi_{h}^{d}$ coupling is equal to -1 in the case of $\sin (\beta+\alpha)=1$, whereas the $\xi_{h}^{u}$ coupling is +1 . The wrong-sign of $\xi_{h}^{d}$ coupling can be achieved for values of $\tan \beta>1$ when $\sin (\beta-\alpha)=-\cos 2 \beta$. On the other hand, the $\xi_{h}^{u}$ coupling takes the wrong-sign when $\sin (\beta-\alpha)=$ $\cos 2 \beta$ which implies the forbidden case from $B$ physics observables and from $R_{b}$ measurements, where $\tan \beta$ must be less than 1 .

Overall, to have the wrong-sign Yukawa couplings, $\tan \beta$ must be greater than 1 when $\sin (\beta-\alpha)=$ $-\cos 2 \beta$ and it occurs only in the Type-II 2HDM and in the Flipped type.

### 2.2.8 Higgs Production In The 2hdm Model

The production of the Higgs boson of the SM is studied in detail. Calculations of two-loop corrections, including next-to-next-to-leading order calculations and soft-gluon resummations, have all been analysed in detail. Therefore, if the 2HDM model is valid, five physical Higgs states are predicted by the theory, having their own production modes. This section covers the production modes of all five Higgs bosons.

### 2.2.8.1 Gluon-Gluon Fusion

In the SM, at the parton lever, the cross section of the Higgs mass from gluon-gluon fusion is $\hat{\sigma}_{L O}=$ $m_{h}^{2} \delta\left(\hat{s}-m_{h}^{2}\right) \sigma_{o}$, where:

$$
\begin{equation*}
\sigma_{o}=\frac{G_{\mu} \alpha_{s}^{2}}{512 \sqrt{2} \pi}\left|\sum_{q} A_{1 / 2}^{h}\left(\tau_{q}\right)\right|^{2} \tag{2.38}
\end{equation*}
$$

$G_{F}$ stands for the Fermi constant from muon decay, $\alpha_{s}$ is the strong coupling constant, and:

$$
\begin{equation*}
A_{1 / 2}^{h}\left(\tau_{q}\right)=2\left[\tau_{q}+\left(\tau_{q}-1\right) f\left(\tau_{q}\right)\right] / \tau_{q}^{2}, \quad \tau_{q}=\frac{m_{h}^{2}}{4 m_{q}^{2}}, \quad q: \text { quark } \tag{2.39}
\end{equation*}
$$

where

$$
f\left(\tau_{q}\right)= \begin{cases}\arcsin ^{2}\left(\sqrt{\tau_{q}}\right), & \text { when } \tau_{q} \leq 1  \tag{2.40}\\ -\frac{1}{4}\left(\log \frac{1+\sqrt{1-1 / \tau_{q}}}{1-\sqrt{1-1 / \tau_{q}}}-i \pi\right)^{2}, & \text { when } \tau_{q}>1\end{cases}
$$

The delta-function $\left(\delta\left(\hat{s}-m_{h}^{2}\right)\right)$ in the leading order cross section ensures that the Higgs particle is on-shell and that the Higgs mass is related to the proton-proton centre-of-mass energy, $S$ as follows [43]:

$$
\begin{equation*}
\hat{s}=x_{1} x_{2} S=m_{h}^{2} \tag{2.41}
\end{equation*}
$$

The production cross section of each Higgs boson can be calculated in the 2HDM model when one can simply multiply the SM cross section by a factor which is related to the coupling of a specific state to quarks. Each of the five physical Higgs states can be generated by gluon-gluon fusion with a particular cross section.

For instance, the production cross section of the light Higgs boson, $h$, through gluon-gluon fusion is the SM cross section multiplied by the factor $(\cos \alpha / \sin \beta)^{2}$ in the Type-I or the Lepton-specific 2HDM type. In the Type-II or the Flipped 2HDM type where the b-quark loop plays a dominant role, the cross section of $h$ is somehow different. The contribution of the top quark is also multiplied by $(\cos \alpha / \sin \beta)^{2}$, and additionally, the b-loop contribution to the amplitude is multiplied by -tan $\alpha$ tan $\beta$.

In the case of the heavy $C P$-even Higgs boson, $H$, the results are similar with that of the light Higgs boson. In the Type-I or the Lepton-specific 2HDM type, the cross section of the CP-even Higgs boson is the SM cross section multiplied by the factor $(\sin \alpha / \sin \beta)^{2}$. In the Type-II or the Flipped 2HDM type, where the b-quark loop can contribute significantly to the cross section, the b-loop contribution is multiplied by $\cot \alpha \tan \beta$ and the top quark contribution is multiplied by $(\sin \alpha / \sin \beta)^{2}$.

For the gluon-gluon fusion production of the (pseudoscalar) $C P$-odd Higgs, $A$, the cross section does not only receive trivial factors by multiplying them by the top and b-quark contributions, but also, the factor $A_{1 / 2}^{h}$ (Eq. 2.39) is replaced by the simpler form $2 f\left(\tau_{q}\right) / \tau_{q}$, which in the limit $m_{t} \gg m_{A}$ is 2 instead of $4 / 3$. In the Type-I 2 HDM or the Lepton-specific 2 HDM type, the production cross section of the $C P$-odd Higgs is also multiplied by a total factor of $(9 / 4) \cot ^{2} \beta$, however, this factor is replaced by $\tan ^{2} \beta$ in the Type-II or the Flipped 2HDM type.

### 2.2.8.2 Vector Boson Production Processes

The light and heavy $C P$-even neutral Higgs bosons can be produced through vector boson production processes such as $W^{*} \rightarrow W H, Z^{*} \rightarrow Z H, W W \rightarrow H$ and $Z Z \rightarrow H$, where $H$ can be either the light or the heavy neutral Higgs. In all 2HDM types, the cross section of the light CP-even Higgs boson, $h$, is the SM cross section multiplied by the factor $\sin ^{2}(\alpha-\beta)$.

Additionally, the cross section of the heavy Higgs boson, $H$ is also the SM cross section multiplied by the $\cos ^{2}(\alpha-\beta)$. On the other hand, the $C P$-odd Higgs boson, $A$, cannot be generated via this production mode, given that there are no $W^{+} W^{-} A$ and $Z Z A$ vertices.

### 2.2.8.3 Associated $t \bar{t} X$ Production

This process always has a smaller rate than gluon-gluon fusion, however, it is an interesting production mode due to a clear signal if one can tag on a lepton from the decay of the top or antitop quark. In all 2 HDM models, the cross section of light Higgs, $h$, can be multiplied by the factor $(\cos \alpha / \sin \beta)^{2}$. The cross section of the heavy neutral Higgs is multiplied by the factor $(\sin \alpha / \sin \beta)^{2}$ and the cross section of the pseudoscalar Higgs boson is multiplied by the factor $\cot ^{2} \beta$.

### 2.2.8.4 Associated $b \bar{b} X$ Production

This mechanism might be significant for large $\beta$ values in the Type-II, when the Higgs coupling to $\mathbf{b}$ quark pairs becomes strong enough. The rate of the production cross section for each five physical state of Higgs is negligible for the Type-I and the Lepton-specific type because there is no contribution from b-quark loops. Alternatively, in the Type-II or the Flipped 2HDM type, the associated $b \bar{b} X$ production can be important for very large values of $\beta$. The production cross section of $h$ is multiplied by the factor $(\sin \alpha / \cos \beta)^{2}\left(m_{b} / m_{t}\right)^{2}$ whereas the cross section of the heavy scalar Higgs is proportional to $(\cos \alpha / \cos \beta)^{2}$. In the case of heavy $C P$-odd Higgs boson, $A$, the cross section is multiplied by $\tan \beta$ and therefore, the production increases significantly when $\tan \beta$ receives large values.

### 2.2.9 Higgs Decays And Branching Ratios In The 2hdm Model

In the 2HDM model, branching fractions do not exclusively depend on masses, but they are affected by mixing angles $\alpha$ and $\beta$. This makes calculations of $\mathcal{B} r$ complicated and a possible analysis of each Higgs state is more difficult. Table 2.5 summarises all possible decay channels of the five physical Higgs states in the 2HDM model, however, some of them are suppressed and some others are dramatically dominant due to the Higgs' couplings to quarks, leptons, or vector bosons.

| Higgs bosons | Decay | Channels in 2HDM | Final States |
| :---: | :---: | :---: | :---: |
|  | $H_{i} H_{i}$ | $H \rightarrow A A, h h$ | $(b b / \tau \tau / W W / Z Z / \gamma \gamma)(b b / \tau \tau / W W / Z Z / \gamma \gamma)$ |
| $h, H, A$ | $H_{i} Z$ | $H \rightarrow A Z, A \rightarrow H Z, h Z$ | $(b b / \tau \tau / W W / Z Z / \gamma \gamma)(\ell \ell / q q / \nu \nu)$ |
|  | $H^{ \pm} H^{\mp}$ | $H \rightarrow H^{ \pm} H^{\mp}$ | $(t b / \tau \nu / c s)(t b / \tau \nu / c s)$ |
|  | $H^{ \pm} W^{\mp}$ | $H / A \rightarrow H^{ \pm} W^{\mp}$ | $(t b / \tau \nu / c s)(\ell \nu / q q)$ |
| charged Higgs $H^{ \pm}$ | $H_{i} W^{ \pm}$ | $H^{ \pm} \rightarrow h W^{ \pm}, H W^{ \pm}, A W^{ \pm}$ | $(b b / \tau \tau / W W / Z Z / \gamma \gamma)(\ell \nu / q q)$ |

Table 2.5: Summary of all possible decay modes for non-SM Higgs bosons in the 2HDM model, where $H_{i}=h, H, A$.

In general, the branching fractions of any channel can increase or decrease due to a multiplied factor.

For instance, in the Type-I 2HDM, the coupling of the light neutral Higgs to fermions is the same as in the SM but multiplied by $\cos \alpha / \sin \beta$, while the light Higgs boson's couplings to $W W$ and $Z Z$ are multiplied by $\sin (\alpha-\beta)$. Moreover, the coupling of the heavy $C P$-even Higgs boson to $W W$ is multiplied by $\sin \alpha / \sin \beta$, while the coupling of the $H$ to $Z Z$ is multiplied by $\cos (\alpha-\beta)$ [1].

As mentioned, there are some special cases where the suppression of the mixing angles $\alpha$ and $\beta$ is interesting. If $\sin (\alpha-\beta)(\cos (\alpha-\beta))$ vanishes, then the $h(H)$ field is gauge-phobic and it does not couple to $W W$ and $Z Z$. If $\cos \alpha(\sin \alpha)$ vanishes, then the $h(H)$ is fermiophobic and the $\gamma \gamma$ decay can become dominant. In addition, the light Higgs boson can decay to $Z A(h \rightarrow Z A)$, if the pseudoscalar mass, $m_{A}$, is less than $m_{h}-m_{Z}$. The width of the $h \rightarrow Z A$ decay channel is given by:

$$
\begin{equation*}
\Gamma(h \rightarrow Z A)=\frac{g^{2} m_{h}^{3} \cos ^{2}(\alpha-\beta)}{64 \pi m_{W}^{2}}\left[\left(1-\left(m_{Z}^{2}-m_{A}^{2}\right) / m_{h}^{2}\right)^{2}-4 m_{Z}^{2} m_{A}^{2} / m_{h}^{4}\right]^{3 / 2} \tag{2.42}
\end{equation*}
$$

The width takes the maximum value when $\cos ^{2}(\alpha-\beta)=1$, making the channel dominant. In addition, if pseudoscalars were lighter than $h(h \rightarrow A A)$, the light Higgs boson, $h$, could decay to a pair of pseudoscalar Higgs boson.

Now, examining the decay channels of the heavier neutral scalar, $H$, it is clear that it couples to fermions proportionally to $\sin \alpha / \sin \beta$ and to vector bosons proportionally to $\cos (\alpha-\beta)$. The $H$ is a gaugephobic at $\alpha=-\pi / 4$ and the fermion's decay becomes dominant. On the other hand, the fermiophobic point is $\alpha=0$ and the $H \rightarrow h h$ and $H \rightarrow A A$ decays may be kinematically allowed:

$$
\begin{gather*}
\Gamma(H \rightarrow h h)=\frac{g^{2} m_{Z}^{2}}{128 \pi m_{H} \cos ^{2} \theta_{W}}[\cos 2 \alpha \cos (\beta+\alpha)-2 \sin 2 \alpha \sin (\beta+\alpha)]^{2}\left(1-\frac{4 m_{h}^{2}}{m_{H}^{2}}\right)^{1 / 2}  \tag{2.43}\\
\Gamma(H \rightarrow A A)=\frac{g^{2} m_{Z}^{2}}{128 \pi m_{H} \cos ^{2} \theta_{W}}[\cos 2 \beta \cos (\beta+\alpha)]^{2}\left(1-\frac{4 m_{A}^{2}}{m_{H}^{2}}\right)^{1 / 2} \tag{2.44}
\end{gather*}
$$

Finally, the couplings of the $C P$-odd Higgs boson $(A)$ to fermions are multiplied by $\cot \beta$ and as reported before, there are no couplings to a pair of vector bosons. The branching fractions of the $A$ relatedchannels will be independent of $\alpha$ and $\beta$ and they will be derived from fermion mass ratios and phase space. For the pseudoscalar Higgs boson, there is an interesting scenario which is reasonable to be investigated where the $C P$-odd Higgs boson mass is greater than $m_{h}+m_{Z}$ but below 350 GeV . A possible decay mode of this scenario is the $A \rightarrow Z h$ decay channel. This decay channel dominates below 350 GeV due to the coupling of $t \bar{t}$. Over this point, the pseudoscalar Higgs boson decays to $t \bar{t}$, making the $A \rightarrow t \bar{t}$ a dominant channel, while the $\mathcal{B} r(A \rightarrow Z h)$ falls down dramatically. The
corresponding width is given by:

$$
\begin{equation*}
\Gamma(A \rightarrow Z h)=\frac{g^{2}\left[\left(m_{A}^{2}+m_{h}^{2}-m_{Z}^{2}\right)^{2}-4 m_{A}^{2} m_{h}^{2}\right]^{3 / 2} \cos ^{2}(\beta-\alpha)}{64 \pi m_{Z}^{2} m_{A}^{3} \cos ^{2} \theta_{W}} \tag{2.45}
\end{equation*}
$$

Comparing the decay modes of Type-II 2HDM and Type-I 2HDM, minor differences are observed. As shown in the previous Chapter 2.2.5, the coupling of $h$ to fermions depends on the fermion charge. The coupling of the up-type quarks is the same as in Type-I (the SM coupling is multiplied by $\cos \alpha / \sin \beta$ ). Alternatively, the coupling of the down-type quarks and leptons are multiplied by $-\sin \alpha / \cos \beta$. For large $\tan \beta$ values, these couplings are much larger than the couplings of the down-type quarks and leptons in Type-I. Unlike the Type-I 2HDM, all possible branching ratios are strongly dependent on $\tan \beta$ and can drastically affect the Higgs phenomenology.

In Lepton-specific 2HDM type, the $\mathcal{B} r\left(h \rightarrow \tau^{+} \tau^{-}\right)$is much larger than $\mathcal{B} r(h \rightarrow b \bar{b})$, and it grows as $\tan ^{2} \beta \cot ^{2} \alpha$. In the Lepton-specific type, the b-phobic value of $\alpha$ is $\pm \pi / 2$ and the $\tau$-phobic value of $\alpha$ is zero. When $\alpha= \pm \pi / 2$, the $\tau^{+} \tau^{-}$mode is dominant than other modes, however, when $\alpha=0$, the $b \bar{b}$ mode replaces the $\tau^{+} \tau^{-}$channel.

In Flipped 2HDM type, the $\tau$-coupling is forbidden to have a huge improvement because it would also enhance the top-quark coupling, and a possible improvement of the latter would cause vital issues with perturbation theory and unitarity. The branching ratios of the light scalar $h$ are similar with the Type-II ratios, however, the branching fraction of $\tau^{+} \tau^{-}$mode is greater than that of the $b \bar{b}$ decays. In addition, the branching ratios of the other physical states of Higgsses $\left(H, H^{ \pm}\right.$and $\left.A\right)$ are very similar to that of the Type-II.

## Part II

## Experimental Infrastructure

## The Large Hadron Collider Machine

Many colliders were built during the past decades but never one like the Large Hadron Collider (LHC). The LHC was built to outreach energy limits that previous accelerators could not achieve them. The LHC covers absolutely wider range of searches, including searches for supersymmetry and dark matter. The primary target of LHC was to discover the Higgs boson which was achieved on the $4^{\text {th }}$ July, 2012. The Higgs boson was discovered by using the data of RUN-I collected by the main detectors of LHC. This chapter is dedicated to the functionality of the LHC and describes various parts of the machine.

### 3.1 Historical Details

The Large Hadron Collider (LHC) is located at the European Organisation for Nuclear Research (CERN) near Geneva, Switzerland, and it is a forceful machine for high energy physics experiments. It was constructed to collide heavy ion or proton beams with a centre-of-mass energy 14 TeV and luminosity $\simeq 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$. LHC is a two-ring-superconducting-hadron accelerator which replaced the Large Electron-Positron Collider (LEP) machine in the existing 27 Km circular tunnel. The tunnel is constructed around 45 m to 175 m underground and has a diameter of 3.7 m . The particle collider requires to have two rings with counter-rotating beams, in contrast to particle-antiparticle colliders that can have both beams
in a single ring. For this reason, it is needed to exist two separate proton rings in the tunnel. The insufficient place in the tunnel did not allow the installation of two separate rings. Therefore, an alternative suggestion was proposed to solve the problem of space. The twin-bore magnet patent was proposed by John Blewett at the Brookhaven laboratory in 1971 [44] and the LHC was finally born.

### 3.2 LHC GOALS

Beyond the discovery of the Higgs at 125 GeV , the LHC aims to establish physics beyond the Standard Model with centre of mass collision energies of up to 14 TeV . Every second of the operation of the LHC will produce an extraordinary number of events ( 40 million events per second), computed by the following relation:

$$
\begin{equation*}
N_{\text {event }}=\mathcal{L} \sigma_{\text {event }} \tag{3.1}
\end{equation*}
$$

where $\sigma_{\text {event }}$ is the cross section for the event channel under study and $\mathcal{L}$ stands for the machine luminosity. The machine luminosity is proportional to the beam parameters, as follows:

$$
\begin{equation*}
\mathcal{L}=\frac{N_{b}^{2} n_{b} f_{\text {rev }} \gamma_{r}}{4 \pi \epsilon_{n} \beta^{*}} F \tag{3.2}
\end{equation*}
$$

where $N_{b}$ is the number of particles per bunch, $n_{b}$ is the number of bunches per beam, $f_{\text {rev }}$ the revolution frequency, $\gamma_{r}$ the relativistic gamma factor, $\epsilon_{n}$ the normalized transverse beam emittance, $\beta^{*}$ is the beta function at the collision point, and $F$ the geometric luminosity reduction factor due to the crossing angle at the interaction point (IP):

$$
\begin{equation*}
F=\left(1+\left(\frac{\theta_{c} \sigma_{z}}{2 \sigma^{*}}\right)^{2}\right)^{-1 / 2} \tag{3.3}
\end{equation*}
$$

where $\theta_{c}$ is the full crossing angle at the IP, $\sigma_{z}$ the RMS bunch length and $\sigma^{*}$ is the transverse RMS beam size at the IP. The LHC is designed to provide a luminosity $L=10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ for proton operation.

The machine parameters relevant for the operation of LHC detectors are listed in Tab. 3.1.

### 3.3 Parts Of LhC

The LHC is not only a ring with diameter 27 Km , but it is a complex of accelerators. Protons are produced through the ionization of hydrogen gas in a duo-plasmatron and go through a set of accelerators before injecting in the LHC. An electric field is used to break down hydrogen atoms into protons and electrons. After that, they are sent to a radio frequency quadrupole, reaching the energy 750 KeV . The

| Description | Symbol | proton-proton collision | Unit |
| :---: | :---: | :---: | :---: |
| Energy per nucleon | $E$ | 7 | TeV |
| Dipole field at 7 TeV | $B$ | 8.33 | T |
| Design Luminosity | $\mathcal{L}$ | $10^{34}$ | $\mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ |
| Bunch separation |  | 25 | ns |
| Number of bunches | $k_{B}$ | 2808 |  |
| Number of particles per bunch | $N_{p}$ | $1.15 \times 10^{11}$ |  |
|  | Collision |  |  |
| $\beta$-value at IP | $\beta^{*}$ | 0.55 | m |
| RMS beam radius at IP | $\sigma^{*}$ | 16.7 | $\mu \mathrm{~m}$ |
| Luminosity lifetime | $\tau_{L}$ | 15 | hr |
| Number of collisions/crossing | $n_{c}$ | $\simeq 20$ |  |

Table 3.1: The LHC parameters relevant for the LHC detectors.
first accelerator of the LHC is the LINAC2, where the protons acquire energy 50 MeV . Then, they are injected in the first circular accelerator, BOOSTER, until their energy becomes about 1.4 GeV , before entering the Proton Synchrotron (PS). In the PS ring, protons are accelerated at an energy 25 GeV . The last "small" accelerator is the Super Proton Synchrotron (SPS) where protons increase their energy to 470 GeV before injected in the LHC ring. Finally, in the LHC, protons are accelerated to their final energy 7 TeV for each beam. In the LHC, protons are divided into two different beams with opposite direction and they are collided at certain collision points.Fig. 3.2 illustrates the complex of accelerators at CERN.

### 3.4 Four Experiments

Four collision points are located along the LHC ring. Four experiments are installed at the four collision points in the LHC:

1. CMS (Compact Muon Solenoid) [46].
2. ATLAS (A Toroidal LHC ApparatuS) [47]
3. LHCb (Large Hadron Collider beauty) [48]
4. ALICE (A Large Ion Collider Experiment) [49]

CMS is one of the largest and vital experiments in the LHC, which consists of a variety of detectors, giving the possibility to investigate a widespread range of physics objectives. The main purpose of CMS is to detect the SM scalar Higgs boson as well as supersymmetric particles including some candidates


Figure 3.2: Overview of the CERN accelerator complex. Taken from Ref. [45].
of dark matter. The next Chapter is completely dedicated to the CMS experiment in which each detector of the experiment is described in detail.

ATLAS is the second largest experiment in the LHC. It has the same physics goals as CMS, however, it uses different subdetector/choices. The remaining experiments of LHC, are smaller than CMS and ATLAS but they play an important role to the detection of new physics too. LHCb was designed to study CP -violation as well as rare decays of b-quarks. ALICE is a heavy-ion detector which aims to examine strong interactions in high energy densities where a new phase of matter is expected to be formed, the quark-gluon plasma.

### 3.5 Operation Of LhC

LHC was designed to start operating in 2008, however, a faulty electrical connection between two magnets caused a loss of approximately six tonnes of liquid helium, damaging a total of 53 magnets. Finally, LHC went live on 20 November 2009 and successfully operated for four and half years completing RUN-I by delivering luminosity $30 \mathrm{fb}^{-1}$. In 2013, its operation stopped for replacing damaged detector components with new ones. The first Long Shut Down (LS1) took place in 2013 and lasted for two years. After that, LHC started operating again, accelerating the beam protons at a centre-of-mass energy 13 TeV and delivering an overall integrated luminosity $150 \mathrm{fb}^{-1}$ in RUN-II. Again, it stopped circulating
the beams at the end of 2018 for the big upgrade of the four experiments and the accelerator machine. During Long Shut Down 2 (LS2) the PS Booster and the SPS will receive the most major upgrades. In addition, the CMS experiment will also receive new subdetectors and upgraded electronics. Gas Electron Multiplier (GEM) superchambers will be installed into the CMS endcap as part of the newest CMS muon subsystem and the CMS Muon Cathode Strip Chamber (CS) subsystem will have upgraded electronics. The LS2 is expected to be completed in 2021 and then LHC will be ready for RUN-III. RUN-III will last for three entire years, delivering an integrated luminosity $300 \mathrm{fb}^{-1}$ before stopping again for the biggest upgrade. During Long Shut Down 3 (LS3), the particle accelerator chain will be entirely renovated and the experiments will replace numerous components, even whole subdetectors in order to be efficient for high luminosity runs (an integrated luminosity of about $3000 \mathrm{fb}^{-1}$ ). A new Electromagnetic Calorimeter called High-Granularity Calorimeter (HGCAL) will replace the current electromagnetic calorimeter in order to cope with the new environment and retain a good physics performance up to $3000 \mathrm{fb}^{-1}$. The CMS HGCAL consists of an electromagnetic part called Endcap Electromagnetic EE and two hadronic parts called Front Hadronic (FH) and Back Hadronic (BH) calorimeters. Layers of silicon pad sensors as active elements with lead in a stainless steel envelope as absorber are used in the electromagnetic part. The two hadronic parts consist of steel absorbers and silicon as active elements are used in the high $|\eta|$ regions and scintillating tiles with Silicon Photomultipliers (SiPM) readout in the lower $|\eta|$ regions [50]. In addition, a new $H^{-}$Linac (Linac4) will be installed as a new part of LHC, the PS Booster, and PS and SPS synchrotrons will also receive massive upgrades in order to operate smoothly in the high-luminosity LHC (HL-LHC) era [51].

The LHC accelerator between 2010 and 2018 delivered an overall integrated luminosity $180 \mathrm{fb}^{-1}$. Fig. 3.3 illustrates the delivered luminosity for these years, indicating the corresponding centre-of-mass energy.

CMS Integrated Luminosity Delivered, pp


Figure 3.3: Delivered luminosity as a function of time for 2010-2012 (RUN I) and 2015-2018 (RUN II). Taken from Ref. [52].

## Compact Muon Solenoid Experiment

The LHC is just an accelerator; it does not record any data, it just circulates and collides two opposite proton beams. In order to record events, a complex of detectors must be placed at the collision points of LHC. The Compact Muon Solenoid (CMS) experiment is one of these detectors. This Chapter is referred to the CMS Experiment by describing its detectors, one by one, revealing their power to identify any unknown particles.

### 4.1 CMS In A NutShell

The Compact Muon Solenoid (CMS) apparatus has a primary target to precisely identify muon particles thanks to its state-of-the-art muon system. In addition, it is designed to study a wide range of particles and their properties which are created by high energy collisions. CMS is able to identify muons, electrons, photons, and hadrons by measuring their energy accurately. Furthermore, CMS can indirectly measure the Missing Transverse Energy (MET or $\mathscr{E}_{T}$ ) of neutrinos by using powerful algorithms which are able to reconstruct the energy of neutrinos. To summarise, CMS consists of, from the outermost to the innermost part:
(a) Muon system: for identifying muon particles.
(b) Superconducting Magnet: for providing a 3.8 Tesla magnetic field parallel to the beam axis to bend the tracks of all charged particles.
(c) Hadronic Calorimeter (HCAL): for measuring energies and directions of hadrons and jets as well as calculating the missing transverse energy of events.
(d) Preshower Detector: placed in front of Endcap ECAL helping to discriminate between single photons and neutral pions $\left(\pi^{0}\right)$.
(e) Electromagnetic Calorimeter (ECAL): for measuring energies and directions of electrons, positrons and photons. ECAL has a very good energy resolution, better than $0.5 \%$.
(f) Tracker Detector: for determining momentum of particles, primary and secondary vertices of charged particles. The Tracker Detector records the trajectories of produced particles from high energy collisions.
(g) Trigger: for recording only the interesting events by reducing the huge amount of data produced in the proton-proton collisions.

Fig. 4.1 shows the whole complex of CMS detectors and its dimensions. CMS weighs 14000 tons, is 28.7 m long and has a diameter of 15.0 m . In addition, the coordinate system adopted by CMS is shown in Fig. 4.1 and it has the origin centred at the nominal collision point. The $x$-axis is pointing radially inward toward the centre of the LHC and the $y$-axis is pointing vertically upward. The $z$-axis points along the beam direction toward the Jura mountains from LHC Point 5.


Figure 4.1: The Compact Muon Solenoid experiment.

The azimuthal angle $\phi$ is measured from the $x$-axis in the $x-y$ plane and the polar angle $\theta$ from the $z$ axis. In high energy experiments, a new variable, pesudorapidity $(\eta)$, is introduced instead of the polar angle. Pseudorapidity is defined in terms of the polar angle, as follows:

$$
\begin{equation*}
\eta=-\ln \tan (\theta / 2) \tag{4.1}
\end{equation*}
$$

When pseudorapidity of a particle is equal to zero $(\eta=0)$, its movement is perpendicular to the beam direction and, additionally, the beam direction itself has pseudorapidity $\pm \infty$ in the $z$-direction. Another useful variable similar to pseudorapidity, is the rapidity, $y$, defined as:

$$
\begin{equation*}
y=\frac{1}{2} \ln \left(\frac{E+p_{z}}{E-p_{z}}\right) \tag{4.2}
\end{equation*}
$$

and it is equivalent to the pseudorapidity for massless particles. The transverse momentum of particles, denoted by $p_{T}$, is computed from the $x$ - and $y$-components. Similarly, the energy measured transverse to the beam direction, is defined as $E_{T}=E \sin \theta$, and the imbalance of energy in the transverse plane is called Missing Transverse Energy (MET), denoted by $\mathscr{E}_{T}$ or $E_{T}^{m i s s}$. Additionally, the distance between two particles recorded by detectors can be measured in a third Lorentz-invariant variable, called $\Delta R$, and it is equal:

$$
\begin{equation*}
\Delta R=\sqrt{\Delta \eta^{2}+\Delta \phi^{2}} \tag{4.3}
\end{equation*}
$$

where $\Delta \eta$ and $\Delta \phi$, are the differences of pseudorapidity and azimuthal angle between two particles, respectively.

### 4.2 Magnet

CMS was built providing the strongest superconducting magnet ever built. The Collaboration selected a large superconducting solenoid magnet for achieving its primary goal, which is the measurement of 1 TeV muon momentum with $10 \%$ resolution and bending the tracks of charged particles by a magnetic field 3.8 Tesla. The magnet is 12.9 m long and has an inner diameter of 5.9 m .2168 turns were needed to cover the entire magnet, carrying a 19.5 kA current. The superconducting solenoid magnet can produce roughly 3.8 Tesla in extremely low temperature, achievable by cooling down the magnet with liquid helium.

### 4.3 Tracking System

The inner tracking system of CMS provides a precise and efficient measurement of the tracks of charged particles as well as a precise reconstruction of secondary vertices for jet identification. It has a length of 5.8 m and a diameter 2.5 m , surrounding the entire interaction point. Furthermore, the tracking detector requires a high granularity and fast response due to the large number of particles and tracks for each proton-proton interaction, which occurs every 25 ns . The tracking system can be damaged by radiation interactions due to the intense particle flux and therefore, the main challenge was to develop a system able to operate in this harsh environment. The inner tracking system, based on silicon detector
technology, provides a system with high granularity, speed and radiation hardness.
The CMS tracker consists of a pixel detector with 3 barrel layers placed close to the interaction vertex, where the particle flux is the highest, and silicon microstrip detectors with 10 barrel detection layers, located in the intermediate and outermost regions where the particle flux is sufficiently dropped. The difference between two regions is that silicon microstrip detectors with a minimum cell size of $10 \mathrm{~cm} \times$ $80 \mu \mathrm{~m}$ are used in the intermediate region, while larger-pitch silicon microstrips with maximum cell size of $25 \mathrm{~cm} \times 180 \mu \mathrm{~m}$ are placed in the outermost region. Besides, the forward region is equipped with 2 pixel and 9 microstrip layers in each of the 2 Endcaps. The barrel part is separated into an Inner and an Outer Barrel, where the inner barrel is shorter than the outer barrel for avoiding excessively shallow track crossing angles. The gap area between them is covered by placing three additional inner disks. The pixel detector covers an area of $1 \mathrm{~m}^{2}$, whilst the silicon detectors' coverage is $200 \mathrm{~m}^{2}$ [53, 54]. The CMS inner tracking system is composed of 1440 pixel and 15148 strip detector modules.

A drawing of the whole CMS tracking system is shown in Fig. 4.2. Three cylindrical layers of pixel detector modules surround the interaction point at the positions $r=4.4,7.3,10 \mathrm{~cm}$, respectively. Two discs of pixel modules on each side complete the pixel detector by covering an area of about $1 \mathrm{~m}^{2}$ and having 66 million pixels, ready to detect any charged particle trajectory at the interaction point.


Figure 4.2: The CMS tracker. Each line corresponds to a detector module. Each area has own name and symbol. TOB: Tracker Outer Barrel, TEC-: Tracker Endcap Minus, TEC+: Tracker Endcap Plus, TID: Tracker Inner Disk, TIB: Tracker Inner Barrel. Taken from Ref. [55].

The silicon strip detector covers the radial region between 20 cm and 116 cm . The Tracker Inner Barrel and Disks (TIB/TID) reach at radius of 55 cm and consist of 4 barrel layers, supplemented by 3 disks at each end. The Tracker Outer Barrel (TOB) surrounds the TIB/TID, and has a radius of 116 cm and is
composed of 6 barrel layers of microstrip detectors. The Tracker EndCaps (TEC+/TEC-) consist of 9 disks, carrying up to 7 rings of silicon microstrip detectors. TEC+/TEC- are placed in the direction of the z -axis.

The material budget of the CMS tracker in units of radiation lengths and hadronic interaction length is shown in Fig. 4.3, as estimated from simulation [56]. The figure illustrates the tracker material budget with an accuracy better than $10 \%$, as was established by measuring the distribution of reconstructed nuclear interactions and photon conversions in the tracker.


Figure 4.3: Right: Radiation length $t / X_{0}$ of the tracker material as a function of pseudorapidity $\eta$ for the different sub-detectors of the tracker. Left: Hadronic interaction length $t / \lambda_{I}$ of the tracker material as a function of pseudorapidity $\eta$ for the different sub-detectors of the tracker. Taken from Ref. [56].

### 4.3.1 Pixel Detector

The pixel system is the innermost part of the CMS tracking system and surrounds the interaction region. It provides a precise measurement of the tracking points in $r-\phi$ and $x$ directions and is responsible for a good secondary vertex reconstruction. It has the leading role for the reconstruction of tracks and vertices. In order to achieve a good track resolution in both $r-\phi$ and $z$ directions, the pixel system consists of pixel cell sizes of $100 \times 150 \mu \mathrm{~m}^{2}$. By taking advantage of the small size of pixel cells, it can easily reconstruct a 3D vertex which will be important for secondary vertices. Moreover, the pixel system provides a good position resolution and can well separate signal and noise hits as well as to identify large hit clusters from overlapping tracks.

The pixel detector is extended from pseudorapidity -2.5 to $2.5(-2.5<\eta<2.5)$ and consists of three


Figure 4.4: Geometrical layout of the pixel detector.
barrel layers (BPix) and two endcap disks (FPix), as shown in Fig. 4.4. BPix contains 48M pixels covering a total area of $0.78 \mathrm{~m}^{2}$, and FPix includes 18 million pixels in a total area of $0.28 \mathrm{~m}^{2}$. The arrangement of the three barrel layers and the two pixel disks on each side ensures 3 tracking hits over almost the full $\eta$-range. The pixel detector is exposed to a strong radiation produced by proton-proton collisions and, as a result, it must have a radiation tolerant design. A very important feature of the pixel detector is to have a very good resolution because the pixel detector is very close to the interaction point which implies a very high track rate. The current technology of the pixel detector can achieve a spatial resolution in the range of $15-20 \mu \mathrm{~m}$. Finally, it is worthwhile mentioning that the endcaps disks are assembled in a turbine-like geometry, titled at $20^{\circ}$ to induce charge-sharing, which is a phenomenon caused by the geometric effect of particles entering the detector at an average angle of $20^{0}$ away from normal incidence [57]. The charge-sharing effect is more intense at the presence of the magnetic field, in particular of 3.8 Tesla and is enhanced by the $\vec{E} \times \vec{B}$ drift.

### 4.3.2 Silicon Strip Detector

The silicon strip detector surrounds the pixel detector and is positioned to the intermediate and outermost regions. It is divided into two parts as mentioned in the previous Sec. 4.3: the TIB and the TOB. The TIB consists of four layers and covers up to $|z|<65 \mathrm{~cm}$ using silicon sensors with a thickness of $320 \mu \mathrm{~m}$. The strip pitch varies from 80 to $120 \mu \mathrm{~m}$ and is placed between two sequential silicon sensors. The first two layers host double sided modules with a strip pitch of $80 \mu \mathrm{~m}$, while the outer two layers comprise single sided modules with a strip pitch of $120 \mu \mathrm{~m}$. This assembly of the TIB provides a measurement in both $r-\phi$ and $r-z$ coordinates. The TOB is made of six layers with a half-length of $|z|<110$ cm . Silicon sensors with a thickness of $500 \mu \mathrm{~m}$ which are used as the radiation levels, are smaller in the outermost region. The thicker silicon sensors can maintain a good signal-to-noise ( $\mathrm{S} / \mathrm{N}$ ) ratio for longer strip length and for wider strip pitch, which varies from 120 to $180 \mu \mathrm{~m}$. Similarly, the first two layers of TOB are instrumented with double sided modules and the last two layers with single sided microstrip
modules.
The endcaps are divided into the Tracker EndCap (TEC) and Tracker Inner Disks (TID). Each TEC is made of nine disks, covering the region $120 \mathrm{~cm}<|z|<280 \mathrm{~cm}$. Each TID comprises three small disks which fill the gap between the TIB and the TEC. The TEC and TID modules are arranged in rings, centred on the beam line. As the first two layers of TIB and TOB, the first two rings of the TID and the innermost 2 rings and the fifth ring of the TEC comprise double sided modules, while the remaining rings are equipped with single sided modules. The sensors of the TID and the 3 innermost rings of the TEC have a thickness of $320 \mu \mathrm{~m}$ and the rest of the TEC has a thickness of $500 \mu \mathrm{~m}$.

The whole silicon strip detector is made of 15400 modules and operates in a cold environment of $-20^{\circ} \mathrm{C}$.

### 4.4 Electromagnetic Calorimeter

The CMS Electromagnetic Calorimeter (ECAL) [58,59] is a hermetic, homogeneous calorimeter and covers the pseudorapidity region from -3 to $3(-3<\eta<3)$, as shown in Fig. 4.5. The purpose of ECAL is to measure precisely energies and directions of photons and electrons and for this reason 61200 lead tungstate $\left(\mathrm{PbWO}_{4}\right)$ crystals were chosen to be installed in the central barrel region, closed by 7324 crystals in each of the 2 endcaps.


Figure 4.5: Layout of the ECAL, showing the barrel supermodules, the two endcaps and the preshower detectors. Taken from Ref. [58].

Taking advantage of the previous knowledge and experience on calorimeters, ECAL has been con-
structed with using lead tungstate $\left(\mathrm{PbWO}_{4}\right)$ scintillating crystals because of their short radiation ( $\mathrm{X}_{0}=$ 0.89 cm ). Furthermore, these crystals have a very fast response ( $80 \%$ if the light is emitted within 25 $\mathrm{ns})$. On the other hand, a lead tungstate crystal has the disadvantage of the low light yield $(30 \gamma / \mathrm{MeV})$, but fortunately, this can be fixed by using photodetectors with intrinsic gain that can operate in a magnetic field. There are two types of photodetectors; silicon avalanche photodiodes (APDs) [60], used in the barrel region and vacuum phototriodes (VPTs) [61], used in the endcaps. The diversity of photodetectors in the two regions is due to the radiation level. In the endcap regions, the radiation levels are much higher and special photodetectors, such as vacuum phototriodes, are required. Both crystals and photodetectors are sensitive to the changes of temperature and a temperature stability (around $0.1^{0} \mathrm{C}$ ) is required for accuracy. The main advantages of using $\mathrm{PbWO}_{4}$ crystals are the fast production of the crystals (one lead tungstate crystal per two days), the fine granularity and their radiation hardness.

The barrel section (EB) has an inner radius of 129 cm and is made of 36 supermodules (each supermodule has 4 modules [62]), 18 in each half barrel, each covering $20^{\circ}$ in $\phi$. The 36 supermodules of the barrel section cover the pseudorapidity range $|\eta|<1.479$. The endcaps (EE) cover a pseudorapidity range of $1.479<|\eta|<3.0$. The distance between the interaction point and the edge of the endcap is 3144 mm . The endcap consists of $5 \times 5$ crystals (supercrystals, or SCs) and is divided into 2 halves, named Dees. Each Dee includes 3662 crystals. These crystals are grouped into 138 standard SCs and 18 special partial supercrystals on the inner and outer circumference. Fig. 4.6 shows a transverse section through ECAL where the barrel (EB) and endcap (EE) sections are pointed out.


Figure 4.6: Transverse slice of ECAL, showing geometrical features. Taken from Ref. [62].

The energy resolution can be obtained by fitting a Gaussian function to the reconstructed energy distributions and can be parameterised as a function of energy, as follows:

$$
\begin{equation*}
\left(\frac{\sigma}{E}\right)^{2}=\left(\frac{S}{\sqrt{E}}\right)^{2}+\left(\frac{N}{E}\right)^{2}+C^{2} \tag{4.4}
\end{equation*}
$$

where $S$ stands for the stochastic term which includes contributions from the shower containment, the number of photoelectrons and fluctuations. It was determined to be $2.8 \% . N$ is for the noise term, equal to $12 \%$ at 1 GeV and originates from the electronics and digitization. $C$ is the constant term, equal to $0.3 \%$, which includes the energy resolution for high energy electron and photon showers and the leak of energy outside the calorimeter. ECAL can measure precisely the energy of photons and electrons with an energy resolution, $\sigma / E$, better than $0.5 \%$, as shown in Fig. 4.7.


Figure 4.7: ECAL energy resolution, $\sigma / E$, as a function of electron energy as measured from a beam test as well as the corresponding values of stochastic, noise, and constant terms. Taken from Ref. [62].

### 4.4.1 Preshower Detector

The CMS Preshower detector (ES) is placed in front of EE to discriminate between single photons and neutral pions in the region of $1.653<|\eta|<2.6$. Additionally, it enhances the position determination of electrons and photons. The ES is a sampling calorimeter, consisting of two detector layers one after the other. Each detector layer is composed by a lead radiator plane followed by the Silicon Strip sensor plane. The first radiator plane is $2 X_{0}$ (radiation lengths), whilst the second is $1 X_{0}$. The splitting in two planes instead of one with $3 X_{0}$ was done to improve the spatial resolution.

A neutral pion is created in the proton-proton collisions, and will immediately decay into two closelyspaced photons. The main feature of these photons is the angle between them, which is small for pions directed towards the endcaps, and depends on the energy of the pion and its direction. The granularity of EE is not sufficient to be able to recognise the energy of a photon or the energy of a pion (decayed into two closely-spaced photons) and, therefore, the usage of ES is mandatory.

### 4.5 Hadronic Calorimeter

The Hadronic Calorimeter (HCAL) as sampling calorimeter, is able to measure jets' energies as well as the missing transverse energy $\left(\mathbb{E}_{T}\right)$. It is located inside the magnet coil and just outside ECAL, divided into four parts: the hadron barrel part (HB), the hadron endcap part (HE), the hadron forward part (HF) and the hadron outer (HO) part which is placed outside the magnet coil for absorbing a possible remaining energy of hadrons, as illustrated in Fig. 4.8.


Figure 4.8: Longitudinal view of the CMS detector in which the locationf of the hadron barrel (HB), endcap (HE), outer (HO), and forward (HF) calorimeters are indicated. Taken from Ref. [46].

HCAL uses brass as absorber material with a reasonably short interaction length. It consists of plastic scintillator tiles read out by embedded wavelength-shifting (WLS) fibres [46]. The HB is a sampling calorimeter which consists of 32 towers and covers the pseudorapidity region $-1.4<\eta<1.4$. It is divided into two half barrel sections (HB+ and HB-) in which 15 brass plates are instrumented, each with a thickness of 5 cm , plus 2 external stainless steel plates for mechanical strength. The first and the last scintillator plates of HB are 9 mm length instead of 3.7 mm of the other plates and the light collected by the first layer is optimised to be a factor of 1.5 higher than the other scintillator plates. For the former, the purpose is to sample hadronic showers developing in the inert material between EB and HB and for the latter, its larger thickness serves to correct for late developing showers leaking out the back of HB.

The hadron outer detector ( HO ) is made of scintillators with a thickness of 10 mm , located outside the magnet coil, as shown in Fig. 4.9, covering the pseudorapidity region $-1.26<\eta<1.26$. The main priority of HO is to record the energy from hadron showers which leak through the rear of the
calorimeters, ensuring that no other particle escapes from the detectors except from muon particles, which are detected from the muon system. The HO behaves like tail-catcher and by increasing the thickness of the hadron calorimeter to over 10 interaction lengths, it achieves the reduction of the tails in the energy resolution function and improves the $\mathscr{E}_{T}$ resolution of the calorimeter.


Figure 4.9: The HCAL tower segmentation in the $r, z$ plane. The position of the HO is clearly pointed out outside the magnet coil. Taken from Ref. [46].

Furthermore, there are two hadron endcaps (HE+ and HE-) that each one consists of $14 \eta$ towers with $5^{0} \phi$ segmentation. Each HE covers the pseudorapidity region $1.3<|\eta|<3.0$. The total number of HE towers is 2304 , ensuring a good measurement of hadron showers directed in the endcap regions.

Fig. 4.8 indicates another detector which covers the pseudorapidity region $3.0<|\eta|<5.0$. The hadron forward calorimeter (HF) was built to be in charge of the detection of particles that travel directly in the forward regions. The HF is a steel/quartz fibre calorimeter with a thickness of its absorber 1.65 m and distance from the interaction point 11.2 m . It detects Cerenkov light emitted in the quartz fibres and then transferred to photomultipliers. The absorber structure is made of 1 mm square grooves into steel plates. The quartz fibres, with diameter 0.6 mm , run parallel to the beam line and are inserted into grooves, creating 2 effective longitudinal samplings. The 2 HF modules have 900 towers and 1800 channels. The HCAL energy resolution is parametrised, as follows:

$$
\begin{equation*}
\frac{\sigma}{E} \simeq \frac{\alpha}{\sqrt{E}}+b \tag{4.5}
\end{equation*}
$$

where $\alpha \simeq 65 \%$ in the barrel, $85 \%$ in the endcaps and $100 \%$ in the HF, while $b$ is $5 \%$ over the full $\eta$ range.

### 4.6 MUON SySTEM

The CMS provides a powerful detector dedicated to the detection of muons. The CMS muon system is based on three types of gaseous detectors used to identify and measure the momentum of muons: Drift tube chambers (DT), cathode strip chambers (CSC) and resistive plate chambers (RPC) are used to assemble the CMS muon subdetector system.


Figure 4.10: Layout of one quarter of the CMS muon system. The three types of gaseous detectors are also illustrated and highlighted. The Drift Tubes (DT), the Cathode Strip Chambers (CSC) and the Resistive Plate Chambers (RPC). Taken from Ref. [63].

In the barrel region the drift tubes are used, covering the pseudorapidity region $|\eta|<1.2$. Drift tube chambers were chosen for maximising their efficiency in the regions where the neutron background is small, the muon rate is low and the magnetic field in the chambers is also low. On the other hand, in the 2 endcaps, the choice of cathode strip chambers (CSC) is mandatory due to the intensity of magnetic field and the neutron background. The CSCs are placed in the 2 endcaps, covering the pseudorapidity region up to $|\eta|<2.4$, as shown in Fig. 4.10. Finally, the last detector of the CMS muon system is positioned in both regions. Resistive plate chambers (RPC) were chosen for ensuring good operation at high rates in the barrel and endcap areas. The usage of RPC, in the barrel and endcap regions provides a fast response with better time resolution than the DTs or CSCs. In a few words, the muon system is divided into 4 stations of detectors in the Muon Barrel (MB) region with the iron yoke. Each MB region contains 5 wheels of the yoke along the beam direction (labeled YB-2 for the farthest wheel in $-z$ and $\mathrm{YB}+2$ for the farthest in $+z$ ). The CSCs and RPCs placed in the endcaps are arranged in 4 disks, 3 rings in the innermost station and 2 in the outermost station. Overall, the muon system is made of $25000 \mathrm{~m}^{2}$ active detection planes. The muon system can provide a resolution of about $10 \%$ for muons without
information of the tracker system.

### 4.6.1 Drift Tube Chambers

In the barrel region, 250 DTs are organised in 4 layers (MB1, MB2, MB3, and MB4) inside the magnet return yoke, which is divided into five wheels. Each wheel is divided into 12 sectors. There are 12 chambers in each of the 3 inner layers, whereas only 2 chambers are included in the fourth layer, thus leading to a total of 14 chambers per wheel in MB4. The MB1, MB2 and MB3 are made of 12 planes of aluminium drift tubes; $4 r-\phi$ measuring planes in each of the 2 outermost superlayers separated by about 20 cm and sandwiching a z -superlayer comprising 4 z -measuring planes. The MB4 station does not contain the z -measuring planes.

In stations MB1 and MB2, DT chamber is placed between 2 RPCs, while the MB3 and MB4 consist of 1 DT and 1 RPC, which is positioned in the innermost side of the station. Thus, a high- $p_{T}$ muon crosses up to 6 PRCs and 4 DT chambers, producing up to 44 measured points in the DT system from which a muon track candidate can be reconstructed.

### 4.6.2 Cathode Strip Chambers

Cathode strip chambers (CSCs) are placed in the Muon Endcap (ME) system. There are 468 CSCs in the 2 endcaps and each CSC is trapezoidal in shape and comprises 6 gas gaps. Each gap has a plane of radial cathode strips and a plane of anode wires running almost perpendicularly to the strips. Additionally, there are 18 chambers in the innermost ring (ME1/1) and 36 chambers in each other rings of a muon station (ME2/1, ME3/1, and ME4/1) as shown in Fig. 4.10 (the four innermost blue planes). The gas ionization and electron avalanche are caused by a charged particle traversing each plane of a chamber, producing a charge on the anode wire and an image charge on a group of cathode strips. The signal of these detectors is fast and a precise position measurement consists of the determination of the centre-of-gravity of the charge distribution induced on te cathode strips. The spatial resolution is about $200 \mu \mathrm{~m}$ and the angular resolution is of the order 10 mrad .

### 4.6.3 Resistive Plate Chambers

The CMS resistive plates' system consists of gaseous parallel-plate detectors which are placed in both the barrel and the endcap regions. Size layers of RPC chambers are installed in the barrel iron yoke, 2 located in each of the first and second muon stations and 1 in each of the 2 last stations. In the endcap region, RPCs are placed only in 3 layers up to $\eta=1.6$.

The CMS RPC is a double-gap module consisting of 2 gaps, referred to up and down gaps in which strips are installed. The total signal is the sum of the 2 single-gap signals which provide the possibility to operate at lower high voltage. Moreover, the CMS RPCs combine the spatial resolution with a time resolution comparable to that of scintillators, which can achieve a good measurement and reconstruction of muon-track candidate.

### 4.7 The Cms Trigger

The LHC collides bunches of two opposite proton beams every 25 ns , achieving a beam crossing frequency of 40 MHz , which corresponds to about $10^{9}$ interactions per second. Since the huge amount of data produced by the collisions are not simply feasible to be stored, a rate reduction has to be achieved. The CMS trigger system aims to reduce this high event rate by selecting only events that have a physical interest; events with high transverse momentum of particles. The reduction of the high rate of events is performed in two steps called Level-1 Trigger (L1) [64] and High-Level Trigger (HLT) [65], respectively. The difference between the L1 and High-Level triggers is that L1 is made of largely programmable electronics, whereas HLT is a software system implemented in a filter farm of a thousand commercial processors. By operating together, L1 and HLT are designed to achieve at least a rate reduction of a factor of $10^{6}$. The L1 trigger uses information from the calorimeters and the muon system by achieving an output rate of 100 kHz . The HLT works slightly different from the L1. The CMS HLT can use the complete read-out data by performing complex calculations similar to those made in the offline analysis. The data rate can decrease significantly by taking advantage of the combination of L1 and HLT, reaching about 300 Hz before data storage.

### 4.7.1 Level-1 Trigger

The Level-1 trigger formed by custom hardware processors must take a decision very fast and accurately. It uses information from different subdetectors, such as the calorimeters and the muon system, as well as some correlation of information between these systems. The L1 decision is based on the so-called trigger primitive objects, such as electrons, muons, photons and jets above a set $E_{T}$ or $p_{T}$ threshold. In addition, it uses information from the global sums of $E_{T}$ and $\mathscr{E}_{T}$. The L1 trigger is designed to reduce the data rate from 40 MHz to 100 kHz , keeping only events with physics interest. All the high-resolution data is kept in pipelined memories during the Level-1 decision making period.

### 4.7.2 High-Level Trigger

After the performance of Level-1 trigger, the data from the pipelines are transferred to front-end readout bufffers for more investigation and rate reduction. The high-level trigger software code is performed by each processor which contains data from a given event with a size of about 1.5 MB ( $p p$ interactions). This procedure reduces the Level- 1 output rate of 100 kHz to 100 Hz for mass storage. The development of the HLT code is based on various strategies which reconstruct only the objects and regions of the detectors that are actually needed, leading to a partial reconstruction.

## Part III

## Physics Analysis Channel

## Search For The Heavy Pseudo-Scalar A Boson via $A \rightarrow Z h \rightarrow\left(\ell^{+} \ell^{-} / \nu \bar{\nu}\right) b \bar{b}$

After the discovery of the SM Higgs boson in 2012, more and more Beyond Standard Model approaches have being considerably studied. A need to cross the borders of the SM theory is mandatory due to its shortcomings. Searches for additional Higgs states can be performed either by measuring deviations in the expected values of the couplings of the discovered $h$ boson to other SM particles, or through direct searches in final states disfavoured by the SM. Thanks to the mass of the SM Higgs boson, new physics may be detected by searching bosons that decay into final states which contain the Higgs boson whose mass has already been measured at 125 GeV . This Chapter describes the search for a heavy pseudoscalar $A$ boson that decays into a $Z$ and $h$ boson, with the $Z$ boson decaying further into a pair of leptons (electrons or muons) or a pair of neutrinos, and the $h$ boson into a pair of b-quarks in $\sqrt{s}=13 \mathrm{TeV}$ collisions. The $A$ boson is predicted by the 2HDM theory and generated through gluon-gluon fusion and in association with $b$-quarks. These two mechanisms are studied in this Chapter in detail.

### 5.1 Methodology And Analysis Strategy

This search for a heavy pseudoscalar boson, A , decaying through a Z boson and a light h boson into a pair of leptons (electrons or muons) or a pair of neutrinos and a pair of b-quarks, is performed on $35.9 \mathrm{fb}^{-1}$ of data collected by CMS during 2016 [66]. The analysis strategy is to reconstruct the Z , h, and A boson candidates from the visible decay products or the missing energy reconstructed in the event. The signal
would manifest itself as a peak in the four-body invariant mass ( $m_{\ell^{+} \ell^{-} b \bar{b}}$ ) or transverse mass ( $m_{\nu \bar{b} \bar{b}}^{T}$ ) spectrum over the expected SM continuum. Irreducible backgrounds correspond to Z boson production with two accompanying b quark jets, and $t \bar{t}$ events in the di-leptonic final state. These backgrounds are evaluated and normalized directly using appropriate control regions in data. The h boson produced in association with a Z boson provides a contribution to the background, but it differs from the signal because the $m_{\ell+\ell-b \bar{b}}$ mass does not contain a resonant peak. Signal sensitivity is improved by exploiting the known value of the $h$ boson mass, using it to rescale the jet momenta to match the value expected in the di-jet invariant mass. Additionally, optimal signal efficiency and background rejection is achieved using multivariate discriminators. Upper limits are presented on the product of the total cross section and the $A \rightarrow Z h$ and $h \rightarrow b \bar{b}$ branching fractions for a pseudoscalar boson, and interpreted within the 2HDM model.

### 5.2 Signal, Background And Data Samples

All Monte Carlo samples belong to the RunIISummer16MiniAODv2 campaign, and are generated simulating the Pile-up conditions, using the PUMoriond17_80X_mcRun2_asymptotic_2016 PU scenario. Parton showering and hadronization processes are performed in PYTHIA [67] with the CUETP8M1 underlying event tune [68, 69]. A full detector simulation and event reconstruction has been performed with Geant4 [70] and CMSSW [71]. The CUETP8M2T4 tune is used for top quark pair production [72]. The signal is simulated using MADGRAPH5_AMC NLO using the NNPDF30_lo_as_0130_nf_4 [73] parton on distribution functions (PDFs).

### 5.2.1 Signal Samples

With respect to the SM case, a heavy pseudoscalar A boson cannot be generated via Higgs-strahlung from the $\mathrm{W}, \mathrm{Z}$ production mode because of not sufficient energy of W or Z boson to create an additional Higgs physical state. Vector Boson Fusion (VBF) production mode is also forbidden, given that there are not $W^{ \pm} W^{\mp} A$ and $Z Z A$ vertices, as mentioned in Chapter 2.2.8. Hence, a heavy pseudoscalar A boson could be produced by the two remaining production modes, gluon-gluon fusion and b-quark associated, which strongly depend on the BSM model parameters. At moderate $\tan \beta \lesssim 3$ values, the dominating mode is the gluon fusion process, and associated production (especially with b-quarks) plays a role only for $\tan \beta \gtrsim 4$ and low masses. Since it is possible to have both production modes simultaneously, two separate signal samples are produced. The newly-discovered SM-like Higgs boson by ATLAS [20] and CMS [18] is interpreted as the lightest scalar in general two Higgs Doublet Models, the others A, $H^{ \pm}$ being heavier than h , and allowing to know the mass of the second resonance in the searched decay
chain, thus adding an additional constraint to the kinematic of the event. In the generated signal samples the light Higgs has a fixed mass $m_{h}=125.0 \mathrm{GeV}$.

The general 2HDM phenomenology is present in MadGraph in the dedicated model 2HDMt_II_NLO [74], which can simulate the full top and bottom quark loops of the gluon-gluon fusion process though the NLO capabilities for the MadGraph generator. However, inspite exploiting the NLO capabilities, the signal is still generated at LO with up to one additional parton in the final state. The b-quark associated production is also produced at LO, with no additional jets in the final state (besides at least two b-quarks from the hard process) with the 4 F scheme. Diagrams of such a process are shown in Fig. 5.1.


Figure 5.1: Feynman diagrams of the production within the 2 HDM model of a pseudoscalar A boson through gluon-gluon fusion (left) and with accompanying b quarks (right).

In both mechanisms, the A boson is forced to decay into an on-shell Z and a light Higgs h . The former is then forced to decay into electron, muon or $\tau$-lepton pairs (or alternatively, in a pair of neutrinos), and the latter is forced to decay into $b \bar{b}$ quark pairs.

For a large fraction of the 2HDM parameter space, the $A \rightarrow Z h$ channel has its maximum sensitivity in a restricted interval of $m_{A}$ masses, ranging from $m_{A} \approx m_{Z}+m_{h}$ where the Z boson becomes on-shell, to about $m_{A} \approx 2 \cdot m_{\text {top }}$, where the branching ratio $\mathcal{B} r(A \rightarrow Z h)$ sharply decreases because of the opening of the $A \rightarrow t \bar{t}$ channel. In this mass interval, a total of six signal samples were produced, each separated by about 25 GeV . Additionally, since in some scenarios the A coupling with top-like quarks are suppressed, other mass points are generated in 100 GeV steps to estimate the sensitivity of the channel to higher masses. In summary, thirteen mass points are available: 225, 250, 275, 300, 325, $350,400,500,600,700,800,900,1000 \mathrm{GeV}$.

The production cross section for the heavy pseudoscalar A boson in the gluon-gluon fusion and b-quark associated production were calculated by using the SuShi 1.6.1 [75] for a given $\cos (\beta-\alpha)=0.1$.


Figure 5.2: The production cross section for the pseudo-scalar boson A in the gluon-gluon fusion (left) and b-quark associated production (right) in the plane $m_{A}$ versus $\tan \beta$, for Type-I 2HDM, for $\cos (\beta-\alpha)=0.1$.


Figure 5.3: The production cross section for the pseudo-scalar boson A in the gluon-gluon fusion (left) and b-quark associated production (right) in the plane $m_{A}$ versus $\tan \beta$, for Type-II 2HDM, for $\cos (\beta-\alpha)=0.1$.

The specific value ( 0.1 ) of the $\cos (\beta-\alpha)$ is chosen to be close at the alignment limit $\cos (\beta-\alpha) \rightarrow 0$, as indicated in Chapter 2.2.6. As mentioned, the two production modes of the heavy pseudoscalar A boson vanish at the alignment limit, and the only survived Higgs physical state is the SM Higgs boson in which the Standard Model theory is dominant for $\cos (\beta-\alpha)=0$. The cross section for the heavy


Figure 5.4: The production cross section for the pseudo-scalar boson A in the gluon-gluon fusion (left) and b-quark associated production (right) in the plane $m_{A}$ versus $\tan \beta$, for Flipped 2 HDM , for $\cos (\beta-\alpha)=0.1$.


Figure 5.5: The production cross section for the pseudo-scalar boson A in the gluon-gluon fusion (left) and b-quark associated production (right) in the plane $m_{A}$ versus $\tan \beta$, for Lepton-specific 2 HDM , for $\cos (\beta-\alpha)=0.1$.
pseudoscalar A boson in the gluon-gluon fusion and b-quark associated production is presented in plane $m_{A}$ versus $\tan \beta$ for the four different types of 2HDM. In Type-I, the cross sections of the gluon-gluon fusion and b-quark associated production depend on the $m_{A}$ and the value of $\tan \beta$, as shown in Fig. 5.2, due to the dependence on $\cot \beta$. The cross section is dominant for low $\tan \beta$ and small values of A mass
for both mechanisms. A similar behaviour of the production cross section (for both mechanisms) shows up in the Lepton-specific 2HDM, as shown in Fig. 5.5, where the quarks couple to Higgs field in the second Higgs doublet ( $\Phi_{2}$ ), similarly, in Type-I, the fermions couple to the Higgs field in the second Higgs doublet too. Nevertheless, in Type-II and Flipped 2HDM models, where up-type quarks couple to $\Phi_{2}$ doublet, while down-type quarks couple to $\Phi_{1}$, the cross sections for both mechanisms have the same behaviour in these two models, as shown in Fig. 5.3 and Fig. 5.4, respectively. The cross section of the gluon-gluon fusion is negligible for higher values of $\tan \beta$, however, it increases significantly for lower values of $\beta(\tan \beta \leq 1)$. The cross section is dominant for lower $\tan \beta$ due to the dependence of topquark coupling which is proportional to $\sim 1 / \tan \beta$. On the contrary, the b-quark associated production cross section for both A production mechanisms has a significant increase when $\tan \beta$ climbs at higher values due to the dependence of b-quark with $\tan \beta$ parameter in particular for lower mass values.

Not only is the production cross section affected, but also the $\mathcal{B} r(A \rightarrow Z h)$ is changed due to the various couplings between quarks and the Higgs doublets. The branching fraction of the $A \rightarrow Z h$ channel differs for each type of 2HDM, as shown in Fig. 5.6.

The branching ratio $\mathcal{B} r(A \rightarrow Z h)$ is calculated by 2HDMC 1.7.0 [76]. Clearly, it decreases sharply at about $m_{A} \approx 2 \cdot m_{\text {top }}$ because of the opening of the $A \rightarrow t \bar{t}$ channel, for all types of 2HDM. After that critical mass value $m_{A} \approx 2 \cdot m_{\text {top }}$, the branching ratio $\mathcal{B} r(A \rightarrow Z h)$ gradually increases, in particular, for large $\tan \beta$. The branching fraction of the $A \rightarrow Z h$ channel is large for lower values of $\tan \beta$ given that the A boson mass is less than $2 \cdot m_{\text {top }}$.

Furthermore, a scan of the cross section of gluon-gluon fusion and b-quark association is performed in plane $\cos (\beta-\alpha)$ versus $\tan \beta$, keeping the $m_{A}$ fixed. The value of $m_{A}$ is selected to be close to the opening of the $A \rightarrow t \bar{t}$ channel in which the $A \rightarrow Z h$ is dominant. The scan is performed for each type of 2 HDM and only for $m_{A}=300 \mathrm{GeV}$. Fig. 5.7 shows the cross section of gluon-gluon fusion (right plot) and b-quark associated production (left plot) for $m_{A}=300 \mathrm{GeV}$ in the plane $\cos (\beta-\alpha)-\tan \beta$, for the Type-I 2HDM.

At the alignment limit a potential heavy pseudo-scalar A boson vanishes and only the SM Higgs boson could exist. However, for different $\cos (\beta-\alpha)$ and at lower values of $\tan \beta$, an A boson could be generated by both production modes. Additionally, at $\tan \beta>5$, the cross section of b-quark associated production disappears because of no contribution from b-quark loops, making this production mode forbidden, but for the gluon-gluon fusion, its cross section is small but non-existent.

In the Type-II 2HDM model (Fig. 5.8), where the b-quark coupling is proportional to $\tan \beta$ values, the cross section of b-quark associated production is dominant at largest values of $\tan \beta$ and, at lowest values, its cross section is again zero. A noticeable fluctuation in the production cross section of the A boson for the gluon-gluon fusion is due to the factor $\tan ^{2} \beta$ which takes place in the calculations.


Figure 5.6: Top left: $\mathcal{B} r(A \rightarrow Z h)$ for Type-I $2 H D M$. Top right: $\mathcal{B} r(A \rightarrow Z h)$ for Type-II 2HDM. Bottom left: $\mathcal{B} r(A \rightarrow Z h)$ for Flipped 2HDM. Bottom right: $\mathcal{B} r(A \rightarrow Z h)$ for Lepton-specific 2HDM.

Similarly, production cross sections of the Flipped 2HDM model are shown in Fig. 5.9, where cross sections of both production modes are similar with that in Type-II 2HDM due to the same multiplied factor $\tan ^{2} \beta$. Finally, the cross sections for the Lepton-specific 2HDM model are illustrated in Fig. 5.10 in the plane $\cos (\beta-\alpha)$ versus $\tan \beta$. As mentioned in Chapter 2.2.8, the cross section of gluon-gluon fusion behaves like Type-I 2HDM because the production cross section of A boson is multiplied by the factor $\cot ^{2} \beta$. Besides, the cross section of b -quark associated production is negligible because there is no contribution from b-quarks loops.

Tables A. 4 and A. 5 of Appendix C. 3 report the names of the signal samples as published in the CMS Data Aggregation System (DAS). For each mass point, 100000 events have been generated.


Figure 5.7: The production cross section for the pseudo-scalar boson A in the gluon-gluon fusion (left) and b-quark associated production (right) in the plane $\cos (\beta-\alpha)$ versus $\tan \beta$, for Type-I 2 HDM , for $m_{A}=300 \mathrm{GeV}$.


Figure 5.8: The production cross section for the pseudo-scalar boson A in the gluon-gluon fusion (left) and b-quark associated production (right) in the plane $\cos (\beta-\alpha)$ versus $\tan \beta$, for Type-II 2 HDM , for $m_{A}=300 \mathrm{GeV}$.

### 5.2.1.1 $A$ Boson WIDTH

Other than its mass, another important property of the pseudoscalar A boson is its width. Generally speaking, it fully depends on the model considered and its parameters. However, since A does not decay


Figure 5.9: The production cross section for the pseudo-scalar boson A in the gluon-gluon fusion (left) and b-quark associated production (right) in the plane $\cos (\beta-\alpha)$ versus $\tan \beta$, for Flipped 2 HDM , for $m_{A}=300 \mathrm{GeV}$.


Figure 5.10: The production cross section for the pseudo-scalar boson A in the gluon-gluon fusion (left) and b-quark associated production (right) in the plane $\cos (\beta-\alpha)$ versus $\tan \beta$, for Lepton-specific 2 HDM , for $m_{A}=300 \mathrm{GeV}$.
into vector bosons, the width of the pseudoscalar is generally much lower than the one of the scalar Higgs(es), even for higher masses, at least until the top quark decay threshold. In this case, a strong dependence on the model parameters is present. For $m_{A} \lesssim 2 m_{\text {top }}$, the typical A width ranges from some MeV to a few GeV . For this reason, and to provide as much as possible model-independent result,
the A is considered in the narrow width approximation, and its generation width is kept fixed to a mean value $\Gamma_{A}=0.1 \mathrm{GeV}$.

If the A boson natural width is smaller than the experimental resolution, the exclusion upper limit does not directly depend on the width of the resonance. In order to check the validity of this assumption, a scan of the width $\Gamma_{A}$ is performed within Type-I, Type-II, Flipped, and Lepton-specific 2HDM parameter space. The result is that for $m_{A}<2 m_{\text {top }}$ the width is smaller than the experimental resolution $\left(\approx\right.$ few GeV ) for almost any parameter of the theory. For $m_{A}>2 m_{\text {top }}$, with the accessibility of the $A \rightarrow t \bar{t}$ channel, $\Gamma_{A}$ shows sharp variations near the kinematical threshold.


Figure 5.11: Top left: $\Gamma_{A}$ for Type-I 2HDM. Top right: $\Gamma_{A}$ for Type-II 2HDM. Bottom left: $\Gamma_{A}$ for Flipped 2HDM. Bottom right: $\Gamma_{A}$ for Lepton-specific 2HDM.

### 5.2.1.2 Associated Production

As mentioned, a heavy pseudoscalar A boson could be also produced by the associated production mode which is deeply investigated in the current thesis too. The $p_{T}$ and $\eta$ distributions of b-quarks produced from the SM Higgs boson at generation level are reported in Fig. 5.12, and Fig. 5.13 for the leading b-quark as well as Fig. 5.14, and Fig. 5.15 for the sub-leading b-quark, respectively.


Figure 5.12: The $p_{T}$ distribution for leading b-quark produced from SM Higgs boson for each mass point of A boson.


Figure 5.13: The $\eta$ distribution for leading b-quark produced from SM Higgs boson for each mass point of A boson.

In the associated production mode, there are two additional b-quarks which accompany a possible heavy pseudoscalar A boson which are presented in the final states. The final states of each event of that production mode have four b-quarks (two come from the Higgs decay and the other two originate in the gluon gluon fusion) and a pair of leptons or neutrinos which are the final products of $\mathbf{Z}$ boson. The $p_{T}$ and $\eta$ distributions of associated b-quarks at generation level are illustrated in Fig. 5.16 and Fig. 5.17,


Figure 5.14: The $p_{T}$ distribution for sub-leading b-quark produced from SM Higgs boson for each mass point of A boson.


Figure 5.15: The $\eta$ distribution for sub-leading b-quark produced from SM Higgs boson for each mass point of A boson.
respectively.
The plots indicate that the associated b-quarks are generally produced with a softer $p_{T}$ spectrum and at higher pseudo-rapidity than the b-quarks which are generated by the SM Higgs decay. Only in a small fraction of events the associated b-quarks are above the kinematic and geometrical thresholds, implying that in the majority of the events the additional b-jets can not even be reconstructed or identified.

### 5.2.2 BACKGROUND SAMPLES

All physics processes yielding final states with one or two leptons and a large missing transverse momentum in association with one or two b-quarks have to be considered as possible sources of background


Figure 5.16: The $p_{T}$ distribution for associated b-quarks for each mass point of A boson.


Figure 5.17: The $\eta$ distribution for associated b-quarks for each mass point of A boson.
for the analysis. The complete list of background datasets considered is presented in Table B. 6 and Table B. 7 in Appendix D.4. The cross section used to normalise SM backgrounds are derived from the generators or calculations with dedicated softwares reported in Ref. [77], and/or calculated at (N)NLO by the Standard Model Cross section Working Group [78]. For all MC background samples, the hard scattering process uses the NNPDF 3.0 [73] parton distribution functions (PDFs).

### 5.2.2.1 Z + JETS

This process represents the main irreducible background for the signal in the 0 - and 2-lepton final states given the large missing transverse momentum or the presence of two resonating leptons in the final state, respectively. The production of single $Z / \gamma^{*}$ bosons in association with one or more partons or gluons in the final state is topologically similar to the searched signal, but its final state quarks feature a
generally softer $p_{T}$ spectrum, a non-resonant and rapidly falling di-jet mass distribution, and other less distinctive characteristics (effective spin and colour radiation) that should theoretically distinguish it from the signal. Before b-quark tagging, the contribution for udscg (light) partons dominates, while after the application of b-tagging the primary contribution in the signal region is from $Z+b(b)$. This $\mathrm{Z}+\mathrm{jets}$ background is produced with the MADGRAPH5_amc @ NLO generator at LO in QCD, and normalised to the next-to-next-to-leading-order (NNLO) cross section, computed using FEWZ v3.1 [79]. The V boson $p_{T}$ spectra are corrected to account for next-to-leading-order (NLO) QCD and EW contributions [80]. In addition to an inclusive sample, exclusive samples are produced in several bins of HT (the sum of the $p_{T}$ of the hadrons at Les Houches Accords (LHE) level [81]) starting from 100 GeV , or for 1,2 , 3 , or 4 additional partons in the final state of the hard process.

### 5.2.2.2 W + JETS

The leptonic decay of a W boson can be an irreducible background in the single-lepton channel, or in the zero-lepton channel in the case the charged lepton escapes undetected (e.g. outside the detector acceptance) or fails the lepton identification requirements. The production of a W boson has a cross section larger by an order of magnitude with respect to the Z , and this makes the $\mathrm{W}+\mathrm{jets}$ a relevant background also when a lepton veto is applied. Analogously to the $\mathrm{Z}+\mathrm{jets}$ samples, an inclusive $W(\rightarrow$ $\ell \nu)$ sample has been produced with MADGraph5_amc @ NLO at LO in QCD in HT-binned samples. Similarly to the Z+jets, also the $\mathrm{W}+$ jets backgrounds are reweighted to account for next-to-leading-order (NLO) QCD and EW contributions [80]. Exclusive samples are produced in several bins of HT (the sum of the $p_{T}$ of the hadrons at LHE level) starting from 70 GeV .

### 5.2.2.3 $t \bar{t}$

The production of $t \bar{t}$ pairs represents a particularly challenging background at the LHC, given its large production cross section. These events always contain two energetic b-jets and two W bosons which may decay to high $p_{T}$, isolated leptons. The primary handles to reduce the $t \bar{t}$ background are topological, such as its larger jet multiplicity and the azimuthal opening angle between the vector boson and the di-jet system, which is more broadly distributed in top pair production than in signal events. In the di-lepton final state, the most important cut to reduce $t \bar{t}$ is the candidate $\mathrm{Z} p_{T}$. In $t \bar{t}$ production the di-lepton $p_{T}$ spectrum is sharply falling, given the absence of a di-lepton resonance. The main sample considered is generated at NLO in QCD with the Powheg 2.0 [82, 83, 84] generator, and the cross section is computed with TOP++v2.0 [85] at next-to-next-to-leading order.

### 5.2.2.4 Single-Top

Inclusive single top samples have been produced at NLO in QCD with the MadGraph5_amC @ nLO generator using the FxFx merging scheme [86], including all the possible decays of the W bosons. The s -channel and t -channel single-top samples are produced in the 4 -flavour scheme, while tW -channel is produced in the 5 -flavour scheme.

### 5.2.2.5 Di-Boson

The production of two vector bosons in the SM is a rare process, with a similar kinematics to that of the signal. Furthermore, the boost of the bosons could be large. The main handle to discriminate against VV backgrounds is a tight cut on the jet mass. The SM Higgs boson production (VH) instead, is virtually indistinguishable from the signal except for the mass resonance itself. However, the SM Higgs production cross section is much smaller than the one of the other di-boson processes. All the di-boson production processes (WW, WZ, $\mathrm{ZZ}, \mathrm{WH}, \mathrm{ZH}$ ) and their corresponding (semi)-leptonic decay modes are considered, including those involving one or more neutrinos. These backgrounds are simulated at NLO in QCD with the MadGraph5_aMC@ NLO generator.

### 5.2.2.6 MultiJet (QCD)

Despite its enormous cross section at LHC, the probability to produce final states with prompt, isolated leptons or large missing transverse momentum is very low. HT binned samples are generated at LO with the MADGRAPH5_amC@NLO generator.

### 5.2.3 Corrections On V Boson Momentum

### 5.2.3.1 NLO QCD

In Run-II, the usage of next-to-leading order generator, such as a MADGraph5_amC@ NLO, allowed to have a much better description of the vector bosons ( $\mathrm{Z}, \mathrm{W}$ ) with respect to Run-I, when only leading order generators were available. This is confirmed by data/simulation comparison. Unfortunately, NLO generators have not been used to generate large exclusive samples with the high statistics needed for analyses in the high- $p_{T}$ regime. Instead, exclusive MADGraph5_amc@nLO samples are available. In these, the $p_{T}$ spectra of the W and Z bosons are known to be non-perfectly described, compared to data and the inclusive MADGraph5_amC@ NLO samples, as shown in Fig. 5.18 (left plot).



Figure 5.18: The $p_{T}$ spectrum for the exclusive NLO (back dots) and exclusive LO (solid lines) samples for the $Z \rightarrow \ell \ell$ process before (left) and after (right) the fit and the k-factor application. The bottom plot shows the NLO/LO ratio before (black points) and after the fit (red points).

Multiplicative scale factors, applied to each exclusive LO samples, and hence called QCD k-factors, are derived from official Z/W+jets samples generated at NLO. Instead of an iterative approach [87], starting from the largest HT sample, the k-factors are derived through a simultaneous fit. The fit is performed by excluding the low mass region $\left(V p_{T}<100 \mathrm{GeV}\right)$ not described by the exclusive samples. The reference distribution to be matched is represented by the NLO exclusive samples, which are generated with the same generator and parameters as the inclusive NLO sample, but in different ranges of vector boson $p_{T}$ and allow a much more accurate determination of the k -factors at large HT. In Figs. 5.18, 5.19, and 5.20 show the distributions before and after the fit, with the LO exclusive samples rescaled. The ratio plot before/after the fit can be seen too.

The same procedure is repeated to derive the k -factors for the exclusive LO Drell-Yan samples with 1 , 2,3 , or 4 additional partons in the final state. The list of the new cross sections for the LO samples, accounting for the NLO QCD correction factors, is reported in Table 5.1. Since the statistical uncertainty of the k -factors is negligible, it is not accounted for as a systematic uncertainty.




Figure 5.19: The $p_{T}$ spectrum for the exclusive NLO (back dots) and exclusive LO (solid lines) samples for the $Z \rightarrow \nu \nu$ process before (left) and after (right) the fit and the k-factor application. The bottom plot shows the NLO/LO ratio before (black points) and after the fit (red points).

### 5.2.3.2 NLO ELECTROWEAK

Further corrections to the $V p_{T}$ spectrum comes from NLO electroweak contributions that become more and more important with the transverse momentum. These corrections, applied on top of the k -factors, are effectively applied on a per-event basis, depending on the $p_{T}$ of the vector boson at generation level. The calculation of these contributions is explained in Ref. [80]. Fig. 5.21 shows the correction for the W and Z bosons as a function of their $p_{T}$. The full variation of the correction is taken as systematic uncertainty.

### 5.2.4 Top Momentum Reweighting

The top quark $p_{T}$ is known to be mismodeled in simulation when compared to data [88]. To correct this effect, a dedicated correction is recommended by the TOP group based on the $p_{T}$ of the two top quarks



Figure 5.20: The $p_{T}$ spectrum for the exclusive NLO (back dots) and exclusive LO (solid lines) samples for the $W \rightarrow \ell \nu$ process before (left) and after (right) the fit and the k-factor application. The bottom plot shows the NLO/LO ratio before (black points) and after the fit (red points).


Figure 5.21: Electroweak corrections for the Z (green line) and W boson (purple line) as a function of the transverse momentum [80].
at generation level:

$$
\begin{equation*}
S F\left(p_{T}\right)=e^{0.0615-0.0005 \cdot p_{T}} \tag{5.1}
\end{equation*}
$$

| Dataset | cross section (pb) | QCD NLO k-factor |
| :--- | :---: | :---: |
| DYJetsToLL_M-50_HT-100to200 | 213.4 | 1.45 |
| DYJetsToLL_M-50_HT-200to400 | 65.42 | 1.60 |
| DYJetsToLL_M-50_HT-400to600 | 7.31 | 1.29 |
| DYJetsToLL_M-50_HT-600To800 | 1.49 | 1.10 |
| DYJetsToLL_M-50_HT-800To1200 | 0.661 | 1.05 |
| DYJetsToLL_M-50_HT-1200To2500 | 0.119 | 0.79 |
| DYJetsToLL_M-50_HT-2500ToInf | 0.00280 | 0.79 |
| DY1JetsToLL_M-50 | 1016 | 0.272 |
| DY2JetsToLL_M-50 | 331.4 | 0.041 |
| DY3JetsToLL_M-50 | 96.36 | 0.056 |
| DY4JetsToLL_M-50 | 51.4 | 0.041 |
| ZJetsToNuNu_HT-100To200 | 384.1 | 1.37 |
| ZJetsToNuNu_HT-200To400 | 118.1 | 1.52 |
| ZJetsToNuNu_HT-400To600 | 14.7 | 1.37 |
| ZJetsToNuNu_HT-600To800 | 3.35 | 1.04 |
| ZJetsToNuNu_HT-800To1200 | 1.68 | 1.14 |
| ZJetsToNuNu_HT-1200To2500 | 0.316 | 0.88 |
| ZJetsToNuNu__HT-2500ToInf | 0.00722 | 0.88 |
| WJetsToLNu_HT-100To200 | 1695. | 1.26 |
| WJetsToLNu_HT-200To400 | 532.4 | 1.48 |
| WJetsToLNu_HT-400To600 | 61.6 | 1.26 |
| WJJetsToLNu_HT-600To800 | 12.4 | 1.03 |
| WJJetsToLNu_HT-800To1200 | 5.77 | 1.05 |
| WJetsToLNu_HT-1200To2500 | 1.023 | 0.77 |
| WJetsToLNu_HT-2500ToInf | 0.0248 | 0.77 |

Table 5.1: Exclusive LO QCD k-factors derived with the fit method. Due to the lack of statistics in the exclusive NLO samples, the k -factors for the 1200 To 2500 and 2500 ToInf samples are taken to be equal. The relative cross sections correspond to a centre-of-mass energy 13 TeV .
where $p_{T}$ is taken at matrix element level and an overall weight is calculated per-event, as follows:

$$
\begin{equation*}
w=\sqrt{S F(t) \cdot S F(\bar{t})} \tag{5.2}
\end{equation*}
$$

The effect of the corrections have been tested in our signal depleted $t \bar{t}$ control regions, finding an improved data/simulation agreement. Therefore, the reweighting procedure is applied consistently to the $t \bar{t}$ samples for all signal and control regions throughout the analysis. The recommended uncertainties are then propagated accordingly.

### 5.2.5 DATA SAMPLES

Data events have been collected during the 2016 data taking, at a centre-of-mass energy of 13 TeV , with leptonic and $\not_{T}$ triggers. The MET primary dataset is used when requiring missing energy triggers, and the SingleMuon and SingleElectron are used for data selected with a single muon and electron trigger, respectively. The MET triggers are also used to recover part of the efficiency lost due to muon trigger issues.

The full list of datasets used is shown in Tab. 5.2. Data belong to the 03Feb2017ReMiniAOD campaign which is processed by the CMSSW_8_0_26_patch1 release. Runs and lumisections (a fixed time period in data taking, approximately 24 seconds) are taken into account according to the latest available Golden JSON file ${ }^{1}$ that includes all the runs certified as valid for all CMS subsystems. The integrated luminosity amounts to $35.867 \mathrm{fb}^{-1}$ as illustrated in Fig. 5.22.


Figure 5.22: Cumulative luminosity versus day delivered to (blue), and recorded by CMS (orange) during stable beams and for pp collisions at 13 TeV centre-of-mass energy in 2016. The delivered luminosity accounts for the luminosity delivered from the start of stable beams until the LHC requests CMS to turn off the sensitive detectors to allow a beam dump or beam studies. Given is the luminosity as determined from counting rates measured by the luminosity detectors.

### 5.2.6 TRIGGER

Events are selected on-line by the two stage trigger system. The Level-1 (L1) trigger (described in Chapter 4.7.1) consists of hardware processors that perform a very basic selection and counting of

[^1]| Dataset | Int. lumi $\left(\mathrm{fb}^{-1}\right)$ |
| :--- | :---: |
| MET/Run2016B-03Feb2017-v2 | 5.9 |
| MET/Run2016C-03Feb2017-v1 | 2.6 |
| MET/Run2016D-03Feb2017-v1 | 4.4 |
| MET/Run2016E-03Feb2017-v1 | 4.1 |
| MET/Run2016F-03Feb2017-v1 | 3.2 |
| MET/Run2016G-03Feb2017-v1 | 7.7 |
| MET/Run2016H-03Feb2017-v2 | 8.9 |
| MET/Run2016H-03Feb2017-v3 | 5.9 |
| SingleMuon/Run2016B-03Feb2017-v2 | 2.6 |
| SingleMuon/Run2016C-03Feb2017-v1 | 4.4 |
| SingleMuon/Run2016D-03Feb2017-v1 | 4.1 |
| SingleMuon/Run2016E-03Feb2017-v1 | 3.2 |
| SingleMuon/Run2016F-03Feb2017-v1 | 7.7 |
| SingleMuon/Run2016G-03Feb2017-v1 | 8.9 |
| SingleMuon/Run2016H-03Feb2017-v2 | 5.9 |
| SingleMuon/Run2016H-03Feb2017-v3 | 2.6 |
| SingleElectron/Run2016B-03Feb2017-v2 | 4.4 |
| SingleElectron/Run2016C-03Feb2017-v1 | 4.1 |
| SingleElectron/Run2016D-03Feb2017-v1 | 3.2 |
| SingleElectron/Run2016E-03Feb2017-v1 | 7.7 |
| SingleElectron/Run2016F-03Feb2017-v1 |  |
| SingleElectron/Run2016G-03Feb2017-v1 | 7.9 |
| SingleElectron/Run2016H-03Feb2017-v2 | 8.9 |
| SingleElectron/Run2016H-03Feb2017-v3 |  |

Table 5.2: Datasets used for 2016.
physics objects, and reduce the rate from 40 MHz down to 100 kHz . Events passing the L1_decision are acquired by the DAQ system and a complete and more accurate reconstruction is performed by the High Level Trigger (HLT) which exploits similar but faster variations of the same algorithms used in the offline event reconstruction. A trigger path is a string that identifies a list of selections performed at HLT (further information in Chapter 4.7.2).

Events are considered if they fire a specific set of triggers, in both data and Monte Carlo. Single lepton triggers requiring at least one, non-isolated lepton, have been used to select events for the one and two-lepton categories. The efficiencies are derived separately in both data and MC and scale factors, defined as $S F=\epsilon_{\text {data }} / \epsilon_{M C}$, are applied consistently to simulated events in order to correct for potential discrepancies.

The orthogonality of the primary dataset is guaranteed by the fact that for every channel/selection, only the corresponding primary dataset (the one containing the trigger corresponding to the channel) is used. As a general cross check, a scan on the event number, lumisection number and run number is made, to
check for duplicate events.

### 5.2.6.1 Electron Trigger

Electrons are selected by requiring two types of electron trigger to ensure an optimal efficiency over the whole $p_{T}$ range. Due to the relatively high threshold of the single electron non-isolated triggers $(115 \mathrm{GeV})$, the most efficient way to collect events with low boost is to use a single electron, isolated trigger, with a logical $O R$ statement with the usual non-isolated triggers to maintain the efficiency in the boosted regime. The logical "OR" is used to get the best possible trigger efficiency by combining several triggers. In order to compute the combined efficiency of N different uncorrelated triggers, the following mathematical equation is used:

$$
\begin{equation*}
\epsilon_{\text {combined }}=1-\prod_{i=1}^{N}\left(1-\epsilon_{i}\right) \tag{5.3}
\end{equation*}
$$

where $\epsilon_{\text {combined }}$ is the combined trigger efficiency and $\epsilon_{i}$ are the efficiencies of the base triggers. The single electron triggers are reported in Tab. 5.3.

| HLT paths | L1 seeds |
| :--- | :---: |
| HLT_Ele105_CaloIdVT_GsfTrkIdT | L1_SingleEG30-40 |
| HLT_Ele115_CaloIdVT_GsfTrkIdT | OR |
|  | L1_SingleJet170-200 |
| HLT_Ele27_WPTight_Gsf | OR |
| HLT_Ele32_WPTight_Gsf | L1_SingleTau100-120er |

Table 5.3: Single electron HLT trigger paths used in the analysis.

The single electron trigger efficiency (Fig. 5.23) is evaluated with the tag and probe package [89], similarly with the method used for muons, exploiting electrons arising from Z decays. The full available statistics used in the analysis has been employed to derive the efficiency for data, while the full statistics of an inclusive NLO DY sample is used for evaluating the trigger efficiency in MC. The tag electron is matched to low-pt-eta-restricted HLT_Ele27_eta2p1_WPTight_Gsf_ $v^{*}$ trigger, while the trigger efficiency is measured for probe electrons passing the Loose cut-based ID requirements, considering the OR of all HLT paths. The electron trigger scale factors are applied to all the MC samples used in the analysis and the next section (Chapter 5.2.6.2) is dedicated to the determination of the electron trigger scale factors.


Figure 5.23: HLT_Ele*_WPTight_Gsf OR HLT_Ele*_CaloIdVT_GsfTrkIdT efficiencies on data (left) and MC (right) as a function of the $\eta$ and $p_{T}$ of the electron. The efficiency is extracted with the tag and probe method.

### 5.2.6.2 Electron Trigger Scale Factors

To compute electron scale factors, the tag and probe method was used. This method provides an elegant way to estimate trigger efficiencies with only small statistical uncertainties and without a bias. The method selects events which contain a well-known physics process that its final state is two physics objects of the same flavour.

This method is used to determine muon trigger or electron trigger efficiencies by finally calculating the electron or muon scale factors. It uses events in which a Z boson is produced and decays into two electrons. The one reconstructed electron is so-called tag electron and is an object which fires the trigger. In general, the tag electron is an object which passes a set of very tight selection criteria [90]. It is chosen to be a very tight criterion, ensuring the isolation of the required electron candidate. The other reconstructed electron is called probe electron and belongs to the loose selections [90]. This electron has to pass a set of loose selection criteria and additionally, it is classified as passing probe and failing probe. Table 5.4 records the selection criteria that the two electron candidates have to pass.

Given that the first electron is defined as tag and the second one as probe, the invariant mass of two is required to be compatible with the Z invariant mass peak. A mass of tag and probe pairs has to range from 50 GeV to 130 GeV that is the Z mass window which is determined by tag and probe method.

Based on these selection criteria events may be classified as TT, TP and TF, where T corresponds to tag

|  | Tag | Probe |
| :--- | :--- | :--- |
| Super cluster position | $\|\eta\| \leq 2.1$ | - |
| Super cluster $\eta$ | $\|\eta\| \leq 1.44,1.56 \leq\|\eta\| \leq 2.5$ | $\|\eta\|<2.5$ |
| Transverse momentum of electron | $p_{T} \geq 30 \mathrm{GeV}$ | - |
| Transverse energy of super cluster | $E_{T}>5 \mathrm{GeV}$ | $E_{T}>5 \mathrm{GeV}$ |

Table 5.4: The tag and probe selection criteria.
electron, P referred as a passing probe and F related to a failing probe. The single electron efficiency is calculated taking into account the events which are classified as TT, TP and TF, as follows:

$$
\begin{equation*}
\epsilon(T n P)=\frac{2 N_{T T}+N_{T P}}{2 N_{T T}+N_{T P}+N_{T F}} \tag{5.4}
\end{equation*}
$$

where $N_{T T}, N_{T P}$ and $N_{T F}$ are the events in which tag and probe electrons have been observed. The factor of 2 is used in order to avoid double counting of the events where both electrons pass the tag criteria. Equation 5.4 gives the efficiency of data and/or of MC samples.

Scale factors are calculated by using the following formula:

$$
\begin{equation*}
\text { scale factor }=\frac{\epsilon(T n P)_{D a t a}}{\epsilon(T n P)_{M C}} \tag{5.5}
\end{equation*}
$$

The statistical uncertainty of the scale factor $(\mathrm{SF})$ is determined by propagation of the $\Delta_{\epsilon(T n P)}$ in data and MC events. The statistical uncertainty of the efficiency $(\epsilon)$ is calculated as follows:

$$
\begin{equation*}
\Delta \epsilon(T n P)=\frac{\epsilon(1-\epsilon)}{N} \tag{5.6}
\end{equation*}
$$

where $\epsilon$ corresponds to the efficiency of data or MC and $N$ is related to the whole number of events. Finally, the statistical uncertainty of the scale factor can be derived by:

$$
\begin{equation*}
\Delta S F=S F \sqrt{\left(\frac{\Delta \epsilon^{D a t a}}{\epsilon^{D a t a}}\right)^{2}+\left(\frac{\Delta \epsilon^{M C}}{\epsilon^{M C}}\right)^{2}} \tag{5.7}
\end{equation*}
$$

Given that efficiencies may depend on the kinematics, the calculations are performed in two dimensional bins of transverse momentum $\left(p_{T}\right)$ and pseudorapidity $(|\eta|)$ of the electrons. The pseudorapidity ranges from -2.5 to 2.5 and is divided by ten regions in the following way:

$$
\begin{equation*}
|\eta|:[0.0-0.8,0.8-1.444,1.444-1.566,1.566-2.0,2.0-2.5] \tag{5.8}
\end{equation*}
$$

Additionally, efficiencies of the data and MC, as well as the scale factors, are calculated for specific
areas of the transverse momentum. The regions of $p_{T}$ are the following:

$$
\begin{equation*}
p_{T}(\mathrm{GeV}):[10-20,20-35,35-50,50-100,100-200,200-500] \tag{5.9}
\end{equation*}
$$

Four electron HLT trigger paths are used in this analysis and their scale factors are derived by using the tag and probe method which is described in detail. The results, the efficiencies and the scale factors in bins of $p_{T} \times \eta$ for the trigger paths are summarised in Tab. 5.5, Tab. 5.6, Tab. 5.7 and Tab. 5.8. In addition, their scale factors and uncertainties are graphically presented in Fig. 5.24, Fig. 5.25, Fig. 5.26 and Fig. 5.27.

|  |  | $p_{T} \in(10,20)(\mathrm{GeV})$ | $p_{T} \in(20,35)(\mathrm{GeV})$ | $p_{T} \in(35,50)(\mathrm{GeV})$ | $p_{T} \in(50,100)(\mathrm{GeV})$ | $p_{T} \in(100,200)(\mathrm{GeV})$ | $p_{T} \in(200,500)(\mathrm{GeV})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\eta \in(-2.5,-2.0)$ | $\epsilon_{\text {data }}$ | $0.722 \pm 0.003$ | $0.838 \pm 0.001$ | $0.887 \pm 0.001$ | $0.923 \pm 0.001$ | $0.957 \pm 0.004$ | $0.985 \pm 0.011$ |
|  | $\epsilon_{M C}$ | $0.740 \pm 0.006$ | $0.845 \pm 0.002$ | $0.887 \pm 0.001$ | $0.915 \pm 0.002$ | $0.943 \pm 0.010$ | $0.940 \pm 0.034$ |
|  | SF | $0.976 \pm 0.014$ | $0.992 \pm 0.004$ | $1.000 \pm 0.003$ | $1.009 \pm 0.004$ | $1.015 \pm 0.011$ | $1.048 \pm 0.036$ |
| $\eta \in(-2.0,-1.566)$ | $\epsilon_{\text {data }}$ | $0.698 \pm 0.003$ | $0.816 \pm 0.001$ | $0.875 \pm 0.001$ | $0.916 \pm 0.001$ | $0.956 \pm 0.003$ | $0.985 \pm 0.006$ |
|  | $\epsilon_{M C}$ | $0.773 \pm 0.005$ | $0.845 \pm 0.002$ | $0.907 \pm 0.001$ | $0.932 \pm 0.001$ | $0.965 \pm 0.005$ | $0.992 \pm 0.008$ |
|  | SF | $0.903 \pm 0.010$ | $0.947 \pm 0.004$ | $0.965 \pm 0.002$ | $0.983 \pm 0.003$ | $0.991 \pm 0.006$ | $0.993 \pm 0.009$ |
| $\eta \in(-1.566,-1.444)$ | $\epsilon_{\text {data }}$ | $0.701 \pm 0.008$ | $0.792 \pm 0.002$ | $0.839 \pm 0.001$ | $0.876 \pm 0.002$ | $0.935 \pm 0.008$ | $0.943 \pm 0.024$ |
|  | $\epsilon_{M C}$ | $0.729 \pm 0.014$ | $0.819 \pm 0.004$ | $0.863 \pm 0.002$ | $0.892 \pm 0.004$ | $0.950 \pm 0.015$ | $0.935 \pm 0.044$ |
|  | SF | $0.962 \pm 0.026$ | $0.967 \pm 0.006$ | $0.972 \pm 0.004$ | $0.982 \pm 0.009$ | $0.984 \pm 0.019$ | $1.009 \pm 0.050$ |
| $\eta \in(-1.444,-0.8)$ | $\epsilon_{\text {data }}$ | $0.735 \pm 0.002$ | $0.820 \pm 0.001$ | $0.857 \pm 0.001$ | $0.884 \pm 0.001$ | $0.943 \pm 0.002$ | $0.968 \pm 0.005$ |
|  | $\epsilon_{M C}$ | $0.758 \pm 0.004$ | $0.838 \pm 0.001$ | $0.873 \pm 0.001$ | $0.902 \pm 0.001$ | $0.946 \pm 0.004$ | $0.962 \pm 0.010$ |
|  | SF | $0.970 \pm 0.010$ | $0.979 \pm 0.002$ | $0.982 \pm 0.002$ | $0.980 \pm 0.002$ | $0.997 \pm 0.007$ | $1.006 \pm 0.012$ |
| $\eta \in(-0.8,0.0)$ | $\epsilon_{\text {data }}$ | $0.825 \pm 0.002$ | $0.852 \pm 0.001$ | $0.882 \pm 0.001$ | $0.907 \pm 0.001$ | $0.953 \pm 0.002$ | $0.972 \pm 0.004$ |
|  | $\epsilon_{\text {MC }}$ | $0.835 \pm 0.003$ | $0.869 \pm 0.001$ | $0.900 \pm 0.001$ | $0.925 \pm 0.001$ | $0.961 \pm 0.003$ | $0.975 \pm 0.007$ |
|  | SF | $0.988 \pm 0.005$ | $0.980 \pm 0.002$ | $0.980 \pm 0.002$ | $0.981 \pm 0.002$ | $0.992 \pm 0.004$ | $0.997 \pm 0.008$ |
| $\eta \in(0.0,0.8)$ | $\epsilon_{\text {data }}$ | $0.827 \pm 0.002$ | $0.855 \pm 0.001$ | $0.885 \pm 0.001$ | $0.909 \pm 0.001$ | $0.957 \pm 0.001$ | $0.964 \pm 0.004$ |
|  | $\epsilon_{M C}$ | $0.834 \pm 0.003$ | $0.868 \pm 0.001$ | $0.900 \pm 0.001$ | $0.926 \pm 0.001$ | $0.961 \pm 0.003$ | $0.972 \pm 0.007$ |
|  | SF | $0.992 \pm 0.005$ | $0.985 \pm 0.002$ | $0.983 \pm 0.002$ | $0.982 \pm 0.002$ | $0.996 \pm 0.004$ | $0.992 \pm 0.008$ |
| $\eta \in(0.8,1.444)$ | $\epsilon_{\text {data }}$ | $0.743 \pm 0.001$ | $0.820 \pm 0.001$ | $0.858 \pm 0.001$ | $0.886 \pm 0.001$ | $0.942 \pm 0.002$ | $0.962 \pm 0.005$ |
|  | $\epsilon_{M C}$ | $0.757 \pm 0.004$ | $0.839 \pm 0.001$ | $0.878 \pm 0.001$ | $0.905 \pm 0.001$ | $0.958 \pm 0.004$ | $0.964 \pm 0.010$ |
|  | SF | $0.982 \pm 0.010$ | $0.977 \pm 0.002$ | $0.977 \pm 0.002$ | $0.979 \pm 0.002$ | $0.983 \pm 0.007$ | $0.998 \pm 0.012$ |
| $\eta \in(1.444,1.566)$ | $\epsilon_{\text {data }}$ | $0.713 \pm 0.008$ | $0.780 \pm 0.002$ | $0.834 \pm 0.001$ | $0.867 \pm 0.002$ | $0.930 \pm 0.009$ | $0.983 \pm 0.005$ |
|  | $\epsilon_{M C}$ | $0.715 \pm 0.014$ | $0.809 \pm 0.004$ | $0.861 \pm 0.002$ | $0.885 \pm 0.004$ | $0.938 \pm 0.016$ | $0.964 \pm 0.035$ |
|  | SF | $0.997 \pm 0.026$ | $0.964 \pm 0.006$ | $0.969 \pm 0.004$ | $0.980 \pm 0.009$ | $0.991 \pm 0.019$ | $1.020 \pm 0.046$ |
| $\eta \in(1.566,2.0)$ | $\epsilon_{\text {data }}$ | $0.709 \pm 0.003$ | $0.824 \pm 0.001$ | $0.883 \pm 0.001$ | $0.921 \pm 0.001$ | $0.967 \pm 0.003$ | $0.980 \pm 0.007$ |
|  | $\epsilon_{M C}$ | $0.766 \pm 0.005$ | $0.865 \pm 0.001$ | $0.908 \pm 0.001$ | $0.932 \pm 0.001$ | $0.974 \pm 0.005$ | $1.000 \pm 0.001$ |
|  | SF | $0.926 \pm 0.010$ | $0.953 \pm 0.004$ | $0.972 \pm 0.002$ | $0.988 \pm 0.003$ | $0.993 \pm 0.006$ | $0.980 \pm 0.008$ |
| $\eta \in(2.0,2.5)$ | $\epsilon_{\text {data }}$ | $0.742 \pm 0.003$ | $0.847 \pm 0.001$ | $0.891 \pm 0.001$ | $0.923 \pm 0.001$ | $0.955 \pm 0.004$ | $0.969 \pm 0.013$ |
|  | $\epsilon_{M C}$ | $0.755 \pm 0.005$ | $0.864 \pm 0.001$ | $0.902 \pm 0.001$ | $0.928 \pm 0.002$ | $0.961 \pm 0.008$ | $0.981 \pm 0.019$ |
|  | $S F$ | $0.983 \pm 0.014$ | $0.980 \pm 0.004$ | $0.988 \pm 0.003$ | $0.995 \pm 0.004$ | $0.994 \pm 0.011$ | $0.988 \pm 0.033$ |

Table 5.5: Single electron trigger efficiencies for data and Monte Carlo together with scale factors for trigger path HLT_Ele27_WPTight_Gsf.

### 5.2.6.3 Double Electron Trigger Efficiency

Double electron trigger and single electron trigger have been examined and compared with each other for deciding which trigger is the most optimal in this analysis. The study is performed for the double electron trigger path HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_DZ and for the single electron trigger path HLT_Ele27_WPTight_Gsf. The goal is to examine their efficiency for each mass point and whether the double electron trigger yields better results than the single electron trigger.

To compute the efficiency, electron candidates have to pass selection criteria and trigger. The efficiency
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Figure 5.24: Scale factors and their uncertainties for trigger path HLT_Ele27_WPTight_Gsf.

|  |  | $p_{T} \in(10,20)(\mathrm{GeV})$ | $p_{T} \in(20,35)(\mathrm{GeV})$ | $p_{T} \in(35,50)(\mathrm{GeV})$ | $p_{T} \in(50,100)(\mathrm{GeV})$ | $p_{T} \in(100,200)(\mathrm{GeV})$ | $p_{T} \in(200,500)(\mathrm{GeV})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\eta \in(-2.5,-2.0)$ | $\epsilon_{\text {data }}$ | $0.721 \pm 0.004$ | $0.838 \pm 0.001$ | $0.887 \pm 0.001$ | $0.922 \pm 0.001$ | $0.957 \pm 0.004$ | $0.985 \pm 0.011$ |
|  | $\epsilon_{M C}$ | $0.740 \pm 0.006$ | $0.845 \pm 0.002$ | $0.887 \pm 0.001$ | $0.916 \pm 0.002$ | $0.944 \pm 0.010$ | $0.940 \pm 0.034$ |
|  | SF | $0.974 \pm 0.015$ | $0.992 \pm 0.004$ | $1.000 \pm 0.003$ | $1.007 \pm 0.003$ | $1.014 \pm 0.011$ | $1.048 \pm 0.036$ |
| $\eta \in(-2.0,-1.566)$ | $\epsilon_{\text {data }}$ | $0.697 \pm 0.003$ | $0.817 \pm 0.001$ | $0.875 \pm 0.001$ | $0.916 \pm 0.001$ | $0.956 \pm 0.003$ | $0.985 \pm 0.007$ |
|  | $\epsilon_{M C}$ | $0.773 \pm 0.005$ | $0.862 \pm 0.001$ | $0.907 \pm 0.001$ | $0.933 \pm 0.001$ | $0.965 \pm 0.005$ | $0.992 \pm 0.008$ |
|  | SF | $0.902 \pm 0.010$ | $0.948 \pm 0.004$ | $0.965 \pm 0.002$ | $0.982 \pm 0.004$ | $0.991 \pm 0.006$ | $0.993 \pm 0.010$ |
| $\eta \in(-1.566,-1.444)$ | $\epsilon_{\text {data }}$ | $0.702 \pm 0.007$ | $0.792 \pm 0.002$ | $0.839 \pm 0.001$ | $0.877 \pm 0.002$ | $0.935 \pm 0.009$ | $0.943 \pm 0.024$ |
|  | $\epsilon_{M C}$ | $0.728 \pm 0.014$ | $0.819 \pm 0.004$ | $0.862 \pm 0.002$ | $0.892 \pm 0.004$ | $0.951 \pm 0.014$ | $0.935 \pm 0.044$ |
|  | SF | $0.964 \pm 0.026$ | $0.967 \pm 0.006$ | $0.973 \pm 0.004$ | $0.983 \pm 0.010$ | $0.983 \pm 0.018$ | $1.009 \pm 0.050$ |
| $\eta \in(-1.444,-0.8)$ | $\epsilon_{\text {data }}$ | $0.735 \pm 0.002$ | $0.821 \pm 0.001$ | $0.857 \pm 0.001$ | $0.885 \pm 0.001$ | $0.943 \pm 0.002$ | $0.968 \pm 0.005$ |
|  | $\epsilon_{M C}$ | $0.758 \pm 0.004$ | $0.838 \pm 0.001$ | $0.873 \pm 0.001$ | $0.902 \pm 0.001$ | $0.946 \pm 0.004$ | $0.960 \pm 0.010$ |
|  | $S F$ | $0.970 \pm 0.010$ | $0.980 \pm 0.002$ | $0.982 \pm 0.002$ | $0.981 \pm 0.003$ | $0.997 \pm 0.006$ | $1.008 \pm 0.012$ |
| $\eta \in(-0.8,0.0)$ | $\epsilon_{\text {data }}$ | $0.824 \pm 0.001$ | $0.851 \pm 0.001$ | $0.882 \pm 0.001$ | $0.907 \pm 0.001$ | $0.953 \pm 0.002$ | $0.972 \pm 0.004$ |
|  | $\epsilon_{M C}$ | $0.835 \pm 0.003$ | $0.869 \pm 0.001$ | $0.900 \pm 0.001$ | $0.925 \pm 0.001$ | $0.961 \pm 0.003$ | $0.976 \pm 0.006$ |
|  | SF | $0.987 \pm 0.005$ | $0.979 \pm 0.002$ | $0.980 \pm 0.002$ | $0.981 \pm 0.002$ | $0.992 \pm 0.004$ | $0.996 \pm 0.008$ |
| $\eta \in(0.0,0.8)$ | $\epsilon_{\text {data }}$ | $0.828 \pm 0.002$ | $0.855 \pm 0.001$ | $0.884 \pm 0.001$ | $0.909 \pm 0.001$ | $0.957 \pm 0.001$ | $0.964 \pm 0.004$ |
|  | $\epsilon_{M C}$ | $0.833 \pm 0.003$ | $0.868 \pm 0.001$ | $0.900 \pm 0.001$ | $0.926 \pm 0.001$ | $0.961 \pm 0.003$ | $0.972 \pm 0.007$ |
|  | SF | $0.994 \pm 0.005$ | $0.985 \pm 0.002$ | $0.982 \pm 0.002$ | $0.982 \pm 0.002$ | $0.996 \pm 0.004$ | $0.992 \pm 0.008$ |
| $\eta \in(0.8,1.444)$ | $\epsilon_{\text {data }}$ | $0.743 \pm 0.002$ | $0.820 \pm 0.001$ | $0.858 \pm 0.001$ | $0.886 \pm 0.001$ | $0.942 \pm 0.002$ | $0.962 \pm 0.005$ |
|  | $\epsilon_{M C}$ | $0.757 \pm 0.004$ | $0.839 \pm 0.001$ | $0.878 \pm 0.001$ | $0.905 \pm 0.001$ | $0.957 \pm 0.004$ | $0.964 \pm 0.010$ |
|  | SF | $0.982 \pm 0.010$ | $0.977 \pm 0.002$ | $0.977 \pm 0.002$ | $0.979 \pm 0.003$ | $0.984 \pm 0.006$ | $0.998 \pm 0.012$ |
| $\eta \in(1.444,1.566)$ | $\epsilon_{\text {data }}$ | $0.714 \pm 0.008$ | $0.780 \pm 0.002$ | $0.834 \pm 0.001$ | $0.867 \pm 0.002$ | $0.929 \pm 0.009$ | $0.987 \pm 0.009$ |
|  | $\epsilon_{M C}$ | $0.713 \pm 0.014$ | $0.808 \pm 0.004$ | $0.861 \pm 0.002$ | $0.885 \pm 0.004$ | $0.940 \pm 0.016$ | $0.966 \pm 0.034$ |
|  | SF | $1.001 \pm 0.026$ | $0.965 \pm 0.006$ | $0.969 \pm 0.004$ | $0.980 \pm 0.010$ | $0.988 \pm 0.019$ | $1.022 \pm 0.046$ |
| $\eta \in(1.566,2.0)$ | $\epsilon_{\text {data }}$ | $0.709 \pm 0.003$ | $0.824 \pm 0.001$ | $0.883 \pm 0.001$ | $0.922 \pm 0.001$ | $0.967 \pm 0.003$ | $0.981 \pm 0.007$ |
|  | $\epsilon_{M C}$ | $0.766 \pm 0.005$ | $0.865 \pm 0.001$ | $0.908 \pm 0.001$ | $0.932 \pm 0.001$ | $0.972 \pm 0.005$ | $1.000 \pm 0.001$ |
|  | SF | $0.926 \pm 0.010$ | $0.953 \pm 0.004$ | $0.972 \pm 0.002$ | $0.989 \pm 0.004$ | $0.995 \pm 0.006$ | $0.981 \pm 0.009$ |
| $\eta \in(2.0,2.5)$ | $\epsilon_{\text {data }}$ | $0.743 \pm 0.003$ | $0.847 \pm 0.001$ | $0.891 \pm 0.001$ | $0.923 \pm 0.001$ | $0.955 \pm 0.004$ | $0.969 \pm 0.013$ |
|  | $\epsilon_{M C}$ | $0.755 \pm 0.005$ | $0.864 \pm 0.001$ | $0.902 \pm 0.001$ | $0.928 \pm 0.002$ | $0.961 \pm 0.008$ | $0.981 \pm 0.019$ |
|  | SF | $0.984 \pm 0.014$ | $0.980 \pm 0.004$ | $0.988 \pm 0.003$ | $0.995 \pm 0.003$ | $0.994 \pm 0.011$ | $0.988 \pm 0.033$ |

Table 5.6: Single electron trigger efficiencies for data and Monte Carlo together with scale factors for trigger path HLT_Ele32_WPTight_Gsf.


Figure 5.25: Scale factors and their uncertainties for trigger path HLT_Ele32_WPTight_Gsf.

|  |  | $p_{T} \in(10,20)(\mathrm{GeV})$ | $p_{T} \in(20,35)(\mathrm{GeV})$ | $p_{T} \in(35,50)(\mathrm{GeV})$ | $p_{T} \in(50,100)(\mathrm{GeV})$ | $p_{T} \in(100,200)(\mathrm{GeV})$ | $p_{T} \in(200,500)(\mathrm{GeV})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\eta \in(-2.5,-2.0)$ | $\epsilon_{\text {data }}$ | $0.721 \pm 0.004$ | $0.838 \pm 0.001$ | $0.887 \pm 0.001$ | $0.922 \pm 0.001$ | $0.957 \pm 0.004$ | $0.985 \pm 0.011$ |
|  | $\epsilon_{M C}$ | $0.740 \pm 0.006$ | $0.845 \pm 0.002$ | $0.887 \pm 0.001$ | $0.916 \pm 0.002$ | $0.944 \pm 0.010$ | $0.940 \pm 0.034$ |
|  | SF | $0.974 \pm 0.015$ | $0.992 \pm 0.004$ | $1.000 \pm 0.003$ | $1.007 \pm 0.003$ | $1.014 \pm 0.011$ | $1.048 \pm 0.036$ |
| $\eta \in(-2.0,-1.566)$ | $\epsilon_{\text {data }}$ | $0.697 \pm 0.003$ | $0.817 \pm 0.001$ | $0.875 \pm 0.001$ | $0.916 \pm 0.001$ | $0.956 \pm 0.003$ | $0.985 \pm 0.007$ |
|  | $\epsilon_{M C}$ | $0.773 \pm 0.005$ | $0.862 \pm 0.001$ | $0.907 \pm 0.001$ | $0.933 \pm 0.001$ | $0.965 \pm 0.005$ | $0.992 \pm 0.008$ |
|  | SF | $0.902 \pm 0.010$ | $0.948 \pm 0.004$ | $0.965 \pm 0.002$ | $0.982 \pm 0.004$ | $0.991 \pm 0.006$ | $0.993 \pm 0.010$ |
| $\eta \in(-1.566,-1.444)$ | $\epsilon_{\text {data }}$ | $0.702 \pm 0.007$ | $0.792 \pm 0.002$ | $0.839 \pm 0.001$ | $0.877 \pm 0.002$ | $0.935 \pm 0.009$ | $0.943 \pm 0.024$ |
|  | $\epsilon_{M C}$ | $0.728 \pm 0.014$ | $0.819 \pm 0.004$ | $0.862 \pm 0.002$ | $0.892 \pm 0.004$ | $0.951 \pm 0.014$ | $0.935 \pm 0.044$ |
|  | SF | $0.964 \pm 0.026$ | $0.967 \pm 0.006$ | $0.973 \pm 0.004$ | $0.983 \pm 0.010$ | $0.983 \pm 0.018$ | $1.009 \pm 0.050$ |
| $\eta \in(-1.444,-0.8)$ | $\epsilon_{\text {data }}$ | $0.735 \pm 0.002$ | $0.821 \pm 0.001$ | $0.857 \pm 0.001$ | $0.885 \pm 0.001$ | $0.943 \pm 0.002$ | $0.968 \pm 0.005$ |
|  | $\epsilon_{M C}$ | $0.758 \pm 0.004$ | $0.838 \pm 0.001$ | $0.873 \pm 0.001$ | $0.902 \pm 0.001$ | $0.946 \pm 0.004$ | $0.960 \pm 0.010$ |
|  | SF | $0.970 \pm 0.010$ | $0.980 \pm 0.002$ | $0.982 \pm 0.002$ | $0.981 \pm 0.003$ | $0.997 \pm 0.006$ | $1.008 \pm 0.012$ |
| $\eta \in(-0.8,0.0)$ | $\epsilon_{\text {data }}$ | $0.824 \pm 0.001$ | $0.851 \pm 0.001$ | $0.882 \pm 0.001$ | $0.907 \pm 0.001$ | $0.953 \pm 0.002$ | $0.972 \pm 0.004$ |
|  | $\epsilon_{M C}$ | $0.835 \pm 0.003$ | $0.869 \pm 0.001$ | $0.900 \pm 0.001$ | $0.925 \pm 0.001$ | $0.961 \pm 0.003$ | $0.976 \pm 0.006$ |
|  | SF | $0.987 \pm 0.005$ | $0.979 \pm 0.002$ | $0.980 \pm 0.002$ | $0.981 \pm 0.002$ | $0.992 \pm 0.004$ | $0.996 \pm 0.008$ |
| $\eta \in(0.0,0.8)$ | $\epsilon_{\text {data }}$ | $0.828 \pm 0.002$ | $0.855 \pm 0.001$ | $0.884 \pm 0.001$ | $0.909 \pm 0.001$ | $0.957 \pm 0.001$ | $0.964 \pm 0.004$ |
|  | $\epsilon_{M C}$ | $0.833 \pm 0.003$ | $0.868 \pm 0.001$ | $0.900 \pm 0.001$ | $0.926 \pm 0.001$ | $0.961 \pm 0.003$ | $0.972 \pm 0.007$ |
|  | SF | $0.994 \pm 0.005$ | $0.985 \pm 0.002$ | $0.982 \pm 0.002$ | $0.982 \pm 0.002$ | $0.996 \pm 0.004$ | $0.992 \pm 0.008$ |
| $\eta \in(0.8,1.444)$ | $\epsilon_{\text {data }}$ | $0.743 \pm 0.002$ | $0.820 \pm 0.001$ | $0.858 \pm 0.001$ | $0.886 \pm 0.001$ | $0.942 \pm 0.002$ | $0.962 \pm 0.005$ |
|  | $\epsilon_{M C}$ | $0.757 \pm 0.004$ | $0.839 \pm 0.001$ | $0.878 \pm 0.001$ | $0.905 \pm 0.001$ | $0.957 \pm 0.004$ | $0.964 \pm 0.010$ |
|  | SF | $0.982 \pm 0.010$ | $0.977 \pm 0.002$ | $0.977 \pm 0.002$ | $0.979 \pm 0.003$ | $0.984 \pm 0.006$ | $0.998 \pm 0.012$ |
| $\eta \in(1.444,1.566)$ | $\epsilon_{\text {data }}$ | $0.714 \pm 0.008$ | $0.780 \pm 0.002$ | $0.834 \pm 0.001$ | $0.867 \pm 0.002$ | $0.929 \pm 0.009$ | $0.987 \pm 0.009$ |
|  | $\epsilon_{M C}$ | $0.713 \pm 0.014$ | $0.808 \pm 0.004$ | $0.861 \pm 0.002$ | $0.885 \pm 0.004$ | $0.940 \pm 0.016$ | $0.966 \pm 0.034$ |
|  | SF | $1.001 \pm 0.026$ | $0.965 \pm 0.006$ | $0.969 \pm 0.004$ | $0.980 \pm 0.010$ | $0.988 \pm 0.019$ | $1.022 \pm 0.046$ |
| $\eta \in(1.566,2.0)$ | $\epsilon_{\text {data }}$ | $0.709 \pm 0.003$ | $0.824 \pm 0.001$ | $0.883 \pm 0.001$ | $0.922 \pm 0.001$ | $0.967 \pm 0.003$ | $0.981 \pm 0.007$ |
|  | $\epsilon_{M C}$ | $0.766 \pm 0.005$ | $0.865 \pm 0.001$ | $0.908 \pm 0.001$ | $0.932 \pm 0.001$ | $0.972 \pm 0.005$ | $1.000 \pm 0.001$ |
|  | SF | $0.926 \pm 0.010$ | $0.953 \pm 0.004$ | $0.972 \pm 0.002$ | $0.989 \pm 0.004$ | $0.995 \pm 0.006$ | $0.981 \pm 0.009$ |
| $\eta \in(2.0,2.5)$ | $\epsilon_{\text {data }}$ | $0.743 \pm 0.003$ | $0.847 \pm 0.001$ | $0.891 \pm 0.001$ | $0.923 \pm 0.001$ | $0.955 \pm 0.004$ | $0.969 \pm 0.013$ |
|  | $\epsilon_{\text {MC }}$ | $0.755 \pm 0.005$ | $0.864 \pm 0.001$ | $0.902 \pm 0.001$ | $0.928 \pm 0.002$ | $0.961 \pm 0.008$ | $0.981 \pm 0.019$ |
|  | SF | $0.984 \pm 0.014$ | $0.980 \pm 0.004$ | $0.988 \pm 0.003$ | $0.995 \pm 0.003$ | $0.994 \pm 0.011$ | $0.988 \pm 0.033$ |

Table 5.7: Single electron trigger efficiencies for data and Monte Carlo together with scale factors for trigger path HLT_Ele105_CaloIdVT_GsfTrkIdT.


Figure 5.26: Scale factors and their uncertainties for trigger path HLT_Ele105_CaloIdVT_GsfTrkIdT.
is defined by calculating the events in which electrons candidates satisfy the selection criteria and the specific trigger path by the number of events which pass only the selection criteria:

$$
\begin{equation*}
\text { Efficiency }=\frac{N_{S+T}}{N_{S}} \tag{5.10}
\end{equation*}
$$

where $N_{S+T}$ is referred to events where electron candidates have passed the selection criteria and the trigger path; $N_{S}$ corresponds to events where electrons have passed the selections without cut on the trigger.

In the case of the single electron trigger path HLT_Ele27_WPTight_Gsf, electron candidates have to satisfy the selection criteria which are summarized in Table 5.9 and in the case of the double electron trigger (HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_DZ) the selection criteria are shown in Table 5.10.

The suggestions of criteria on electron candidates for single and double electron triggers are obtained from HLTPOG [91]. The efficiencies for single and double triggers are calculated for each mass point separately and they are presented in Fig. 5.28 and Fig. 5.29.

Fig. 5.28 and Fig. 5.29 show efficiencies of single and double electron triggers as a function of transverse momentum $\left(p_{T}\right)$ of leading electrons. A significant difference between the two types of triggers is

|  |  | $p_{T} \in(10,20)(\mathrm{GeV})$ | $p_{T} \in(20,35)(\mathrm{GeV})$ | $p_{T} \in(35,50)(\mathrm{GeV})$ | $p_{T} \in(50,100)(\mathrm{GeV})$ | $p_{T} \in(100,200)(\mathrm{GeV})$ | $p_{T} \in(200,500)(\mathrm{GeV})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\eta \in(-2.5,-2.0)$ | $\epsilon_{\text {data }}$ | $0.721 \pm 0.004$ | $0.838 \pm 0.001$ | $0.887 \pm 0.001$ | $0.922 \pm 0.001$ | $0.957 \pm 0.004$ | $0.985 \pm 0.011$ |
|  | $\epsilon_{M C}$ | $0.740 \pm 0.006$ | $0.845 \pm 0.002$ | $0.887 \pm 0.001$ | $0.916 \pm 0.002$ | $0.944 \pm 0.010$ | $0.940 \pm 0.034$ |
|  | SF | $0.974 \pm 0.015$ | $0.992 \pm 0.004$ | $1.000 \pm 0.003$ | $1.007 \pm 0.003$ | $1.014 \pm 0.011$ | $1.048 \pm 0.036$ |
| $\eta \in(-2.0,-1.566)$ | $\epsilon_{\text {data }}$ | $0.697 \pm 0.003$ | $0.817 \pm 0.001$ | $0.875 \pm 0.001$ | $0.916 \pm 0.001$ | $0.956 \pm 0.003$ | $0.985 \pm 0.007$ |
|  | $\epsilon_{M C}$ | $0.773 \pm 0.005$ | $0.862 \pm 0.001$ | $0.907 \pm 0.001$ | $0.933 \pm 0.001$ | $0.965 \pm 0.005$ | $0.992 \pm 0.008$ |
|  | SF | $0.902 \pm 0.010$ | $0.948 \pm 0.004$ | $0.965 \pm 0.002$ | $0.982 \pm 0.004$ | $0.991 \pm 0.006$ | $0.993 \pm 0.010$ |
| $\eta \in(-1.566,-1.444)$ | $\epsilon_{\text {data }}$ | $0.702 \pm 0.007$ | $0.792 \pm 0.002$ | $0.839 \pm 0.001$ | $0.877 \pm 0.002$ | $0.935 \pm 0.009$ | $0.943 \pm 0.024$ |
|  | $\epsilon_{M C}$ | $0.728 \pm 0.014$ | $0.819 \pm 0.004$ | $0.862 \pm 0.002$ | $0.892 \pm 0.004$ | $0.951 \pm 0.014$ | $0.935 \pm 0.044$ |
|  | SF | $0.964 \pm 0.026$ | $0.967 \pm 0.006$ | $0.973 \pm 0.004$ | $0.983 \pm 0.010$ | $0.983 \pm 0.018$ | $1.009 \pm 0.050$ |
| $\eta \in(-1.444,-0.8)$ | $\epsilon_{\text {data }}$ | $0.735 \pm 0.002$ | $0.821 \pm 0.001$ | $0.857 \pm 0.001$ | $0.885 \pm 0.001$ | $0.943 \pm 0.002$ | $0.968 \pm 0.005$ |
|  | $\epsilon_{M C}$ | $0.758 \pm 0.004$ | $0.838 \pm 0.001$ | $0.873 \pm 0.001$ | $0.902 \pm 0.001$ | $0.946 \pm 0.004$ | $0.960 \pm 0.010$ |
|  | SF | $0.970 \pm 0.010$ | $0.980 \pm 0.002$ | $0.982 \pm 0.002$ | $0.981 \pm 0.003$ | $0.997 \pm 0.006$ | $1.008 \pm 0.012$ |
| $\eta \in(-0.8,0.0)$ | $\epsilon_{\text {data }}$ | $0.824 \pm 0.001$ | $0.851 \pm 0.001$ | $0.882 \pm 0.001$ | $0.907 \pm 0.001$ | $0.953 \pm 0.002$ | $0.972 \pm 0.004$ |
|  | $\epsilon_{M C}$ | $0.835 \pm 0.003$ | $0.869 \pm 0.001$ | $0.900 \pm 0.001$ | $0.925 \pm 0.001$ | $0.961 \pm 0.003$ | $0.976 \pm 0.006$ |
|  | SF | $0.987 \pm 0.005$ | $0.979 \pm 0.002$ | $0.980 \pm 0.002$ | $0.981 \pm 0.002$ | $0.992 \pm 0.004$ | $0.996 \pm 0.008$ |
| $\eta \in(0.0,0.8)$ | $\epsilon_{\text {data }}$ | $0.828 \pm 0.002$ | $0.855 \pm 0.001$ | $0.884 \pm 0.001$ | $0.909 \pm 0.001$ | $0.957 \pm 0.001$ | $0.964 \pm 0.004$ |
|  | $\epsilon_{M C}$ | $0.833 \pm 0.003$ | $0.868 \pm 0.001$ | $0.900 \pm 0.001$ | $0.926 \pm 0.001$ | $0.961 \pm 0.003$ | $0.972 \pm 0.007$ |
|  | SF | $0.994 \pm 0.005$ | $0.985 \pm 0.002$ | $0.982 \pm 0.002$ | $0.982 \pm 0.002$ | $0.996 \pm 0.004$ | $0.992 \pm 0.008$ |
| $\eta \in(0.8,1.444)$ | $\epsilon_{\text {data }}$ | $0.743 \pm 0.002$ | $0.820 \pm 0.001$ | $0.858 \pm 0.001$ | $0.886 \pm 0.001$ | $0.942 \pm 0.002$ | $0.962 \pm 0.005$ |
|  | $\epsilon_{M C}$ | $0.757 \pm 0.004$ | $0.839 \pm 0.001$ | $0.878 \pm 0.001$ | $0.905 \pm 0.001$ | $0.957 \pm 0.004$ | $0.964 \pm 0.010$ |
|  | SF | $0.982 \pm 0.010$ | $0.977 \pm 0.002$ | $0.977 \pm 0.002$ | $0.979 \pm 0.003$ | $0.984 \pm 0.006$ | $0.998 \pm 0.012$ |
| $\eta \in(1.444,1.566)$ | $\epsilon_{\text {data }}$ | $0.714 \pm 0.008$ | $0.780 \pm 0.002$ | $0.834 \pm 0.001$ | $0.867 \pm 0.002$ | $0.929 \pm 0.009$ | $0.987 \pm 0.009$ |
|  | $\epsilon_{M C}$ | $0.713 \pm 0.014$ | $0.808 \pm 0.004$ | $0.861 \pm 0.002$ | $0.885 \pm 0.004$ | $0.940 \pm 0.016$ | $0.966 \pm 0.034$ |
|  | $S F$ | $1.001 \pm 0.026$ | $0.965 \pm 0.006$ | $0.969 \pm 0.004$ | $0.980 \pm 0.010$ | $0.988 \pm 0.019$ | $1.022 \pm 0.046$ |
| $\eta \in(1.566,2.0)$ | $\epsilon_{\text {data }}$ | $0.709 \pm 0.003$ | $0.824 \pm 0.001$ | $0.883 \pm 0.001$ | $0.922 \pm 0.001$ | $0.967 \pm 0.003$ | $0.981 \pm 0.007$ |
|  | $\epsilon_{M C}$ | $0.766 \pm 0.005$ | $0.865 \pm 0.001$ | $0.908 \pm 0.001$ | $0.932 \pm 0.001$ | $0.972 \pm 0.005$ | $1.000 \pm 0.001$ |
|  | SF | $0.926 \pm 0.010$ | $0.953 \pm 0.004$ | $0.972 \pm 0.002$ | $0.989 \pm 0.004$ | $0.995 \pm 0.006$ | $0.981 \pm 0.009$ |
| $\eta \in(2.0,2.5)$ | $\epsilon_{\text {data }}$ | $0.743 \pm 0.003$ | $0.847 \pm 0.001$ | $0.891 \pm 0.001$ | $0.923 \pm 0.001$ | $0.955 \pm 0.004$ | $0.969 \pm 0.013$ |
|  | $\epsilon_{M C}$ | $0.755 \pm 0.005$ | $0.864 \pm 0.001$ | $0.902 \pm 0.001$ | $0.928 \pm 0.002$ | $0.961 \pm 0.008$ | $0.981 \pm 0.019$ |
|  | SF | $0.984 \pm 0.014$ | $0.980 \pm 0.004$ | $0.988 \pm 0.003$ | $0.995 \pm 0.003$ | $0.994 \pm 0.011$ | $0.988 \pm 0.033$ |

Table 5.8: Single electron trigger efficiencies for data and Monte Carlo together with scale factors for trigger path HLT_Ele115_CaloIdVT_GsfTrkIdT.

| BARREL CUTS |  | ENDCAP CUTS |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Electron $P_{T}$ | $>20 \mathrm{GeV}$ | Electron $P_{T}$ | $>20 \mathrm{GeV}$ |  |
| full5x5_sigma $\mid$ eta $\mid$ eta | $<0.00998$ | full5x5_sigma $\mid$ eta $\mid$ eta | $<0.0292$ |  |
| $\mid$ dEtaInSeed $\mid$ | $<0.00308$ | \|dEtaInSeed $\mid$ | $<0.00605$ |  |
| $\mid$ dPhiIn $\mid$ | $<0.0816$ | $\mid$ dPhiIn $\mid$ | $<0.0394$ |  |
| H/E | $<0.0414$ | $\mathrm{H} / \mathrm{E}$ | $<0.0641$ |  |
| Rel. comb. PF iso with EA corr. | $<0.0588$ | Rel. comb. PF iso with EA corr. | $<0.0571$ |  |
| $\|1 / \mathrm{E}-1 / \mathrm{p}\|$ | $<0.0129$ | $\|1 / \mathrm{E}-1 / \mathrm{p}\|$ | $<0.0129$ |  |
| expected missing inner hits | $\leq 1$ | expected missing inner hits | $\leq 1$ |  |
| pass conversion veto | yes | pass conversion veto | yes |  |
| d0 $(\mathrm{cm})$ | $<0.05$ | d0 $(\mathrm{cm})$ | $<0.05$ |  |
| dz $(\mathrm{cm})$ | $<0.10$ | dz $(\mathrm{cm})$ | $<0.20$ |  |

Table 5.9: Selection criteria on electron candidates in the case of the single electron trigger [90].
noticeable. The efficiency of single electron trigger is absolutely better than the efficiency of the double trigger. It seems clearly that the single electron trigger is functioning better than the double trigger. Taking into account the results of efficiency's studies, the single electron trigger is used in the analysis due to a better efficiency as illustrated in the figures.


Figure 5.27: Scale factors and their uncertainties for trigger path HLT_Ele115_CaloIdVT_GsfTrkIdT.

| BARREL CUTS |  | ENDCAP CUTS |  |  |
| :--- | :--- | :--- | :--- | :---: |
| Electron $P_{T}$ | $>15 \mathrm{GeV}$ | Electron $P_{T}$ | $>15 \mathrm{GeV}$ |  |
| full5x5_sigma\|eta|eta | $<0.00998$ | full5x5_sigma $\mid$ eta $\mid$ eta | $<0.0292$ |  |
| \|dEtaInSeed $\mid$ | $<0.00308$ | $\mid$ dEtaInSeed $\mid$ | $<0.00605$ |  |
| $\mid$ dPhiIn $\mid$ | $<0.0816$ | $\mid$ dPhiIn $\mid$ | $<0.0394$ |  |
| H/E | $<0.0414$ | $\mathrm{H} / \mathrm{E}$ | $<0.0641$ |  |
| Rel. comb. PF iso with EA corr. | $<0.0588$ | Rel. comb. PF iso with EA corr. | $<0.0571$ |  |
| $\|1 / \mathrm{E}-1 / \mathrm{p}\|$ | $<0.0129$ | $\|1 / \mathrm{E}-1 / \mathrm{p}\|$ | $<0.0129$ |  |
| expected missing inner hits | $\leq 1$ | expected missing inner hits | $\leq 1$ |  |
| pass conversion veto | yes | pass conversion veto | yes |  |
| d $0(\mathrm{~cm})$ | $<0.05$ | d0 $(\mathrm{cm})$ | $<0.05$ |  |
| $\mathrm{dz}(\mathrm{cm})$ | $<0.10$ | dz $(\mathrm{cm})$ | $<0.20$ |  |


| BARREL CUTS |  | ENDCAP CUTS |  |  |
| :--- | :--- | :--- | :--- | :---: |
| Electron $P_{T}$ | $>5 \mathrm{GeV}$ | Electron $P_{T}$ | $>5 \mathrm{GeV}$ |  |
| full5x5_sigma\|eta $\mid$ eta | $<0.011$ | full5x5_sigma $\mid$ eta $\mid$ eta | $<0.0314$ |  |
| $\mid$ dEtaInSeed $\mid$ | $<0.00477$ | $\mid$ dEtaInSeed $\mid$ | $<0.00868$ |  |
| $\mid$ dPhiIn $\mid$ | $<0.222$ | $\mid$ dPhiIn $\mid$ | $<0.213$ |  |
| H/E | $<0.298$ | $\mathrm{H} / \mathrm{E}$ | $<0.101$ |  |
| Rel. comb. PF iso with EA corr. | $<0.0994$ | Rel. comb. PF iso with EA corr. | $<0.107$ |  |
| $\|1 / \mathrm{E}-1 / \mathrm{p}\|$ | $<0.241$ | $\|1 / \mathrm{E}-1 / \mathrm{p}\|$ | $<0.14$ |  |
| expected missing inner hits | $\leq 1$ | expected missing inner hits | $\leq 1$ |  |
| pass conversion veto | yes | pass conversion veto | yes |  |
| d0 $(\mathrm{cm})$ | $<0.05$ | d0 $(\mathrm{cm})$ | $<0.05$ |  |
| $\mathrm{dz}(\mathrm{cm})$ | $<0.10$ | dz $(\mathrm{cm})$ | $<0.20$ |  |

Table 5.10: Selection criteria on leading electron candidates (left) and sub-leading electrons (right) in the case of the double electron trigger [90].

### 5.2.6.4 Muon Trigger

Events with muons are selected with single muon triggers that require no isolation, in order to avoid efficiency losses in case of very boosted $Z \rightarrow \mu^{+} \mu^{-}$events, when the two muons are close to each other. In 2016, the non-isolated muon threshold was raised to 50 GeV . The two triggers adopted are listed in Tab. 5.11.

The trigger efficiency is then evaluated studying the lepton efficiency as a function of both $p_{T}$ and $\eta$ for both data and MC. The muon trigger scale factors are applied to the simulated events passing the trigger requirements in the analysis to match the trigger efficiency measured in data.


Figure 5.28: Single electron trigger efficiencies comparing double electron trigger efficiencies for mass range of $225<m_{A}<350 \mathrm{GeV}$.

The efficiencies of the single muon triggers are provided centrally by the MuonPOG [92] with a tag and probe procedure by selecting $Z \rightarrow \ell^{+} \ell^{-}$events. Tight lepton identification requirements [93] are applied to the probes. The trigger efficiency is then evaluated studying the tag lepton efficiency as a function of both $p_{T}$ and $\eta$ for both data and MC. The muon trigger efficiency are applied consistently to the simulation throughout the analysis.


Figure 5.29: Single electron trigger efficiencies comparing double electron trigger efficiencies for the mass range of $400<m_{A}<1000 \mathrm{GeV}$.

### 5.2.6.5 Missing Energy Trigger

The $\mathscr{E}_{T}$ triggers are the logic OR of different trigger quantities, with thresholds on both the MET and the missing transverse hadronic energy ( $M H T=\left|-\sum_{i}^{j e t s} \vec{p}_{T, i}\right|$ ) computed using particle flow objects [94]. These HLT triggers are all seeded at L1 by L1_ETM_50, L1_ETM_60, L1_ETM_70 which are the lowest unprescaled L1_trigger common to all the HLT $\mathbb{E}_{T}$ paths. The list of triggers used is reported in

| HLT paths | L1_seeds |
| :--- | :---: |
| HLT_IsoMu24 | L1_SingleMu22 |
| HLT_IsoTkMu24 |  |
| HLT_IsoMu27 | L1_SingleMu22 OR L1_SingleMu25 |
| HLT_IsoTkMu27 |  |

Table 5.11: Single muon HLT trigger paths used in the analysis.


Figure 5.30: HLT_Mu24 OR HLT_TkMu24 efficiencies on data (left) and MC (right) as a function of the $\eta$ and $p_{T}$ of the muon. The efficiency is extracted with the tag and probe method, and provided by the Muon POG.

Tab. 5.12.

| HLT paths | L1_seeds |
| :--- | :---: |
| HLT_PFMETNoMu90_PFMHTNoMu90_IDTight |  |
| HLT_PFMETNoMu110_PFMHTNoMu110_IDTight | L1_ETM70 |
| HLT_PFMETNoMu120_PFMHTNoMu120_IDTight | OR |
| HLT_PFMETNoMu90_JetIdCleaned_PFMHTNoMu90_IDTight | L1_DoubleJetC56_ETM60 |
| HLT_PFMETNoMu120_JetIdCleaned_PFMHTNoMu120_IDTight | OR |
| HLT_PFMET110_PFMHT110_IDTight | L1_ETM50 |
| HLT_PFMET120_PFMHT120_IDTight |  |
| HLT_PFMET170_NoiseCleaned | L1_ETM60 |
| HLT_PFMET170_HBHECleaned | OR |
| HLT_PFMET170_HBHE_BeamHaloCleaned | L1_ETM70 |

Table 5.12: Missing energy HLT trigger paths used in the analysis.

The efficiency of the $\mathscr{E}_{T}$ triggers is measured selecting $W \rightarrow e \nu_{e}$ events in the SingleElectron primary dataset, on events that trigger the HLT_Ele27_WPTight_Gsf_v* OR HLT_Ele32_WPTight_Gsf_v*
path. These events have to have exactly one electron with $p_{T}>30 \mathrm{GeV}$, lying in the central region $|\eta|<2.1$, passing tight identification and isolation requirements, and with a minimum separation in the azimuthal angle $\Delta \phi\left(e, \mathbb{E}_{T}\right)>0.5$. These events represent the denominator, and the numerator events are also required to fire at least one of the $\mathbb{E}_{T}$ HLT trigger paths. Due to the different quantities considered at HLT level, the turn-on curve for the $\mathscr{E}_{T}$ triggers (shown in Fig. 5.31) are calculated as a function of the minimum of the offline reconstructed missing transverse momentum $\left(\mathbb{E}_{T}\right)$, the $\mathbb{E}_{T}$ after the subtraction of the muon momentum, and the hadronic missing transverse momentum $\left(H_{T}\right)$. At the threshold value of 200 GeV , the trigger OR is $98 \%$ efficient in the SingleElectron dataset, and $99.8 \%$ efficient in the SingleMuon. The difference between the two values, a conservative $2 \%$ is considered as systematic uncertainty. The values from the SingleElectron dataset are used to reweight the MC depending on the minimum between the offline MET and MHT.


Figure 5.31: Trigger efficiency for the OR of the HLT_PFMETNoMu*_PFMHTNoMu*_IDTight, HLT_PFMET*_PFMHT*_IDTight, and HLT_PFMET170_* HLT paths as function of the minimum value between the offline reconstructed MET and MHT. The efficiencies are calculated from the SingleElectron (right) and SingleMuon (left) primary dataset.

### 5.3 Physics Objects

In this section, a list of the physics objects used in the analysis is presented, with performance and validation plots. The physics objects are selected according to the standard Run-II recommendations as described in Appendix B.2. Please note that the plots that follow in the next Chapters are referred to as CM Preliminary plots. Although, all the data collected in 2016, were analysed. This notation was kept until the corresponding publication was submitted to The European Physics Journal C.

### 5.3.1 Primary Vertex And Pile-Up

Due to pile-up, several primary vertices are typically reconstructed in an event. The primary vertex of the events is chosen as the one with the highest sum of the $p_{T}^{2}$ of the associated clustered particles, identified leptons, and missing transverse momentum [95]. It has to fulfill the following conditions:

- number of associated tracks >0
- number of degrees of freedom $n_{d o f}>4$
- vertex position along the beam pipe $\left|z_{v t x}\right|<24 \mathrm{~cm}$
- vertex distance with respect to the beam pipe $d_{0}<2 \mathrm{~cm}$
where $z_{v t x}$ and $d_{0}$ are the distance along and perpendicular to the beam line of the vertex with respect to the nominal interaction point $(0,0,0)$.

The data sample contains a significant number of additional interactions per bunch crossing, an effect known as pileup (PU). Nevertheless, the MC PU description does not match exactly the conditions in data. Therefore, there is the need to reweigh the simulated events in order to improve the agreement with the data.

The MC samples are reweighted using the standard CMS PU reweighting technique [96, 97], assuming a total inelastic cross section of $\sigma_{i n}=69200 \mu b$. The pileup distribution is shown in Fig. 5.32. The comparison between the distributions of primary vertices in data and MC after the PU reweighting is applied is shown in Fig. 5.33 after analysis preselections.

The comparison between the distributions of primary vertices in data and MC after the PU reweigting is applied is shown in Fig. 5.33 for two different event selections. A poor data/MC agreement is obvious after reweighting due to the strip tracker dynamic inefficiency related to the saturation effects in the pre-amplifier of the APV chip [98].


Figure 5.32: Pile-up distribution estimated form data assuming a total inelastic cross section of $\sigma_{i n}=69200 \mu b$. The red and blue lines correspond to $\pm 5 \%$ variation of the cross section value. The plot is referred to the number of true interaction in data samples.


Figure 5.33: Primary vertices distributions after reweighting with the official recipe and $\sigma_{\text {in }}=$ $69200 \mu b$, in the $2 e$ (left) and $2 \mu$ selection (right). The poor data/simulation agreement is due to the dynamical tracker inefficiencies in part of the data taking period. $K-S$ corresponds to Kolmogorov-Smirnov test as described in Appendix A.1.5.

Fig. 5.34 shows the primary vertices distribution after reweighting in the $0 \ell$ selection. The data/simulation agreement is worse than the $2 e$ and $2 \mu$ selections, due to the peculiarity of Z decays into a pair of neutrinos which cannot be recorded by any CMS subsystem as well as due to the tracker inefficiencies too.


Figure 5.34: Primary vertices distribution after reweighting with the official recipe and $\sigma_{i n}=$ $69200 \mu b$, in the $0 \ell$ selection. The poor data/simulation agreement is due to the dynamical tracker inefficiencies in part of the data taking period and due to non-detection of neutrinos.

### 5.3.2 ELECTRONS

Electrons are reconstructed from energy deposits in the ECAL matched to tracks reconstructed in the silicon tracker, as well described in Chapter B.2.2.3. The electron trajectories are reconstructed using a dedicated modeling of the electron energy loss and fitted with a Gaussian Sum Filter (GSF) [99]. Electrons used in this analysis are required to pass the Particle Flow criteria, and to fall in the ECAL pseudorapidity fiducial range $(|\eta|<2.5)$.

The electron identification used in this analysis is based on the "cut-based" Id defined by [90]. Isolation cuts are already applied within the cut-based Id definitions, therefore no additional Isolation cut is required. In the isolation definition the effect of PU is considered by taking into account the energy deposits in the calorimeter, estimated through the so-called $\rho$ - area method, by subtracting the median energy density in the event $\rho$ multiplied by electron effective area. The isolation value is computed in a $\Delta R$ cone of 0.3 centred along the lepton direction.

In this analysis, two different electron cut-based Ids are considered: loose and tight Ids. The detailed set of cuts are reported in Tab. 5.13.
$\Delta \eta_{i n}^{\text {seed }}$ and $\Delta \phi_{i n}$ are the difference in $\eta$ and $\phi$ between the track position as measured in the inner layer, extrapolated to the interaction vertex and then extrapolated to the calorimeter and the $\eta$ of the seed cluster or the $\phi$ of the supercluster, $H / E$ is the ratio of the hadronic energy of the CaloTowers in a cone of radius 0.15 centred on the electron's position in the calorimeter to the electromagnetic energy of

| Electrons | loose |  |  | tight |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  |  | EB | EE | EB |  |
| EEE |  |  |  |  |  |
| $\sigma_{\text {inin }}$ | $<$ | 0.011 | 0.0314 | 0.00998 |  |
| $\Delta \eta_{\text {sin }}^{\text {seed }}$ | $<$ | 0.00477 | 0.00868 | 0.00308 |  |
| $\Delta \varphi_{\text {in }}$ | $<$ | 0.222 | 0.213 | 0.0816 |  |
| $H / E$ | $<$ | 0.298 | 0.101 | 0.0305 |  |
| relIso (EA) | $<$ | 0.0994 | 0.107 | 0.0588 |  |
| $1 / E-1 / p$ | $<$ | 0.241 | 0.14 | 0.0641 |  |
| missing hits | $\leq$ | 1 | 1 | 1 |  |
| conversion veto |  | yes | yes | yes |  |
| $\left\|d_{0}\right\|$ | $<$ | 0.05 | 0.10 | 0.05 |  |
| $\left\|d_{z}\right\|$ | $<$ | 0.10 | 0.20 | 0.10 |  |

Table 5.13: Spring16 cut-based selection for 80X releases [90]. EB: barrel cuts ( $\left|\eta_{\text {supercluster }}\right| \leq$ 1.479); EE: endcap cuts ( $\left|\eta_{\text {supercluster }}\right|>1.479$ )
the electron's supercluster, $\sigma_{\text {inin }}$ is the spread in $\eta$ in units of crystals of the electrons' energy in a $5 \times 5$ block of crystals centred on the seed crystal, and $1 / E-1 / p$ is the difference of the inverse of the energy and the momentum. The relative isolation is defined as the ratio of the $p_{T}$ sum of all charged and neutral particle-flow candidates (excluding other PF electrons and muons) in the event within a cone of a radius of $\Delta R=0.3$ centred along the electron direction. Corrections in order to reduce the PU contamination are also applied, using the effective area method. Electrons in the current analysis are identified with the standard cut-based identification methods, and the loose or tight working points. The former is also used to count and identify electrons in all the leptonic categories.

Scale factors for the electron reconstruction, identification, isolation are derived by the EGammaPOG [90] through the tag-and-probe method on the $Z \rightarrow e^{+} e^{-}$mass peak for all the working points separately, as a function of the $p_{T}$ and $\eta$ of the electrons, and are applied consistently in the analysis to account for the small data/simulation difference in the efficiencies of these selections.

Validation of the electron object is performed with an inclusive $Z \rightarrow e^{+} e^{-}$selection, for events passing the electron triggers, and the leading (sub-leading) electron passing the loose Id, and a $p_{T}$ threshold of $30 \mathrm{GeV}(10 \mathrm{GeV})$.

The data/simulation comparison, after the application of all scale factors, is shown in Figures 5.35-5.37. Overall, a very good data/simulation agreement for the reconstructed Z mass is noticeable in Fig. 5.37. Furthermore, in Fig. 5.38, the best data/simulation agreement for the invariant mass of Z is when the Z invariant mass is reconstructed by two "barrel" electrons and the worst agreement when the leading and sub-leading electrons are detected in the endcap regions. As it is widely known, the electrons recorded by ECAL detectors located in the barrel region can be fully reconstructed due to the full deposit of their energy in the crystals. In the endcap region, preshower detector is positioned in front of EE and a full


Figure 5.35: Leading (left) and sub-leading (right) electron $p_{T}$ spectra after $Z \rightarrow e^{+} e^{-}$preselections.



Figure 5.36: Leading (left) and sub-leading (right) electron $\eta$ distribution after $Z \rightarrow e^{+} e^{-}$ pre-selections.
reconstruction of electron particle is not achievable due to its energy loss.

### 5.3.3 MUONS

Muons used in the present analysis are based on the Particle Flow Muon selection as described in Chapter B.2.2.4, considering Global Muon or a Tracker Muon candidates and by applying minimal


Figure 5.37: Reconstructed Z mass (left) and Z $p_{T}$ (right) after the $Z \rightarrow e^{+} e^{-}$pre-selections.
requirements on the track components in the muon system and taking into account a matching with small energy deposits in the calorimeters. In order to further increase purity, additional cuts are applied, matching the Tight identification working point defined by MuonPOG [93]. The list of quantity cuts are listed below. Scale factors, provided by the MuonPOG are applied as a function of the $p_{T}$ and $\eta$ of the muons to cope with the residual differences between data and simulation [92]. Tab. 5.14 lists the muon id criteria which are applied for selecting proper muon objects in the two-lepton channels:

| Id criterion | Loose | Tight |
| :--- | :---: | :---: |
| isGlobalMuon | yes | yes |
| isPFMuon | yes | yes |
| normalizedChi2 | - | $<10$ |
| numberOfValidMuonHits | - | $>0$ |
| numberOfMatchedStations | - | $>1$ |
| numberOfValidPixelHits | - | $>0$ |
| trackedLayersWithMeasurement | - | $>5$ |
| $d_{x y}$ | - | $<0.2$ |
| $d_{z}$ | - | $<0.5$ |

Table 5.14: Muon Id criteria used in the analysis for two-lepton channels.

On the other hand, in the zero-lepton channel, different Id cuts are applied in order to have an effective veto (muons with $p_{T}$ as low as 10 GeV are vetoed), a standard loose id is applied in this case:

- isPFMuon
- to be or Tracker or Global


Figure 5.38: Reconstructed Z mass in different electron $\eta$ regions after the inclusive $Z \rightarrow e^{+} e^{-}$ selections. Top left: both electrons in the barrel. Top right: leading electron in the barrel, subleading electron in the endcaps. Bottom left: leding electron in the endcaps, subleading electron in the barrel. Bottom right: both electrons in the endcaps.

For muons reconstructed using the PF algorithm, the standard muon isolation is defined as the ratio of the $p_{T}$ sum of all charged and neutral particle-flow candidates in the event within a cone with a radius of $\Delta R=0.4$ centred along the lepton direction. Corrections in order to reduce the PU contamination are also applied, using the $\delta \beta$ method [100]. This variable is defined by:

$$
\begin{equation*}
\delta \beta-I s o^{\mu^{i}}=\sum_{\Delta R(i, j)<0.4}^{C H-L V} p_{T}^{i}+\max \left(0, \sum_{\Delta R(i, j)<0.4}^{N H} p_{T}^{j}+\sum_{\Delta R(i, j)<0.4}^{P H} p_{T}^{j}-\frac{1}{2} \sum_{\Delta R(i, j)<0.4}^{C H-P U} p_{T}^{j}\right) \tag{5.11}
\end{equation*}
$$

where each sum runs over the particles with $\Delta R<0.4$ of the muon, $p_{T}^{i}$ is the transverse momentum of each surrounding particle, $\mathrm{CH}-\mathrm{LV}$ and $\mathrm{CH}-\mathrm{PU}$ are charged particles associated with leading vertex (LV) and pileup (PU) vertices, respectively, and NH and PH are neutral hadrons and photons reconstructed with the particle-flow algorithm.

Muons with $p_{T}>10 \mathrm{GeV}$ identified with the loose id and passing the loose working point of the PFIsolation $(<0.25)$ are used for muon counting and vetoed in the 0 -lepton category.

Figure 5.39 and Figure 5.41 show the data/simulation comparison for the muons after the preselections, consisting of a $p_{T}$ requirement for the leading (sub-leading) of $30(10) \mathrm{GeV}$, tight (loose) Id and loose isolation.


Figure 5.39: Leading (left) and sub-leading (right) muon $p_{T}$ spectra after Z selections.

Figure 5.42 illustrates the invariant mass of $Z$ boson reconstructed by two muons from different parts of the CMS muon system. Either the muons come from the barrel or the endcap or the combination of them, there is a good data/simulation agreement, and the simulation can well describe the Z boson mass distribution like real data. The Z boson mass can be precisely derived from any muon (barrel or/and endcap muons) with a very good data/simulation agreement due to the powerful Muon System provided by the CMS experiment.

### 5.3.4 TAUS

The presence of hadronically-decaying taus may be an indication of other electroweak bosons in the events, for instance from $t \bar{t}$ decays. Since hadronic tau decays are not targeted in this analysis, they only


Figure 5.40: Leading (left) and sub-leading (right) muon $\eta$ after Z selections.


Figure 5.41: Reconstructed Z mass (left) and $\mathrm{Z} p_{T}$ (right) after the inclusive $Z \rightarrow \mu^{+} \mu^{-}$ selections.
act as veto for the events both in the signal and in the control regions. The selection criteria for taus are $p_{T}>18 \mathrm{GeV}$ and $|\eta|<2.3$, passing the byVTightIsolationMVArun2vlPWnewDMwLT identification [101], and being at least $\Delta R>0.4$ far from other isolated electrons and muons. The $\tau^{ \pm}$multiplicity is generally well described in simulation for zero-lepton, and two-lepton categories, as shown in Fig. 5.43.


Figure 5.42: Reconstructed Z mass in different muon $\eta$ regions after the inclusive $Z \rightarrow \mu^{+} \mu^{-}$ selections. Top left: both muons in the barrel. Top right: leading muon in the barrel, subleading muon in the endcaps. Bottom left: leading muon in the endcaps, sub-leading muon in the barrel. Bottom right: both muons in the endcaps.

### 5.3.5 JETS

Events in the CMS detector are reconstructed using the particle-flow algorithm as described in Appendix B.2.2.6, which combines information from all subdetectors in order to reconstruct stable particles. The charged hadron subtraction algorithm (CHS) removes candidates not associated to the primary vertex in order to remove contributions from pileup [102]. The remaining particles are used as input to jet clustering algorithms to reconstruct particle-flow jets. The jets are clustered using the FastJet package


Figure 5.43: The $\tau^{ \pm}$multiplicity for the zero-lepton channel (top left), for the two-muons channel (top right) and for the two-electrons category (bottom centre).
[103] with the anti- $k_{T}$ jet clustering algorithm, with the clustering parameters $R=0.4$ (AK4 jets). Several levels of jet energy corrections are applied as reported in Appendix B.2.2.6.

The tags of the jet energy corrections are defined by the latest recommendations of Ref. [104] for data and simulation, respectively. In this analysis, jets are considered with $p_{T}$ larger than 30 GeV and lie in the tracker acceptance $(|\eta|<2.4)$. Additionally, they are required to pass loose jet identification requirements defined by the JETMET POG for Run-II analyses [105], listed in Tab. 5.15.

The jet energy resolution (JER) measured on data is not the same as in MC. The impact of this difference,

| PF Jet ID | loose | tight |
| :--- | :--- | :--- |
| Neutral Hadron Fraction | $<0.99$ | $<0.90$ |
| Neutral EM Fraction | $<0.99$ | $<0.90$ |
| Number of Constituents | $>1$ | $>1$ |
| Muon Fraction | - | - |
| Additionally, for $\|\eta\|<2.4$ |  |  |
| Charged Hadron Fraction | $>0$ | $>0$ |
| Charged Multiplicity | $>0$ | $>0$ |
| Charged EM Fraction | $<0.99$ | $<0.99$ |

Table 5.15: The loose and tight jet identification requirements for Run2.
and the subsequent systematic uncertainty is evaluated by smearing the jet energy in simulation. This procedure is suggested by the JETMET POG [106], and the smearing coefficients and their errors are reported in Tab. 5.16 for 2016 data. The uncertainties are evaluated by shifting the smearing value by its uncertainty and they are evaluated with respect to the smearing central value. The difference is propagated to the final selection of events and distributions, and it is taken as a systematic uncertainty.

| $\eta$ | $0.0-0.5$ | $0.5-0.8$ | $0.8-1.1$ | $1.1-1.3$ | $1.3-1.7$ | $1.7-1.9$ | $1.9-2.1$ | $2.1-2.3$ | $2.3-2.5$ | $2.5-2.8$ | $2.8-3.0$ | $3.0-3.2$ | $3.2-5.0$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SF | $1.109 \pm 0.008$ | $1.138 \pm 0.013$ | $1.114 \pm 0.013$ | $1.123 \pm 0.024$ | $1.084 \pm 0.011$ | $1.082 \pm 0.035$ | $1.140 \pm 0.047$ | $1.067 \pm 0.053$ | $1.177 \pm 0.041$ | $1.364 \pm 0.039$ | $1.857 \pm 0.071$ | $1.328 \pm 0.022$ | $1.160 \pm 0.029$ |

Table 5.16: Smearing coefficients and JER uncertainties [106].

### 5.3.6 B-TAGGING

Several algorithms have been developed to tag jets from b-quarks. One of the best-performing algorithms, used throughout this analysis is the Combined Secondary Vertex (CSVv2), as fully described in Appendix B.2.2.7. Three working points are usually defined for each algorithm, defining cuts in the discriminators based on the level of mis-tagging. The cut values of the CSVv2 and the corresponding mis-tagging for light-flavour jets relative to the CSVv2 algorithm are reported in Tab. 5.17.

| Working point | Cut | $\varepsilon_{\text {light }}$ |
| :--- | :---: | :---: |
| Loose | 0.5426 | $\sim 10 \%$ |
| Medium | 0.8484 | $\sim 1 \%$ |
| Tight | 0.9535 | $\sim 0.1 \%$ |

Table 5.17: CSVv2 official working points.
It is known that b-tagging efficiency is not the same in data and MC. In order to take into account this shortcoming, the BTV POG [107] provides collections of b-tagging scale factors for b-jets and mistagged light jets, measured for different physics processes, for the supported tagging algorithms and the
three standard working points [108]. A weight is calculated on a per-event basis as a function of the b-tagging status and the flavour of the hadron that initiated the jet in the event, according to method 1a in Ref. [109].

Furthermore, in the analysis workflow, jets are ordered by decreasing CSV value. The two jets with the highest CSV value are used to reconstruct the Higgs boson candidate. Various combinations of CSV working points are studied for choosing the best reconstructed Higgs boson candidate as shown in the next Chapter 5.4.

### 5.3.7 Missing Energy

The $\mathbb{E}_{T}$ is defined as the imbalance in the transverse energy of all visible particles, and it is reconstructed with the particle flow algorithm as described in Appendix B.2.2.5. Particle flow MET with Type-1 corrections applied is currently the default one used by CMS physics analyses. In our analysis study, PF MET Type- 1 corrections are also used for chasing an evidence of a heavy pseudoscalar A boson. Figure 5.44 shows the $\mathbb{E}_{T}$ distribution for data and Monte Carlo after the correction for the three different Z decay categories.


Figure 5.44: Type-1 corrected $\mathscr{E}_{T}$ in $Z \rightarrow e^{+} e^{-}$(top left), $Z \rightarrow \mu^{+} \mu^{-}$(top right), and $Z \rightarrow \nu \bar{\nu}$ (bottom centre) events.

### 5.4 Optimisation

In this section a method followed to choose a suitable selection for the CSV working point and for a Higgs mass window, is described. In this analysis workflow the Higgs candidate is reconstructed from the two highest-scoring CSV jets in the event, and the performances of the CSV selection and Higgs mass window are estimated using this association criteria. The fraction of jets initiated by a b-quark coming from the Higgs is shown in Fig. 5.45. Depending on the category, from $80 \%$ to $97 \%$ of the events have correctly-associated jets. This study performed in order to find out how many b-jets which satisfy the requirement of the medium CSV working point selection as defined in Tab. 5.17, come from the Higgs candidate. It is clear that when we apply 1 b -tag medium requirement, the possibility to have b-jets originated from the Higgs candidate ranges from $80 \%$ to $85 \%$. However, when the 2 b-tag medium working point selection is applied, the percentage of the medium CSV b-jets originated from the Higgs candidate is $\sim 97 \%$ at least. Consequently, by applying the 2 b-tag medium working point selection, the two b-jets are literally from the Higgs candidate by $95 \% \sim 97 \%$ as shown in the simulation study.


Figure 5.45: Fraction of events with jets correctly associated to reconstruct the Higgs boson.

This method takes advantage of results which are derived from the Figure Of Merit (FOM) to determine which selection could improve our signal efficiency. FOM is defined as follows:

$$
\begin{equation*}
F O M=\frac{S}{\sqrt{B+1}} \tag{5.12}
\end{equation*}
$$

where $S$ stands for signal events and $B$ corresponds to background events. Equation 5.12 is used to quantise how well background events are rejected from the signal region while maintaining the signal, by calculating the number of signal events divided by the number of background events in the signal area. The signal area is defined as a region where a heavy pseudo-scalar A boson mass candidate could be located. For instance, for signal of $m_{A}=300 \mathrm{GeV}$, the signal area is the region with a window of
$3 \%$ around the mass of 300 GeV . It is important to note that a background and signal which are taken into account in the calculation are those which fall into a window with $3 \%$ width at a signal region of each A mass point.

### 5.4.1 Csv Working Point Selection

The CSV selection is vital for our analysis because two highest-scoring CSV jets are chosen to reconstruct the SM-like Higgs boson candidate with mass 125 GeV . As mentioned, three possible working point selections (Loose, Medium, and Tight) are investigated by calculating the figure of merit of each working point. A selection which increases the FOM for each mass point is considered as the best CSV working point selection and it can remove as much as possible background events from the signal area and at the same time, it does not affect the signal events.

From all the possible scenarios six of them can be chosen to reconstruct the SM-like Higgs boson and are listed in Table 5.18.

| Scenario | Jet $_{1}$ CSV | Jet $_{2}$ CSV |
| :--- | :--- | :--- |
| 1 | Loose | Loose |
| 2 | Medium | Loose |
| 3 | Medium | Medium |
| 4 | Tight | Loose |
| 5 | Tight | Medium |
| 6 | Tight | Tight |

Table 5.18: Six possible scenarios for CSV working point selection.

Their FOM is calculated for each mass point (thirteen mass points) and is shown in Fig. 5.46. The worst CSV working point selection is when the $J e t_{1} C S V$ and $J e t_{2} C S V$ are identified as Loose. This selection corresponds to the turquoise line in Fig. 5.46 and as we can see, it has the lowest FOM values. As a consequence, a significant number of interesting events is rejected by this working point selection.

On the other hand, the highest FOM value is given by Tight and Medium (blue line in Fig. 5.46) and Medium and Medium (green line in Fig. 5.46) working point selections. The differences between of two are negligible, with a slightly better efficiency when the Tight and Medium working point is selected, however, the Medium and Medium working point selection is chosen to reconstruct the SM-like Higgs boson candidate, avoiding the strictest choice of the CSV selection. In addition, Table 5.19 records the signal and background events that remain in the signal region after implementing the CSV working point selections.


Figure 5.46: Significance plot comparing CSV working point selections for each mass point in linear scale (left) and logarithmic scale (right).

### 5.4.2 Higgs Mass Window

The Higgs mass window is another crucial variable to our analysis. A proper window has to be determined around the discovered Higgs mass by selecting two b-jets that originate from the Higgs boson candidate. An optimisation of a Higgs mass window is performed on eleven different windows. Higgs mass windows range from the lowest value of 85 GeV and they reach up to 150 GeV divided into eleven regions. The Higgs mass windows are listed in Table 5.20 and their FOM values are presented in Figure 5.47.

Figure 5.47 shows that the FOM values for all Higgs mass windows are roughly similar at the lowest A boson masses. However, at the highest A masses, the $100<m_{h}<140 \mathrm{GeV}$ window (black line in Fig. 5.47) has the best FOM value. The $100<m_{h}<140 \mathrm{GeV}$ Higgs mass window is chosen as the most optimal window which removes more background than signal events in the signal region. The remnant of the background and signal events for the various Higgs mass windows, are listed in Table 5.21.


Figure 5.47: FOM plots comparing the different Higgs mass windows for each mass point in linear scale (left) and logarithmic scale (right). The bottom plots show the comparison among the $100<m_{h}<140 \mathrm{GeV}$ window and other tighter Higgs mass windows.

| Mass point (GeV) | Samples | Events |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | L-L | M-L | M-M | T-L | T-M | T-T |  |
| 225 | Signal | 150.10 | 140.87 | 85.84 | 122.30 | 80.98 | 50.33 |
|  | Background | 30967.13 | 15191.42 | 6156.37 | 10791.72 | 5589.12 | 3197.36 |
| 250 | Signal | 183.17 | 170.87 | 102.36 | 147.70 | 96.18 | 59.95 |
|  | Background | 55318.95 | 29184.48 | 11631.84 | 20834.97 | 10541.28 | 5947.71 |
| 275 | Signal | 198.66 | 186.03 | 112.75 | 160.61 | 105.96 | 65.98 |
|  | Background | 47518.87 | 25133.91 | 9436.15 | 17483.76 | 8458.97 | 4749.10 |
| 300 | Signal | 190.86 | 179.47 | 111.19 | 156.10 | 105.09 | 64.96 |
|  | Background | 25986.74 | 13141.66 | 4639.83 | 8935.69 | 4151.43 | 2335.35 |
| 325 | Signal | 222.18 | 208.11 | 128.16 | 180.57 | 120.19 | 74.27 |
|  | Background | 30741.23 | 14949.87 | 5025.93 | 10048.14 | 4482.65 | 2490.56 |
| 350 | Signal | 237.18 | 222.59 | 136.56 | 192.44 | 127.98 | 78.00 |
|  | Background | 26706.23 | 12737.09 | 4157.61 | 8490.86 | 3683.11 | 2014.35 |
| 400 | Signal | 261.72 | 245.78 | 151.87 | 212.82 | 142.31 | 86.59 |
|  | Background | 19418.69 | 8869.63 | 2707.96 | 5738.65 | 2382.22 | 1280.28 |
| 500 | Signal | 308.76 | 290.91 | 181.68 | 251.08 | 169.96 | 100.67 |
|  | Background | 9995.83 | 4305.07 | 1204.91 | 2661.35 | 1044.56 | 558.44 |
| 600 | Signal | 343.04 | 322.01 | 198.81 | 275.91 | 185.51 | 109.88 |
|  | Background | 5974.29 | 2453.76 | 633.22 | 1447.77 | 538.77 | 291.30 |
| 700 | Signal | 373.39 | 349.71 | 212.04 | 296.66 | 196.88 | 114.12 |
|  | Background | 3355.21 | 1312.60 | 351.94 | 755.50 | 297.49 | 149.81 |
| 800 | Signal | 393.76 | 367.61 | 219.88 | 308.87 | 202.92 | 115.04 |
|  | Background | 2218.83 | 888.62 | 238.36 | 502.35 | 197.60 | 104.67 |
| 900 | Signal | 406.79 | 378.78 | 223.58 | 316.23 | 205.15 | 115.03 |
|  | Background | 1353.81 | 531.42 | 144.89 | 306.75 | 118.40 | 55.91 |
| 1000 | Signal | 404.92 | 375.34 | 217.64 | 311.40 | 199.37 | 109.07 |
|  | Background | 767.40 | 295.94 | 85.58 | 174.14 | 71.25 | 33.74 |
|  |  |  |  |  |  |  |  |

Table 5.19: Events in the window with $3 \%$ width at each signal area for different CSV working point selections. L: Loose, M: Medium and T: Tight.

| Window | Higgs mass $(\mathrm{GeV})$ |
| :--- | :--- |
| 1 | $90<m_{h}<140$ |
| 2 | $90<m_{h}<145$ |
| 3 | $85<m_{h}<145$ |
| 4 | $85<m_{h}<150$ |
| 5 | $95<m_{h}<140$ |
| 6 | $100<m_{h}<140$ |
| 7 | $100<m_{h}<135$ |


| Tighter windows |  |
| :--- | :---: |
| 8 | $100<m_{h}<145$ |
| 9 | $105<m_{h}<145$ |
| 10 | $105<m_{h}<140$ |
| 11 | $105<m_{h}<135$ |

Table 5.20: Eleven Higgs mass windows range from 85 GeV to 150 GeV .



### 5.5 Discriminating Variables

The gluon-gluon fusion production of a heavy pseudoscalar and its decay $A \rightarrow Z h \rightarrow \ell^{+} \ell^{-} b \bar{b}$ yields a very characteristic signature even with respect to the irreducible backgrounds. The possibility to reject the latter relies almost exclusively in finding the most characteristic variables of the signal process.

Two approaches can be attempted: the first and most immediate one is to consider variables which are natural from an experimental point of view, such as the final objects transverse momenta, invariant masses, pseudorapidity and azimuthal separation, and many more. This can be thought of as a type of bottom-up parametrisation, and the full set of variables can be found in Chapter 5.7.

The alternative is a top-down parametrisation, motivated by the physical process. A good starting point are the variables that characterise the pseudoscalar production, such as the polar angle, and follow the decay chain up to the final objects (leptons and quarks) in their rest frame. This procedure is described in Chapter 5.5.2.

### 5.5.1 Kinematics

The present search has a final state with two resonant states of known mass, and both on shell ( $m_{Z}=$ $91 \mathrm{GeV} m_{h}=125 \mathrm{GeV}$ ): $Z \rightarrow \ell^{+} \ell^{-}$(in the $2 \ell$ channel) and $h \rightarrow b \bar{b}$. The resolution of the two b-jets forming the latter state is not as good as the one of the leptons forming the Z , so the peak resolution of the A boson is dominated by the Higgs boson mass resolution. This is especially true at low $m_{A}$, because at high $m_{A}$ the resolution of the A mass is dominated by the resolution of the Higgs $p_{T}$, rather than its mass. To improve the $m_{A}$ resolution, and consequently increase the discovery potential, it is possible to exploit the fact that the mass of the h is known in order to correct the jets' four momenta. The largest factor in determining a jet 4 momentum is the determination of its $p_{T}$, which is intrinsically limited by the calorimetry non-linear response, low- $p_{T}$ track reconstruction momentum determination and losses due to non-sensitive areas in the detector. In general, the $\eta$ and $\phi$ of the jet have a smaller impact of the di-jet mass resolution and are usually well estimated by the jet reconstruction and clustering methods. These considerations motivate the focus on the correction of the $p_{T}$ of the two jets used to reconstruct the Higgs candidate.

In the calculation of the best estimate of the A boson mass, the four momenta of the two jets are rescaled to match an invariant mass of $m_{j j}=125 \mathrm{GeV}$. The rescaling is not the same for the jet pair, but is proportional to the uncertainty on the jet energy scale (JES). In this way, the jet with the largest

JES uncertainty is corrected more that the other. The corrected jet $p_{T}$ are:

$$
\begin{equation*}
p_{T}^{i^{\prime}}=p_{T}^{i} \cdot \frac{m_{h}}{m_{j j}} \cdot w_{i} \tag{5.13}
\end{equation*}
$$

where $w_{i}=2 \cdot \frac{\sigma_{i}}{\sigma_{1}+\sigma_{2}}$, the index $i$ runs on the jet number $(i=1,2)$, and $\sigma_{i}$ is the JES uncertainty for the i-th jet.

A similar method is applied to leptons, if present in the final state. The mass of the Z boson is very well measured, and similarly to the jets, the lepton momenta are rescaled to match the expected Z boson invariant mass. In the lepton case, the scale uncertainties are much smaller than the ones of the jets, and the $w_{i}$ are set to 1 . Even if the effect on the A resolution is smaller that kinematic constrain on the jets, this additional constrain limits the impact of the lepton energy scale, and helps especially at low $m_{A}$ where the peak is very narrow, improving the resolution by $1 \sim 2 \%$.


Figure 5.48: $m_{A}$ before and after the kinematic constrain on the Z and h for the different signal mass points in the $2 e$ category.

In $0 \ell$ final state, the situation is quite different: the final state cannot be reconstructed, and the transverse mass resolution is dominated by the $\mathbb{E}_{T}$, whose true value is obviously unknown. Furthermore, this

|  |  | 225 | 250 | 275 | 300 | 325 | 350 | 400 | 500 | 600 | 700 | 800 | 900 | 1000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean (GeV) | 217 | 241 | 265 | 289 | 313 | 337 | 386 | 484 | 583 | 682 | 780 | 879 | 977 |
|  | Width (GeV) | 11.5 | 13.7 | 14.3 | 16.1 | 18.2 | 18.0 | 20.7 | 26.3 | 29.0 | 34.3 | 39.3 | 42.8 | 50.6 |
|  | Res (\%) | 0.053 | 0.057 | 0.054 | 0.056 | 0.058 | 0.053 | 0.054 | 0.054 | 0.050 | 0.050 | 0.050 | 0.049 | 0.052 |
| 夆 | Mean (GeV) | 226 | 250 | 275 | 300 | 325 | 350 | 400 | 500 | 600 | 699 | 797 | 895 | 990 |
|  | Width (GeV) | 6.0 | 8.7 | 9.5 | 11.3 | 14.5 | 13.3 | 16.3 | 22.3 | 25.2 | 31.1 | 37.3 | 41.0 | 48.2 |
|  | Res (\%) | 0.027 | 0.035 | 0.035 | 0.038 | 0.044 | 0.038 | 0.041 | 0.045 | 0.042 | 0.044 | 0.047 | 0.046 | 0.049 |

Table 5.22: Results of the kinematic constrain on the A mass peak in the $2 e$ category, estimated from the RMS and mean of the histograms. The resolution is defined as RMS/mean.


Figure 5.49: $m_{A}$ before and after the kinematic constrain on the Z and h for the different signal mass points in the $2 \mu$ category.
channel is contributing at high mass, where the effectiveness of the kinematic constrain is intrinsically lower. Even if the gain in resolution is not large as in the di-leptonic final states, it is still visible, and retained in the estimation of the A boson transverse mass.

|  |  | 225 | 250 | 275 | 300 | 325 | 350 | 400 | 500 | 600 | 700 | 800 | 900 | 1000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { 右 } \\ & 0 \\ & \hline \end{aligned}$ | Mean (GeV) | 217 | 241 | 265 | 290 | 314 | 338 | 387 | 484 | 583 | 681 | 780 | 878 | 977 |
|  | Width (GeV) | 11.4 | 14.3 | 14.9 | 17.4 | 17.8 | 18.6 | 22.2 | 25.6 | 30.7 | 35.6 | 39.9 | 45.5 | 50.4 |
|  | Res (\%) | 0.052 | 0.059 | 0.056 | 0.060 | 0.057 | 0.055 | 0.057 | 0.053 | 0.053 | 0.052 | 0.051 | 0.052 | 0.052 |
| 寻 | Mean (GeV) | 226 | 250 | 275 | 300 | 325 | 350 | 400 | 500 | 600 | 699 | 797 | 895 | 991 |
|  | Width (GeV) | 5.9 | 9.3 | 10.2 | 13.3 | 13.2 | 13.8 | 18.3 | 21.1 | 26.8 | 31.7 | 36.1 | 41.4 | 45.5 |
|  | Res (\%) | 0.026 | 0.037 | 0.037 | 0.044 | 0.041 | 0.039 | 0.046 | 0.042 | 0.045 | 0.045 | 0.045 | 0.046 | 0.046 |

Table 5.23: Results of the kinematic constrain on the A mass peak in the $2 \mu$ category, estimated from the RMS and mean of the histograms. The resolution is defined as RMS/mean.


Figure 5.50: $m_{A}$ before and after the kinematic constrain on the h for the different signal mass points in the $0 \ell$ category.

### 5.5.2 AngUlar Variables

There are several features in the signal $A \rightarrow Z h \rightarrow \ell^{+} \ell^{-} b \bar{b}$ decay kinematics which can help to discriminate the background. In fact, five helicity-dependent angular observables fully describe the kinematics in a $2 \rightarrow 1 \rightarrow 2 \rightarrow 4$ decay; they are independent on the three invariant masses of the

|  |  | 700 | 800 | 900 | 1000 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\approx$ | Mean (GeV) | 616 | 684 | 757 | 829 |
| $:$ | Width (GeV) | 52.1 | 75.8 | 99.8 | 123.4 |
| $\circ$ | Res (\%) | 0.085 | 0.111 | 0.132 | 0.149 |
|  | Mean (GeV) | 627 | 698 | 771 | 842 |
|  | Width (GeV) | 50.3 | 72.5 | 95.9 | 119.0 |
|  | Res (\%) | 0.080 | 0.104 | 0.124 | 0.141 |

Table 5.24: Results of the kinematic constrain on the A transverse mass peak in the $0 \ell$ category, estimated from the RMS and mean of the histograms. The resolution is defined as RMS/mean.
particles involved ( $\mathrm{A}, \mathrm{Z}, \mathrm{h}$ ) and on the longitudinal and transverse momenta but typically they have weaker discrimination power and rely on PDFs and process dynamics. These variables are largely uncorrelated and are more attractive to be used in a collective discriminator rather than independently.


Figure 5.51: Diagram of the $A \rightarrow Z h \rightarrow \ell^{+} \ell^{-} b \bar{b}$ decay and the definition of the five helicity angles.

The five angles are sketched in Fig. 5.51; two of them are production angles $\left(\theta^{*}, \Phi_{1}\right)$, the remaining three are decay angles $\left(\theta_{1}, \theta_{2}, \Phi\right)$. Their normalized distributions are shown in Fig. 5.52 and are defined as:
$\theta^{*}$ : angle between the $A$ flight direction and the beam in the $A$ rest frame
$\theta_{1}$ : angle between the negatively charged lepton and the $Z$ flight direction in the $Z$ rest frame
$\theta_{2}$ : same as $\theta_{1}$, but for $h$ and jets.
$\Phi$ : angle between the $Z$ and $h$ decay planes
$\Phi_{1}$ : angle between the $Z$ decay plane and the plane where the $Z$ and the beam directions lie


Figure 5.52: Signal (red) and background (green) probability distribution functions for the five angles. The signal is the sum of the signal samples, the green represents the Drell-Yan background. The distribution are obtained after the selection reported in Tab. 5.25.

### 5.5.2.1 Likelihood Angular Discriminant

Since helicity variables are known to have generally low discriminating power, cutting on these would force to reject a significant fraction of signal events. However, they can be combined together using a multivariate discriminator. A Likelihood Discriminant is constructed starting from the signal and background probability distribution functions $s_{i}$ and $b_{i}$. A likelihood has been chosen for its simplicity and robustness with respect to others multivariate methods. In addition, if the variables which construct the likelihood discriminant are uncorrelated, there is no degradation in performance and the discriminant gives the optimal separation between signal and background as described in Appendix A.1.14. The
likelihood ratio discriminator is defined as follows:

$$
\begin{equation*}
\text { Discr }=\frac{\prod_{i} s_{i}\left(x_{i}\right)}{\prod_{i} s_{i}\left(x_{i}\right)+\prod_{i} b_{i}\left(x_{i}\right)} \tag{5.14}
\end{equation*}
$$

The training of the likelihood has been performed by selecting all the simulated events passing the preselections described in Chapter 5.6 and the selections in Tab. 5.25. The background distributions are taken exclusively from DY processes, weighted by their cross sections. The signal distributions are obtained from the sum of all signal samples, weighted with an unitary cross section. The list of cuts applied to backgrounds and signal is reported in Tab. 5.25.

In addition, the corresponding Receiver Operating Characteristic (ROC) curve is presented in Fig. 5.53. The point on the ROC curve represents the final selection of the Angular Likelihood Discriminator (AngularLD $>0.5$ ). By applying this specific cut, the signal efficiency is $85 \%$ and the $Z+j e t s$ background rejection is $50 \%$.

| Variable | Cut |
| :--- | :---: |
| $m_{\ell^{+} \ell^{-}}(\mathrm{GeV})$ | $70<m_{\ell^{+} \ell^{-}}<110$ |
| $C S V_{1}$ | medium |
| $C S V_{2}$ | medium |
| $m_{b \bar{b}}(\mathrm{GeV})$ | $100<m_{b \bar{b}}<140$ |
| $E_{T}(\mathrm{GeV})$ | $<100$ |

Table 5.25: Cut list for Likelihood training.

The five angular variables for background and signal samples are shown compared to data in Fig. 5.54; the final Angular Discriminator output is also shown in Fig. 5.55.


Figure 5.53: ROC curve of the Likelihood discriminant.


Figure 5.54: Data and MC comparison for the five angles after analysis preselections and after the implementation of the angular selection (AngularLD $>0.5$ ).


Figure 5.55: Angular Discriminant output in the $Z+b \bar{b}$ control region (left) and $t \bar{t}$ control region (right).

### 5.5.3 EvENT SHAPE

The angular discriminator is effective in discriminating the signal against the $Z+b \bar{b}$ background, but unfortunately the $t \bar{t}$ background behaves as a signal. In order to reduce its contribution in the Signal Region ( $S R$ ) (and thus increasing the $\mathrm{S} / \mathrm{B}$ ratio), a different set of discriminating variables can be used. These variables are physically motivated by the the different physics behind the $t \bar{t}$ production, the $Z$ mass and the $\mathbb{E}_{T}$. In the $t \bar{t}$ production, there is no real Z candidate, so the two leptons does not reconstruct the Z mass correctly, and the contribution is almost flat in the di-lepton invariant mass spectrum. The $Z+b \bar{b}$ and the signal have no intrinsic missing energy coming from neutrinos in the final state and it is expected that the $\mathscr{E}_{T}$ distribution in $t \bar{t}$ background will be generally larger than the one in $Z+b \bar{b}$ and signal.

### 5.5.3.1 Likelihood Event Discriminant

Similarly to the angular discriminant, event discriminator can be trained to explicitly reject the $t \bar{t}$ background. In this case, the background definition in the training is just $t \bar{t}$. Figure 5.56 reports the normalised shapes of the signal and background, while Fig. 5.57 shows the ROC curve in the signal region. Fig. 5.58 displays the agreement between data and simulation in two of the most important control regions. The Event Shape discriminator's cut is shown on the ROC curve and corresponds to $>0.5$ (Event Shape discriminator > 0.5). By implementing this particular cut, we remove approximately $75 \%$ $t \bar{t}$ background contamination and the signal loss is roughly $15 \%$.

The list of cuts employed before the training is the same as the angular discriminator, reported in Tab. 5.25. Because of the small or null correlation between the input variables, the outputs of the two discriminators are also uncorrelated, as shown in Fig. 5.59.

### 5.6 Event Selection

Events considered in this analysis have to pass a certain number of selections before being considered as suitable signal candidates, identically in both data and simulation. The selections are reported below and in Table 5.26. The final signal efficiency is shown separately depending on the number and flavour of the leptons and b-tagged subjects in Figure 5.60 and 5.61 for both A boson production modes.

As shown in Fig. 5.60, the overall signal efficiency is 2-15\% and the biggest loss is from the Higgs mass window. Better efficiency could be gained by the 1 b-tag category, however, the $\mathrm{S} / \mathrm{B}$ ratio is worse due to much more background which has to be dealt with.
Table 5．26：Summary of the selection cuts for all the five final states of the analysis．

|  |  |  | $\begin{aligned} & 9^{\cdot 0}< \\ & g^{0} 0< \end{aligned}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $Z<\Omega / L_{\\|}$ |  |  | uо！̣әəโə．．รчด uosoq |
|  $\left[00<f y \supset{ }^{\prime} p_{I}+46!?\right.$ | ```\Lambdaจ⿹00Z <``` |  |  |  | $\begin{array}{r} .8 \mathrm{gzf-qH} \\ \text { sseu } \mathrm{H} \\ L d \mathrm{H} \\ \text { sqə } \end{array}$ |
|  |  |  | $\Lambda^{\text {əヤ0I }}{ }^{〔} 0 \varepsilon<{ }^{L d}$ osind esooi <br>  <br> モZПش（YL）${ }^{-}$LTH |  <br>  <br> dM asool วृ <br>  <br>  | Ld $\ddagger$ dәт osi $\ddagger$ dəて PI łdəT ．．．8．！！．．L |
| $\underline{1} \sim \leftarrow$ | ${ }^{7} \Lambda_{\mp}{ }^{\prime \prime} \leftarrow M$ | ${ }^{2} \Lambda_{\mp}{ }^{2} \leftarrow M$ | $-{ }_{+}{ }^{n}$ ¢ $\leftarrow Z$ | $-^{2}+{ }^{2} \leftarrow Z$ |  |



Figure 5.56: Signal (red) and background (orange) probability distribution functions for the $m_{\ell^{+} \ell^{-}}$and $\mathscr{E}_{T}$ variables. The signal is the sum of the signal samples, the orange represents the $t \bar{t}$ background.


Figure 5.57: ROC curve and output distribution of the Event Shape discriminator.

On the other hand, in the associated b-quark production case (shown in Fig. 5.61), the signal efficiency is $1-12 \%$. A non-negligible fraction of events has additional b-quarks in the final state, however, it is low dues to the small kinematical acceptance of the accompanying b-quarks. Only $20 \%$ of events which have 3 b-quarks can pass through kinematical acceptance and only $4 \%$ of events which have 4 b-quarks, can survive from the acceptance.


Figure 5.58: Event Discriminant output in the $Z+b \bar{b}$ control region (left) and $t \bar{t}$ control region (right).


Figure 5.59: Correlation between the variables used in the two discriminators, and the four body invariant mass itself. The cross-correlation is always meant to be very small.

### 5.6.1 Pre-selection Cuts

Events are classified into three independent categories ( $0 \ell, 2 e$, and $2 \mu$ ), based on the number and flavour of the reconstructed leptons. The pre-selection cuts for each categories are presented:


Figure 5.60: Signal efficiency separated by final state and b-tagging multiplicity after the signal region selections in the normal scale (left plot) and in the log scale (right plot). The efficiency is relative to the gluon fusion production mode.


Figure 5.61: Signal efficiency separated by final state and b-tagging multiplicity after the signal region selections in the normal scale (left plot) and in the log scale (right plot). The efficiency is relative to the b-quark associated production mode.

## Neutrino channel (0 ):

In the $0 \ell$ category, no isolated electron or muon with $p_{T}>10 \mathrm{GeV}$ is allowed. Events containing isolated hadronic decays of the $\tau$ leptons with $p_{T}>18 \mathrm{GeV}$ are vetoed as well. A selection is applied on the reconstructed $\mathscr{E}_{T}$, which is required to be larger than 200 GeV , such that the trigger is at least 95\% efficient.

- Trigger: $\mathbb{E}_{T}$ triggers (Chapter 5.2.6.5)
- MET: Type-1 corrected missing energy $\mathbb{E}_{T}>200 \mathrm{GeV}$
- Leptons: electrons, muons, and $\tau$ are vetoed


## Di-electron channel (2e):

In the $2 e$ category, events are required to have at least two isolated electrons within the detector geometrical acceptance. The $p_{T}$ threshold is set to 30 GeV for the electron with highest $p_{T}$, and to 10 GeV for the electron with next-highest $p_{T}$. The Z boson candidate is formed from the two highest $p_{T}$, opposite charge electrons and must have an invariant mass $m_{\ell^{+} \ell^{-}}$between 70 and 110 GeV . The reconstructed $\mathbb{E}_{T}$ also has to be smaller than 100 GeV to reject the $t \bar{t}$ background.

- Trigger: Electron triggers (Chapter 5.2.6.1)
- $\mathbf{p}_{\mathbf{T}}$ : at least two PF electrons with $p_{T}>30 \mathrm{GeV}$ and 10 GeV for leading and sub-leading, respectively
- $\eta:\left|\eta_{S C}\right|<2.5$
- Electron Id: both electrons identified with the loose working point (Table 5.13)
- Electron Iso: included in Id requirement
- $\mathbf{Z}$ mass: $70 \leq m_{e^{+} e^{-}} \leq 110 \mathrm{GeV}$


## Di-muon channel ( $2 \mu$ ):

Similarly, in the $2 \mu$ category, events are required to have at least two isolate muons within the detector geometrical acceptance. Also, the $p_{T}$ threshold is set to 30 GeV for the leading muon and to 10 GeV for the sub-leading muon. The Z boson candidate is formed from the two highest $p_{T}$, opposite charge
muons and must have an invariant mass $m_{\ell^{+} \ell^{-}}$between 70 and 110 GeV . The reconstructed $\mathbb{E}_{T}$ also has to be smaller than 100 GeV to reject the $t \bar{t}$ background.

- Trigger: Muon triggers (Chapter 5.2.6.4)
- $\mathbf{p}_{\mathbf{T}}$ : at least two muons with $p_{T}>30 \mathrm{GeV}$ and 10 GeV for leading and sub-leading muon, respectively
- $\eta:|\eta|<2.4$
- Muon Id: at least one muon identified as tight, the other with the loose Id (Table 5.14)
- Muon Iso: PFIso $<0.25$
- Z mass: $70 \leq m_{\mu \mu} \leq 110 \mathrm{GeV}$


### 5.6.2 HAdronic Selection

The selections of the hadronic part are exactly the same for all the three lepton categories, with the exception of the jet Id in the specific case of the $0 \ell$ category, for which a tighter cut is applied. The jets are considered to be ordered by decreasing values of the CSVv2 discriminator.

- $\mathbf{p}_{\mathbf{T}}$ : at least two AK4 PFJets with $p_{T}>30 \mathrm{GeV}$
- $\eta:|\eta|<2.4$
- Jet Id: loose PFJet Id; tight PFJet Id and charged hadron fraction $>0.1$ for the 0 lepton channel
- Lepton cleaning: minimal separation between jet and isolated leptons (including $\tau$ ) $\Delta R_{\text {jet-片 }}>$ 0.4
- b-tagging: counting b-tagged jets passing the medium working point (Table 5.17)


### 5.6.3 Signal Regions

After the application of the selections described in the previous section and the cut on the multivariate discriminators, nine different signal regions are defined ( 1,2 , or 3 b-tags and $0 \ell, 2 e, 2 \mu$ ). Signal region $(\mathrm{SR})$ is defined as the optimised Higgs mass window (described in Chapter 5.4) between 100 and 140 GeV . Therefore, events with a di-jet invariant mass $m_{j j}$ between 100 and 140 GeV enter the signal regions; otherwise, if $m_{j j}<400 \mathrm{GeV}$, they fall within the di-jet mass sidebands, which are used as Control Regions (CRs) to estimate the contributions of the main backgrounds as described in the next section.

### 5.6.3.1 1 B-TAG

In the 1 b-tag category, events with only one jet characterised as medium CSV selection are included in the signal region for the three leptonic categories $(0 \ell, 2 e, 2 \mu)$. In this case, the SM Higgs candidate is reconstructed by one jet of which its CSV working point selection is definitely Medium and there is no constrain on the second jet. Table 5.27 reports the selections which are applied in this special category.

| Variable | $0 \ell$ | $2 \ell$ |
| :--- | :---: | :---: |
| Pre-selection as described in Sec. 5.6 .1 |  |  |
| $m_{\ell^{+} \ell^{-}} \mathrm{GeV}$ | - | $70<m_{\ell^{+} \ell^{-}}<110 \mathrm{GeV}$ |
| Jet1 CSV |  | medium |
| Jet2 CSV |  | !medium |
| Jet3 CSV | $100<m_{b \bar{b}}<140 \mathrm{GeV}$ |  |
| $m_{b \bar{b}} \mathrm{GeV}$ | !medium |  |
| $\mathbb{E}_{T} \mathrm{GeV}$ | $>200 \mathrm{GeV}$ | $<100 \mathrm{GeV}$ |
| Angular LD | - | $>0.5$ |
| Event LD | - | $>0.5$ |

Table 5.27: Cuts for the 1 b-tag signal regions.

It is important to note that there is no constrain on CSV working point selection of the second and the third jet. This cut is applied for the three different leptonic categories $(0 \ell, 2 e, 2 \mu)$. On the other hand, the angular and event shape discriminators are applied only on $2 e$ and $2 \mu$ categories.

After applying the selections and cuts on the multivariate discriminators, the number of survived data and expected events are listed in Table 5.28 for the main SM processes in the 1 b -tag signal region. As shown, the data/background ratio is about 1.0079 for the zero-lepton category, 0.9866 for $2 e$ category and the ratio for the $2 \mu$ category is 0.9733 . Additionally, there is no contribution from DY samples including neutrinos as final states in the two lepton categories, as expected.

Figure 5.62 shows the $m_{A}$ distribution for $2 e$ and $2 \mu$ categories. Furthermore, five signal samples are randomly displayed on the plots. The data are well described by background sources for low and intermediate $m_{A}$ for both lepton categories. However, a poor data/background agreement is noticeable at the highest masses of A boson due to low MC statistics.

Additionally, the $p_{T}$ distributions of the Z boson and of the SM Higgs boson are shown in Fig. 5.63 and Fig. 5.64, respectively.

In the case of $0 \ell$ category, the transverse mass of A candidate is presented in Fig. 5.65 as well as the $\mathbb{E}_{T}$ distribution.

|  | $0 \ell$ | $2 e$ | $2 \mu$ |
| :--- | :---: | :---: | :---: |
| Data | 2124 | 4471 | 6047 |
| DYJetsToLL-0b | 3.38 | 2023.36 | 2694.69 |
| DYJetsToLL-1b | 0.79 | 1448.62 | 2020.9 |
| DYJetsToLL-2b | 0.56 | 700.55 | 987.74 |
| DYJetsToNuNu-0b | 666.25 | 0 | 0 |
| DYJetsToNuNu-1b | 138.6 | 0 | 0 |
| DYJetsToNuNu-2b | 115.83 | 0 | 0 |
| ST | 63.4 | 9.76 | 18.36 |
| TTbarDL | 29.66 | 260.04 | 363.56 |
| TTbarSL | 607 | 12.52 | 26.48 |
| VV | 70.79 | 75.53 | 98.27 |
| WJetsToLNu | 411.05 | 1.15 | 3.13 |
| BkgSum | 2107.32 | 4531.54 | 6213.13 |

Table 5.28: Number of data events and expected events for the various SM processes in the 1 b-tag signal regions.


Figure 5.62: Four-body invariant mass after the kinematic constraints. The signal process is shown for the A masses $\left(m_{A}=300,1000 \mathrm{GeV}\right)$ with the total cross section of 0.1 pb .

The background of $Z(\nu \bar{\nu})+j e t s$ is dominant in the $0 \ell$ category for the 1 b -tag signal region and a possible signal peak of A candidate may be overlapped. In addition, the $p_{T}$ distribution of the pair of b-quarks is presented in Fig. 5.66 (left plot), where the kinematic cut on the transverse momentum of the Higgs candidate is observable at $200 \mathrm{GeV}\left(p_{b \bar{b}}^{T}>200 \mathrm{GeV}\right)$. The angular separation between the two jets which reconstruct a SM Higgs candidate is also presented in Fig. 5.66. The angular separation


Figure 5.63: $p_{T}$ distribution of the Z candidate. The signal process is shown for the A masses ( $m_{A}=300,1000 \mathrm{GeV}$ ) with the total cross section of 0.1 pb .


Figure 5.64: $p_{T}$ distribution of the Higgs candidate. The signal process is shown for the A masses ( $m_{A}=300,1000 \mathrm{GeV}$ ) with the total cross section of 0.1 pb .
between the two jets ranges between 0.5 and 1.5 , which means that the two jets are probably the decay products of the light CP-even Higgs candidate, $h$.

Finally, Fig. 5.67 presents the leading jet $p_{T}$ distribution and the multiplicity of jets for the $0 \ell$ category in the signal region. The data/background agreement of the number of jets is remarkable as well as the


Figure 5.65: A candidate invariant transverse mass after the kinematic constraints on the dijet pair (left), and $\mathscr{E}_{T}$ (right). The signal process is shown for the A masses ( $m_{A}=300,1000 \mathrm{GeV}$ ) with the total cross section of 0.1 pb .


Figure 5.66: Higgs candidate $p_{T}$ (left), angular separation between the two jets (right). The signal process is shown for the A masses $\left(m_{A}=300,1000 \mathrm{GeV}\right)$ with the total cross section of 0.1 pb .
high transverse momentum which characterises the leading jet in events.


Figure 5.67: Leading jet $p_{T}$ (left), jet multiplicity (right). The signal process is shown for the A masses $\left(m_{A}=300,1000 \mathrm{GeV}\right)$ with the total cross section of 0.1 pb .

### 5.6.3.2 2 b-TAG

The 2 b -tag category differs from the former 1 b -tag only on the constrain of the second CSV working point selection of the jet. In this category, the sub-leading jet must also have a medium CSV working point such as the leading jet. Table 5.29 records the various criteria which are applied in the 2 b -tag signal region. All the others remain the same as in the 1 b -tag signal region case.

| Variable | $0 \ell$ | $2 \ell$ |
| :---: | :---: | :---: |
| Pre-selection as described in Sec. 5.6.1 |  |  |
| $m_{\ell^{+} \ell^{-}}(\mathrm{GeV})$ |  | $70<m_{\ell^{+} \ell^{-}}<110 \mathrm{GeV}$ |
| Jet1 CSV |  |  |
| Jet2 CSV |  | medium |
| Jet3 CSV |  | !medium |
| $m_{b \bar{b}} \mathrm{GeV}$ | 100 | $<m_{b \bar{b}}<140 \mathrm{GeV}$ |
| $\#_{T} \mathrm{GeV}$ | $>200 \mathrm{GeV}$ | $<100 \mathrm{GeV}$ |
| Angular LD | - | > 0.5 |
| Event LD | - | $>0.5$ |

Table 5.29: Cuts for the 2 b -tag signal regions. The signal process is shown for the A masses ( $m_{A}=300,1000 \mathrm{GeV}$ ) with the total cross section of 0.1 pb .

Similarly, Table 5.30 lists the number of survived data and expected events after applying the selections and cuts on the multivariate discriminators for all background sources.

|  | $0 \ell$ | $2 e$ | $2 \mu$ |
| :--- | :---: | :---: | :---: |
| Data | 323 | 894 | 1295 |
| DYJetsToLL-0b | 0.28 | 78.83 | 113.27 |
| DYJetsToLL-1b | 0.03 | 115.57 | 174.29 |
| DYJetsToLL-2b | 0.35 | 482.41 | 695.58 |
| DYJetsToNuNu-0b | 45.1 | 0 | 0 |
| DYJetsToNuNu-1b | 8.5 | 0 | 0 |
| DYJetsToNuNu-2b | 75.35 | 0 | 0 |
| ST | 14.29 | 4.31 | 6.6 |
| TTbarDL | 5.39 | 210.04 | 295.31 |
| TTbarSL | 106.65 | 2.89 | 5.11 |
| VV | 30.24 | 26.64 | 36.69 |
| WJetsToLNu | 57.26 | 0.91 | 0 |
| BkgSum | 343.44 | 921.6 | 1326.85 |

Table 5.30: Number of data events and expected events for the various SM processes in the 2 b-tag signal regions.

As shown from Tab. 5.30, there is no a big disagreement between the survived number of data and the number of MC background events.


Figure 5.68: Four-body invariant mass after the kinematic constraints. The signal process is shown for the A masses $\left(m_{A}=300,1000 \mathrm{GeV}\right)$ with the total cross section of 0.1 pb .

Additionally, the mass distribution of the heavy pseudoscalar A boson is shown in Figure 5.68 for the $2 e$ and $2 \mu$ categories. More signal events survive from the kinematical and topological criteria of the 2 b-tag categories because this signal region with these criteria perfectly simulate a possible real signal of
the A boson. A good data/background agreement is described in the 2 b -tag category for both leptonic decay modes. Furthermore, the $p_{T}$ distribution for the Z boson is also displayed in Figure 5.69 for $2 e$ (left) and $2 \mu$ (right) categories as well as the $p_{T}$ of the SM Higgs boson's distribution in Fig. 5.70.



Figure 5.69: $p_{T}$ of the Z candidate. The signal process is shown for the A masses ( $m_{A}=$ $300,1000 \mathrm{GeV}$ ) with the total cross section of 0.1 pb .


Figure 5.70: $p_{T}$ of the Higgs candidate. The signal process is shown for the A masses ( $m_{A}=$ $300,1000 \mathrm{GeV}$ ) with the total cross section of 0.1 pb .

Finally, the transverse invariant mass of the A candidate in $0 \ell$ category for the 2 b -tag signal region is presented in Figure 5.71 comparing it with the $E_{T}$ distribution. Higgs candidate's $p_{T}$ and the angular
separation between the two jets, which are used for reconstructing the SM Higgs candidate, are presented in Figure 5.72. Similarly, the angular separation ranges from 0.5 to 1.5 , which means that the two jets come from the Higgs decay mode because of the short distance between them.


Figure 5.71: A candidate invariant transverse mass after the kinematic constraints on the di-jet pair (left), and $\mathscr{E}_{T}$ (right). The signal process is shown for the A masses ( $m_{A}=300,1000 \mathrm{GeV}$ ) with the total cross section of 0.1 pb .


Figure 5.72: Higgs candidate $p_{T}$ (left), angular separation between the two jets (right). The signal process is shown for the A masses $\left(m_{A}=300,1000 \mathrm{GeV}\right)$ with the total cross section of 0.1 pb .


Figure 5.73: Leading jet $p_{T}$ (left), jet multiplicity (right). The signal process is shown for the A masses $\left(m_{A}=300,1000 \mathrm{GeV}\right)$ with the total cross section of 0.1 pb .

Figure 5.73 shows the leading jet $p_{T}$ distribution as well as the multiplicity of jets in data events, background, and signal samples. Overall, the data/background ratio is close to unit revealing a good description between data and MC samples for $0 \ell$ category in the 2 b -tag signal region.

### 5.6.3.3 3 в-TAG

The 3 b-tag signal region for all leptonic or non-leptonic categories is added to deal with a possible A boson signal from associated b-quark production mode. However, as shown in Chapter 5.2.1.2, a few signal events survive from detector acceptances ( $p_{T}$ and $\eta$ ), only $21 \%$ of the signal events, making difficult an observation of a heavy pseudoscalar A candidate signal peak. The situation is worsened when four b-tag signal region is required, only $2 \%$ of events could pass through geometrical acceptances and be investigated. Therefore, 4 b -tag signal region is not required in this analysis.

In the 3 b -tag signal region, due to the small statistics, the number of bins has been reduced by a factor 4, and the angular discriminator is not applied due to the large $\mathrm{S} / \mathrm{B}$ ratio. In addition, a third jet CSV working point selection is required to be medium. All the others criteria remain the same at the rest signal regions. The requirements of the 3 b -tag signal region are reported in Table 5.31.

The remaining events after the implementation of all requirements are shown in Table 5.32. A few events reported in Table 5.32 are due to the 3 b-tag requirement as mentioned before.

| Variable | $0 \ell$ | $2 \ell$ |
| :--- | :---: | :---: |
| Pre-selection as described in Sec. 5.6 .1 |  |  |
| $m_{\ell^{+} \ell^{-}}(\mathrm{GeV})$ | - | $70<m_{\ell^{+} \ell^{-}}<110 \mathrm{GeV}$ |
| Jet1 CSV |  | medium |
| Jet2 CSV |  | medium |
| Jet3 CSV | medium |  |
| $m_{b \bar{b}} \mathrm{GeV}$ | $100<m_{b \bar{b}}<140 \mathrm{GeV}$ |  |
| $\boldsymbol{E}_{T} \mathrm{GeV}$ | $>200 \mathrm{GeV}$ | $<100 \mathrm{GeV}$ |
| Angular LD | - | - |
| Event LD | - | $>0.5$ |

Table 5.31: Cuts for the 3 b-tag signal regions.

|  | $0 \ell$ | $2 e$ | $2 \mu$ |
| :--- | :---: | :---: | :---: |
| Data | 34 | 52 | 77 |
| DYJetsToLL-0b | 0 | 5.59 | 9.84 |
| DYJetsToLL-1b | 0 | 4.48 | 8.91 |
| DYJetsToLL-2b | 0 | 19.15 | 23.61 |
| DYJetsToNuNu-0b | 1.29 | 0 | 0 |
| DYJetsToNuNu-1b | 0.22 | 0 | 0 |
| DYJetsToNuNu-2b | 1.55 | 0 | 0 |
| ST | 1.99 | 0 | 0 |
| TTbarDL | 1.32 | 9.32 | 12.2 |
| TTbarSL | 17.19 | 0.34 | 0.81 |
| VV | 0.59 | 1.59 | 1.91 |
| WJetsToLNu | 1.45 | 0 | 0 |
| BkgSum | 25.6 | 40.48 | 57.27 |

Table 5.32: Number of data events and expected events for the various SM processes in the 3 b-tag signal regions.

Figure 5.74 shows the four-body invariant mass of A candidate after the kinematic constraints. Few events are highlighted in plots due to the small statistics.

Finally, the invariant transverse mass of A candidate after the kinematic constraints is displayed in Figure 5.75 as well as the $\boldsymbol{E}_{T}$ distribution.


Figure 5.74: Four-body invariant mass after the kinematic constraints. The signal process is shown for the A masses ( $m_{A}=300,1000 \mathrm{GeV}$ ) with the total cross section of 0.1 pb .


Figure 5.75: A candidate invariant transverse mass after the kinematic constraints on the di-jet pair (left), and $\mathscr{E}_{T}$ (right). The signal process is shown for the A masses ( $m_{A}=300,1000 \mathrm{GeV}$ ) with the total cross section of 0.1 pb .

### 5.7 Control Regions

As shown in the previous section, the most important background sources for the signal are: $Z+b \bar{b}$, $Z+b, Z+j e t s$ and $t \bar{t}^{2}$. A control region for each of these background sources has been defined in order to check and validate the Monte Carlo prediction for both normalisation and shape. These control regions are used to constrain the main backgrounds normalisation in the final fit.

As mentioned, a control region is defined at the area where events fall in di-jet mass sidebands ( $m_{b \bar{b}}<$ 100 GeV or $m_{b \bar{b}}>140 \mathrm{GeV}$ ). Events with di-jet mass less than 100 GeV or greater than 140 GeV fall in sidebands, determining the control region.

### 5.7.1 Z+JETS

The contribution of Z plus light jets to the signal region is due to a mistag rate. Requiring two Medium b-tagged jets in the final state, the mistag probability is around $\approx 10^{-2} \cdot 10^{-2} \approx 10^{-4}$. However, the large cross section of $Z$ plus light jets is such that some events survive in the signal region. Table 5.33 reports the kinematic cuts for the $Z+$ jets control region. As shown, the invariant mass of di-jets is required to be less than 100 GeV or greater than 140 GeV , ruling out the probability of events to fall in the signal region.

| Variable | $0 \ell$ | $2 \ell$ |
| :--- | :---: | :---: |
| Pre-selection as described in Sec. 5.6 .1 |  |  |
| $m_{\ell^{+} \ell^{-}}(\mathrm{GeV})$ | - | $70<m_{\ell^{+} \ell^{-}}<110 \mathrm{GeV}$ |
| Jet1 CSV |  | !medium |
| Jet2 CSV | !medium |  |
| $m_{b \bar{b}}(\mathrm{GeV})$ | $m_{b \bar{b}}<100, m_{b \bar{b}}>140 \mathrm{GeV}$ |  |
| $p_{T}^{H}(\mathrm{GeV})$ | $>200 \mathrm{GeV}$ | - |
| $\boldsymbol{E}_{T}(\mathrm{GeV})$ | $>200 \mathrm{GeV}$ | $<100 \mathrm{GeV}$ |
| Angular LD | - | $>0.5$ |
| Event LD | - | $>0.5$ |

Table 5.33: Cuts for the $\mathrm{Z}+$ jets control region.

After applying the selections for Z+jets control region, survived events of data and background sources are recorded in Table 5.34. Data events are comparable with the sum of all background sources for each leptonic or non-leptonic category.

[^2]|  | $0 \ell$ | $2 e$ | $2 \mu$ |
| :--- | :---: | :---: | :---: |
| Data | 37828 | 142620 | 194085 |
| DYJetsToLL-0b | 140.17 | 142748.21 | 190369.17 |
| DYJetsToLL-1b | 0.26 | 3043.5 | 3902.77 |
| DYJetsToLL-2b | 0.43 | 870.44 | 1145.34 |
| DYJetsToNuNu-0b | 23397.57 | 0 | 0 |
| DYJetsToNuNu-1b | 214.1 | 0 | 0 |
| DYJetsToNuNu-2b | 81.47 | 0 | 0 |
| ST | 141.22 | 23.66 | 31.4 |
| TTbarDL | 34.42 | 285.75 | 376.82 |
| TTbarSL | 536.35 | 14.23 | 33.54 |
| VV | 1330.72 | 2105.96 | 2753.83 |
| WJetsToLNu | 11752.34 | 28.85 | 49.31 |
| BkgSum | 37629.05 | 149120.6 | 198662.18 |

Table 5.34: Number of data events and expected events for the various SM processes in the $\mathrm{Z}+$ jets control region.

Figure 5.76 displays the invariant (transverse) mass of A candidate and Figure 5.77 presents the spectrum of the transverse momentum of the $Z$ boson candidate. Background samples describe perfectly the real data in the $\mathrm{Z}+$ jets control region for the three categories. As shown, the distribution is a smooth SM background continuum.

Figure 5.78 shows the mass distribution of the Z boson candidate for the $2 e$ and $2 \mu$ categories. A good data/background agreement for both categories is observable, ensuring a perfect description of real data. It is important that background and data samples represent correctly the Z boson mass in order to build a confidence of correctness in the samples.

The absence of the signal area $\left(100<m_{b \bar{b}}<140 \mathrm{GeV}\right)$ is presented in Figure 5.79. The plots show the Higgs mass distribution where events with di-jet mass do not fall in the signal region.

Figure 5.81 presents the distance between two jets which are used to reconstruct the Higgs candidate. $\Delta \phi$ is shown on the left plots and $\Delta R$ variable is presented on the right plots. There is a peak in the SM background continuum at 0.5 , which means that the distance between them is short.

Leading and/or sub-leading leptons' $p_{T}$, transverse momentum of jets for the $0 \ell$ and $2 e$ or $2 \mu$ leptonic categories are shown in Fig. 5.82, 5.83, and 5.84.

Figure 5.85 shows the CSVv2 variable for the leading and sub-leading jet. As mentioned, there is no constrain on the CSVv2 variable in the $\mathrm{Z}+\mathrm{jet}$ control region and jets can range from loose to tight working point selection as shown in the figure.


Figure 5.76: 4-body invariant (transverse) mass in the $\mathrm{Z}+\mathrm{jets}$ control region for $2 e$ (top left), for $2 \mu$ (top right), and for $0 \ell$ (bottom).
$E_{T}$ distribution is perfectly presented in Fig. 5.86 for $0 \ell, 2 \mu$, and $2 e$ categories. The leptonic categories ( $2 e$ and $2 \mu$ ) are not described by a large MET as shown by their distributions, however, for the non-leptonic category ( $0 \ell$ ) where the Z boson candidate decays into a pair of neutrinos, its events are described by very large $\mathbb{E}_{T}$.



Figure 5.77: $p_{T}$ spectrum of the Z boson candidate.



Figure 5.78: The distribution of the $Z \rightarrow e^{+} e^{-}$(left) and $Z \rightarrow \mu^{+} \mu^{-}$(right) mass.


Figure 5.79: Mass of the Higgs boson candidate for the three categories.


Figure 5.80: $p_{T}$ of the Higgs boson candidate.


Figure 5.81: $\Delta \phi$ (left) and $\Delta R$ (right) between the two jets used to reconstruct the Higgs candidate.


Figure 5.82: $p_{T}$ distribution for the leading (left) and sub-leading (right) lepton in the event, for $Z \rightarrow e^{+} e^{-}$(top) and $Z \rightarrow \mu^{+} \mu^{-}$(bottom).


Figure 5.83: $p_{T}$ distribution for the leading jet in the event.


Figure 5.84: $p_{T}$ distribution for the sub-leading jet in the event.


Figure 5.85: CSVv2 distribution for the leading (left) and sub-leading (right) jet in the event, for $Z \rightarrow e^{+} e^{-}$(top), $Z \rightarrow \mu^{+} \mu^{-}$(middle), and $Z \rightarrow \nu \bar{\nu}$ (bottom).


Figure 5.86: $\mathbb{E}_{T}$ distribution for $2 e$ (top left), $2 \mu$ (top right), and $0 \ell$ category (bottom) category.


Figure 5.87: Number of jets with $p_{T}>30 \mathrm{GeV}$, regardless of the b-tagging status.


Figure 5.88: $\cos \theta^{*}, \cos \theta_{1}, \cos \theta_{2}, \Phi$, and $\Phi_{1}$ distributions are shown for the $Z \rightarrow e^{+} e^{-}$decay mode. These variables are described in Chapter 5.5.2.1.


Figure 5.89: $\cos \theta^{*}, \cos \theta_{1}, \cos \theta_{2}, \Phi$, and $\Phi_{1}$ distributions are shown for the $Z \rightarrow \mu^{+} \mu^{-}$decay mode. These variables are described in Chapter 5.5.2.1.

### 5.7.2 $\mathbf{Z}+b$

The second control region is meant to maximise the Z plus one b events. With respect to the $\mathrm{Z}+\mathrm{jets}$ control region described before, there is the addition of the b-tagging requirement on the first jet; to make this region orthogonal with the $Z+b \bar{b}$ one, an anti b-tagging (medium) is applied to the second jet. Since with b-tagging the signal contamination in this region is no more negligible, a veto on the $m_{b \bar{b}}$ mass is applied, thus selecting events outside the Higgs mass window.

The data/MC agreement is shown for the $A$ candidate (transverse) mass (Fig. 5.90), the $\mathrm{Z} p_{T}$ and mass (Fig. 5.91), $\boldsymbol{\not}_{T}$ (Fig. 5.92), Higgs candidate mass and $p_{T}$ (Fig. 5.93), and the Centrality and jet multiplicity variables (Fig. 5.94).

| Variable | $0 \ell$ | $2 \ell$ |
| :--- | :---: | :---: |
| Pre-selection as described in Sec. 5.6 .1 |  |  |
| $m_{\ell^{+} \ell^{-}}(\mathrm{GeV})$ | - | $70<m_{\ell^{+} \ell^{-}}<$ <br> Jet1 CSV |
| Jet2 CSV | medium |  |
| $m_{b \bar{b}}(\mathrm{GeV})$ | $m_{b \bar{b}}<100, m_{b \bar{b}}>140 \mathrm{GeV}$ |  |
| $p_{T}^{H}(\mathrm{GeV})$ | $>200 \mathrm{GeV}$ | - |
| $\mathbb{E}_{T}(\mathrm{GeV})$ | $>200 \mathrm{GeV}$ | $<100 \mathrm{GeV}$ |
| Angular LD | - | $>0.5$ |
| Event LD | - | $>0.5$ |

Table 5.35: Cuts for the $\mathrm{Z}+\mathrm{b}$ control region.

This control region has more or less the same contribution from Z plus two b -partons, Z plus one b parton and $Z$ plus light partons, and a very small contamination of $t \bar{t}$.

|  | $0 \ell$ | $2 e$ | $2 \mu$ |
| :--- | :---: | :---: | :---: |
| Data | 4818 | 17338 | 70955 |
| DYJetsToLL-0b | 8.79 | 7930.17 | 28721.38 |
| DYJetsToLL-1b | 1.7 | 5052.24 | 18215.13 |
| DYJetsToLL-2b | 0.88 | 2450.03 | 7560.06 |
| DYJetsToNuNu-0b | 1770.74 | 0 | 0 |
| DYJetsToNuNu-1b | 326.65 | 0 | 0 |
| DYJetsToNuNu-2b | 270.63 | 0 | 0 |
| ST | 108.75 | 38.94 | 528.04 |
| TTbarDL | 54.54 | 862.45 | 9575.14 |
| TTbarSL | 631.6 | 25.12 | 448.66 |
| VV | 205.69 | 321.92 | 1011.69 |
| WJetsToLNu | 1044.94 | 4.69 | 63.66 |
| BkgSum | 4424.91 | 16685.56 | 66123.76 |

Table 5.36: Number of data events and expected events for the various SM processes in the $\mathrm{Z}+\mathrm{b}$ control region.


Figure 5.90: 4-body invariant (transverse) mass in the $\mathrm{Z}+\mathrm{b}$ control region.


Figure 5.91: $p_{T}$ spectrum (top) and mass (bottom) of the Z boson candidate.


Figure 5.92: Missing energy spectra.


Figure 5.93: Mass (left) and $p_{T}$ (right) of the Higgs boson candidate.


Figure 5.94: Centrality, defined as $\sum p_{T} / E_{v i s}$ the sum of the $p_{T}$ of all objects divided by the visible energy (left) and jet multiplicity (right).


Figure 5.95: $\cos \theta^{*}, \cos \theta_{1}, \cos \theta_{2}, \Phi$, and $\Phi_{1}$ distributions are shown for the $Z \rightarrow e^{+} e^{-}$decay mode.


Figure 5.96: $\cos \theta^{*}, \cos \theta_{1}, \cos \theta_{2}, \Phi$, and $\Phi_{1}$ distributions are shown the for $Z \rightarrow \mu^{+} \mu^{-}$decay mode.

### 5.7.3 $\mathbf{Z}+b \bar{b}$

The most important background source is the production of a Z boson plus two b -jets. This final state in this case is identical to that of the signal, the only difference is that the b-jets that reconstruct the Higgs mass are vetoed, as in the other control regions. The $Z+b \bar{b}$ control region is so defined by the following selections:

| Variable | $0 \ell$ | $2 \ell$ |
| :--- | :---: | :---: |
| Pre-selection as described in Sec. 5.6 .1 |  |  |
| $m_{\ell^{+} \ell^{-}}(\mathrm{GeV})$ | - | $70<m_{\ell^{+} \ell^{-}}<110 \mathrm{GeV}$ |
| Jet1 CSV | medium |  |
| Jet2 CSV | medium |  |
| $m_{b \bar{b}}(\mathrm{GeV})$ | $m_{b \bar{b}}<100, m_{b \bar{b}}>140 \mathrm{GeV}$ |  |
| $p_{T}^{H}(\mathrm{GeV})$ | $>200 \mathrm{GeV}$ | - |
| E$_{T}(\mathrm{GeV})$ | $>200 \mathrm{GeV}$ | $<100 \mathrm{GeV}$ |
| Angular LD | - | $>0.5$ |
| Event LD | - | $>0.5$ |

Table 5.37: Cuts for the $Z+b \bar{b}$ control region.

The selections are quite similar to the signal region ones described in Chapter 5.6, except for the inversion of the cut on $m_{h}$ in order to have signal-depleted control region.

The $Z+b \bar{b}$ control region is mostly composed by true Z plus two b -partons events, with a small contamination of Z plus one or zero b-partons, where one or both of the light jets have been mistagged. A moderate contamination from $t \bar{t}$ is also present.

The data/MC agreement is shown for the $A$ candidate (transverse) mass before applying the kinematic constraint (Fig. 5.97), and additionally the distribution of the A candidate (transverse) mass after the implementation of the kinematic constraint is presented in Fig. 5.98. The Z boson mass and its $p_{T}$ are introduced in Fig. 5.99 and Fig. 5.100. The data/MC agreement is presented for the the Higgs candidate mass (Fig. 5.101) and its $p_{T}$ (Fig. 5.102). The distribution of the leading and sub-leading for leptons and b-jets are also shown in Fig. 5.103, Fig. 5.104, Fig. 5.105, and Fig 5.106. Moreover, the $\mathbb{E}_{T}$ variable and the minimum angular separation between the jets and the MET (only for the $Z \rightarrow \nu \bar{\nu}$ case) for the $Z \rightarrow \ell^{+} \ell^{-}$and the $Z \rightarrow \nu \bar{\nu}$ decay channels are shown in Fig. 5.107 and Fig. 5.108, respectively. Finally, variables such as the Centrality, and jet multiplicity, are presented in Fig. 5.109 as well as the five helicity observables for the $2 e$ (Fig. 5.110) and $2 \mu$ (Fig. 5.111) categories.

|  | $0 \ell$ | $2 e$ | $2 \mu$ |
| :--- | :---: | :---: | :---: |
| Data | 710 | 3425 | 4640 |
| DYJetsToLL-0b | 1.1 | 374.04 | 498.67 |
| DYJetsToLL-1b | 0.01 | 396.78 | 569.65 |
| DYJetsToLL-2b | 1.43 | 1779.92 | 2414.29 |
| DYJetsToNuNu-0b | 124.97 | 0 | 0 |
| DYJetsToNuNu-1b | 23.08 | 0 | 0 |
| DYJetsToNuNu-2b | 165.34 | 0 | 0 |
| ST | 27.26 | 14.61 | 19.67 |
| TTbarDL | 15.19 | 701.27 | 969.98 |
| TTbarSL | 145.5 | 9.97 | 15.8 |
| VV | 53.93 | 92.14 | 123.73 |
| WJetsToLNu | 120.81 | 0 | 0.86 |
| BkgSum | 678.62 | 3368.73 | 4612.65 |

Table 5.38: Number of data events and expected events for the various SM processes in the $Z+b \bar{b}$ control region.


Figure 5.97: 4-body invariant (transverse) mass (before the kinematic constraint) in the $Z+b \bar{b}$ control region.


Figure 5.98: 4-body invariant (transverse) mass (after the kinematic constraint).


Figure 5.99: Dilepton invariant mass of the Z boson candidate.


Figure 5.100: $p_{T}$ spectrum of the Z boson candidate.


Figure 5.101: Mass of the Higgs boson candidate.


Figure 5.102: $p_{T}$ of the Higgs boson candidate.


Figure 5.103: $p_{T}$ distribution for the leading lepton in the event.



Figure 5.104: $p_{T}$ distribution for the sub-leading lepton in the event.


Figure 5.105: $p_{T}$ distribution for the leading jet in the event.


Figure 5.106: $p_{T}$ distribution for the sub-leading jet in the event.


Figure 5.107: $\mathscr{E}_{T}$ in the event.


Figure 5.108: $\mathbb{E}_{T}$ in the event (left) and minimum angular separation between the jets and the $\mathbb{E}_{T}$ (right).


Figure 5.109: Centrality, defined as $\sum p_{T} / E_{v i s}$ the sum of the $p_{T}$ of all objects divided by the visible energy (left) and jet multiplicity (right).


Figure 5.110: $\cos \theta^{*}, \cos \theta_{1}, \cos \theta_{2}, \Phi$, and $\Phi_{1}$ distributions are shown for the $Z \rightarrow e^{+} e^{-}$decay mode.


Figure 5.111: $\cos \theta^{*}, \cos \theta_{1}, \cos \theta_{2}, \Phi$, and $\Phi_{1}$ distributions are shown for the $Z \rightarrow \mu^{+} \mu^{-}$decay mode.

### 5.7.4 W+JETS

The $\mathrm{W}+\mathrm{jets}$ control region is only useful for the $0 \ell$ final state because this background is negligible after the $2 \ell$ requirement. A dedicated $\mathrm{W}+$ jets control region is used to constrain this background, which composes up to $40 \%$ of the total background in the $0 \ell$ signal regions and cannot be disentangled from the dominant $\mathrm{Z}+\mathrm{jets}$ otherwise. The $\mathrm{W}+\mathrm{jets}$ events passing the $0 \ell$ selections have leptonically-decaying W bosons, and the lepton, usually a $\tau$, is not identified or reconstructed in the detector, or is outside the geometrical acceptance. The W control regions reproduce the same selections as the $0 \ell$ signal regions, but require the presence of exactly one lepton:

- $1 e$ exactly one electron, tight WP with $p_{T}>30 \mathrm{GeV}$
- $1 \mu$ exactly one muon, tight WP , tight PF isolation, with $p_{T}>30 \mathrm{GeV}$

The lepton four-momentum is subtracted from the $\mathbb{E}_{T}$ computation to mimic the kinematics of the event when the lepton is lost. The resulting value, the hadronic recoil $\mathcal{U}$, is then used in place of the $\mathbb{E}_{T}$. In order to discriminate against the $t \bar{t}$, which has a very similar signature of one isolated lepton and multiple jets, the events where any jet can be b-tagged with the medium working point is rejected. Events with a large jet multiplicity are also not taken into account.

| Variable | $1 e \quad 1 \mu$ |
| :---: | :---: |
| Pre-selection as described in Sec. 5.6.1 |  |
| leptons <br> $m_{\ell^{+} \ell^{-}}(\mathrm{GeV})$ <br> Jet1 CSV <br> Jet2 CSV <br> $m_{b \bar{b}}(\mathrm{GeV})$ <br> $p_{T}^{H}(\mathrm{GeV})$ <br> $\boldsymbol{E}_{T} / U(\mathrm{GeV})$ <br> n of jets <br> $m_{\nu \bar{b} b \bar{b}}^{T}$ | $1 e$ or $1 \mu$ <br> !medium <br> !medium $\begin{gathered} >200 \mathrm{GeV} \\ >200 \mathrm{GeV} \\ \leq 3 \\ >500 \mathrm{GeV} \end{gathered}$ |
| Angular LD <br> Event LD | - - |

Table 5.39: Cuts for the $\mathrm{W}+$ jets control region.

|  | $1 e$ | $1 \mu$ |
| :--- | :---: | :---: |
| Data | 8495 | 10645 |
| DYJetsToLL-0b | 126.77 | 129.15 |
| DYJetsToLL-1b | 0.74 | 1.27 |
| DYJetsToLL-2b | 0.23 | 0.55 |
| DYJetsToNuNu-0b | 1.4 | 0.07 |
| DYJetsToNuNu-1b | 0 | 0.07 |
| DYJetsToNuNu-2b | 0 | 0 |
| ST | 139.25 | 164.09 |
| TTbarDL | 39.94 | 42.51 |
| TTbarSL | 354.83 | 423.81 |
| VV | 344.03 | 423.29 |
| WJetsToLNu | 7835.7 | 9366.19 |
| BkgSum | 8842.88 | 10551 |

Table 5.40: Number of data events and expected events for the various SM processes in the $\mathrm{W}+$ jets control region.


Figure 5.112: Leading lepton $p_{T}$.


Figure 5.113: $\mathbb{E}_{T}$ after the subtraction of the lepton momentum.



Figure 5.114: Higgs candidate mass.


Figure 5.115: A boson candidate transverse mass (with the lepton momentum subtracted from the $\mathscr{E}_{T}$ ).

### 5.7.5 TOP QUARK

The fourth control region is used to constrain $t \bar{t}$. MC samples belonging to this category are pairproduced $t \bar{t}$ in the semi-leptonic and full-leptonic channels; $t \bar{t}+Z, t \bar{t}+W$ and all single top samples are considered apart as independent, non data-driven backgrounds. Although the background is the same, there are a number of differences between the $t \bar{t}$ in the $0 \ell$ and $2 \ell$ categories:

- $0 \ell$ : in this final state (no leptons and large $\mathbb{E}_{T}$ ), the all-hadronic decays are suppressed by the $\mathbb{E}_{T}$ requirement. Most of the events passing the selections are semi-leptonic $t \bar{t}$ decays where one lepton (mostly $\tau$ leptons) is not reconstructed and identified, or it is outside the detector acceptance. In order to estimate this background, the events where the lepton is actually reconstructed are selected. The lepton is subtracted from the $\not_{T}$ computation (constructing the hadronic recoil ${ }^{3}$ $U$ variable) to mimic the lost lepton signature and kinematics, and a similar cut is applied on $U$ as on the $\not_{T}$ in the $0 \ell$ regions. The requirements on the leptons are the same as the ones described in the W control regions. On the hadronic side, at least one b-tagged jet and at least 4 jets are required. These selections make the top control regions orthogonal to the W control regions.
- $2 \ell$ : the di-leptonic case is more straightforward, because it consists of events that pass the lepton and jet selections and have a di-lepton invariant mass sufficiently close to the Z nominal mass to be mis-identified as Z boson candidates. The $t \bar{t}$ control region is then selected by just inverting the Z mass requirement.

The selection for $t \bar{t}$ control region is the following:

| Variable | $1 e$ | $1 \mu$ | $2 e$ | $2 \mu$ |
| :---: | :---: | :---: | :---: | :---: |
| Pre-selection as described in Sec. 5.6.1 |  |  |  |  |
| leptons <br> $m_{\ell^{+} \ell^{-}}(\mathrm{GeV})$ <br> Jet1 CSV <br> Jet2 CSV <br> $m_{b \bar{b}}(\mathrm{GeV})$ <br> $E_{T} / U(\mathrm{GeV})$ <br> n of jets <br> $m_{\nu \bar{b} b \bar{b}}^{T}$ | $1 e$ | $\begin{gathered} \quad 1 \mu \\ - \\ \text { medium } \\ - \\ >200 \mathrm{GeV} \\ \geq 4 \\ >500 \mathrm{GeV} \end{gathered}$ | $2 e$ $m_{\ell+}+$ | $\begin{gathered} 2 \mu \\ <70, m_{\ell^{+} \ell^{-}}>110 \mathrm{GeV} \\ \text { medium } \\ \text { medium } \end{gathered}$ |
| Angular LD <br> Event LD | - | - |  |  |

Table 5.41: Cuts for the $t \bar{t}$ control region.

[^3]The resulting sample is almost pure $t \bar{t}$, with a smal contamination from single-top.

|  | $1 e$ | $1 \mu$ | $2 e$ | $2 \mu$ |
| :--- | :---: | :---: | :---: | :---: |
| Data | 1670 | 1812 | 18567 | 25424 |
| DYJetsToLL-0b | 7.51 | 7.4 | 76.33 | 113.43 |
| DYJetsToLL-1b | 0.66 | 0.63 | 65.89 | 77.66 |
| DYJetsToLL-2b | 1.94 | 1.53 | 242.71 | 335.12 |
| DYJetsToNuNu-0b | 0.39 | 0 | 0 | 0 |
| DYJetsToNuNu-1b | 0.06 | 0 | 0 | 0 |
| DYJetsToNuNu-2b | 0.03 | 0.03 | 0 | 0 |
| ST | 291.17 | 301.92 | 615.44 | 797.54 |
| TTbarDL | 78.68 | 75.1 | 18308.43 | 24452.51 |
| TTbarSL | 954.74 | 997.34 | 261.04 | 323.39 |
| VV | 26.76 | 41.96 | 18.25 | 22.79 |
| WJetsToLNu | 431.6 | 467.44 | 13.2 | 11.35 |
| BkgSum | 1793.53 | 1893.37 | 19601.28 | 26133.78 |

Table 5.42: Number of data events and expected events for the various SM processes in the $t \bar{t}$ control region.


Figure 5.116: Invariant mass of the two electrons and two jets (top left), the two muons and two jets (top right), and transverse mass of the $\mathscr{E}_{T}$ and the two jets (bottom) in the $t \bar{t}$ control region.


Figure 5.117: di-lepton invariant mass (left plot for $Z \rightarrow e^{+} e^{-}$, and right plot for $Z \rightarrow \mu^{+} \mu^{-}$ decay modes) and $\mathscr{E}_{T}$ (bottom plot) in the $t \bar{t}$ control region.


Figure 5.118: $p_{T}$ distribution for the leading (left) and sub-leading (right) jet in the event.


Figure 5.119: Mass of the Higgs boson candidate.


Figure 5.120: Leading lepton $p_{T}$ for the $Z \rightarrow e^{+} e^{-}$(top left), $Z \rightarrow \mu^{+} \mu^{-}$(top right), and $Z \rightarrow \nu \bar{\nu}$ (bottom) decay modes.


Figure 5.121: Number of jets with $p_{T}>30 \mathrm{GeV}$, regardless of the b-tagging status, for the $Z \rightarrow e^{+} e^{-}$(top left) and $Z \rightarrow \mu^{+} \mu^{-}$(top right) decay modes and the $\mathbb{E}_{T}$ (bottom).

### 5.8 Systematic Uncertainties

This section describes all systematic uncertainties which are found in this analysis. Systematic uncertainties are examined individually in the following sections.

### 5.8.1 BACKGROUND NORMALISATION

A crucial part of this analysis resides in the data-driven determination of the four most important backgrounds; this is done in appropriate control regions. The uncertainties on the background normalisation are determined by the fit itself, which also automatically accounts for the correlation between the different backgrounds.

The normalisation of the secondary backgrounds (single top, di-boson, and SM Z h production) is taken from simulation. The cross section uncertainties are taken from the dedicated TWiki [110], which come from the PDF and QCD scales. These values are added as normalisation uncertainties to the considered backgrounds, and are taken as correlated to the corresponding shape uncertainties.

### 5.8.2 Interpolation To The Singal Region

A dedicated systematic uncertainty has been studied to cover potential mis-modelings in the di-jet mass distribution, which may lead to a bias in the estimation of the normalisation in the SR (see Fig. $5.79,5.93,5.101)$. The systematic uncertainty is defined as the difference in the ratio between data and estimated background from simulation in the lower ( $m_{j j}<100 \mathrm{GeV}$ ) and upper ( $m_{j j}>140 \mathrm{GeV}$ ) sidebands, derived in the corresponding control regions. The relative differences are reported in Tab. 5.43. This uncertainty is applied only to the SR, and to all the backgrounds, and is taken as correlated between the different categories because of the assumption that the reason of this discrepancy (generator, MC tune, reconstruction) is the same regardless of the final state.

|  | 1 b-tag | 2 b-tag | 3 b-tag |
| :---: | :---: | :---: | :---: |
| $0 \ell$ | $9.7 \%$ | $3.4 \%$ | $7.5 \%$ |
| $2 e$ | $4.8 \%$ | $10.8 \%$ | $1.7 \%$ |
| $2 \mu$ | $8.1 \%$ | $10.8 \%$ | $5.6 \%$ |

Table 5.43: Interpolation uncertainties from the $m_{j j}$ sidebands to the signal regions. The uncertainty is the relative difference between the data/MC ratio in the $m_{j j}$ lower and upper sidebands.

### 5.8.3 Extrapolation To The b-tag Singal Region

The statistics on the 3 b -tag control regions is not sufficient to treat these regions as independent, and furthermore the fraction of events with 3 real b-quarks is negligible, resulting in a region mostly populated by 2 genuine b-quarks and one mis-tagged jet. As a consequence, there is no floating parameter of the genuine $\mathrm{Z}+3$ b-quarks background. However, requiring the third b-tag significantly reduces the backgrounds, and thus an appropriate systematic uncertainty has to be defined to cover potential mismodelings in the extrapolation to the 3 b-tag region. This uncertainty is taken as the difference between the data/simulation ratio in the 3 b -tag control regions. These regions are never used in the analysis, and have the same selections as the corresponding 2 b -tag control regions (Chapter 5.7) but with 3 or more b-tags. The numerical values are reported in Tab. 5.44.

|  | $3 \mathrm{~b}-\mathrm{tag}$ |
| :--- | :---: |
| $0 \ell$ | $46.0 \%$ |
| $2 e$ | $20.0 \%$ |
| $2 \mu$ | $34.7 \%$ |

Table 5.44: Extrapolation uncertainties to the 3 b-tag signal regions. The uncertainty is the relative difference between the data/MC in the 3 b -tag control regions.

### 5.8.4 LEPTONS

Trigger uncertainty due to the limited statistics is evaluated by shifting by one standard deviation the trigger scale factors, as reported in Chapter 5.2.6. Additionally, a flat $2 \%$ systematic uncertainty is assigned for the electron trigger and $0.5 \%$ for the muon trigger as suggested by the corresponding POGs [92]. Identification and isolation systematics are evaluated by moving up and down the scale factors for tracking, reconstruction, identification, and isolation by their uncertainties (Chapter 5.3). For muons, additional flat uncertainties for identification and isolation, accounting for $1 \%$ and $1 \%$ respectively, are applied following the Muon POG prescription [92]. The numerical values are reported in Tab 5.45. These uncertainties do not depend on the mass of the resonance, and they are considered as flat. The uncertainties affecting different flavours are considered as uncorrelated, but those relative to a specific object (electrons or muons) are conservatively considered as correlated.

|  | Trigger | Id + Iso (1最 | Id + Iso (2 $)$ |
| :--- | :---: | :---: | :---: |
| Electrons | $0.9 \%(2 \%)$ | $1.9 \%$ | $3.6 \%$ |
| Muons | $3 \%(0.2 \%)$ | $1.0 \%(0.5 \%+0.2 \%)$ | $1.9 \%(1.0 \%+0.4 \%)$ |

Table 5.45: Summary of lepton normalization uncertainties. Number in parenthesis are systematic uncertainties.

Systematics for electrons and muons energy/momentum scale and resolution are evaluated by rescaling the energy or $p_{T}$ of the leptons and counting the yield difference in the signal regions. After the kinematic constrain on the Z mass, the lepton energy scale and resolution is negligible, and not considered in the final limit.

### 5.8.5 JETS

Jets uncertainties are evaluated in the signal regions by moving up and down by one standard deviation the source of the uncertainty. The two sources are the uncertainty on the jet energy correction, also identified as jet energy scale (JES), and the uncertainty due to the different jet momentum resolution (JER). For the jet energy scale the $p_{T}$ of the jets are shifted by the error value of the jet energy corrections, obtained using the full set of JESSources.

Since the jets are kinematically constrained to the Higgs mass, the procedure is repeated again for every variation of the jets' four momenta. After the kinematic constraint, the effect on the shape is essentially negligible. The remaining "threshold" effect, estimating the fraction of events with jets that pass or fail the kinematic thresholds, is estimated as a function of the signal jet mass, and is conservatively taken as $2-6 \%$ uncertainty for the JES and $1-2 \%$ for the JER. The same value, estimated for the secondary backgrounds, is taken as $5 \%$ for the JES and $2 \%$ for the JER.

### 5.8.6 B-TAGGING

The impact of b-tagging uncertainty is evaluated by varying the CSV by their scale factors, as recommended by the BTV POG [109]. An average systematic uncertainty of $6 \%$ per b-jet, $12 \%$ per c-jet, and $15 \%$ per fake tag (light quarks and gluons) are used; the exact value is assigned for each jet as a function of its $p_{T}$ and $\eta$. Due to the dependence on the jet kinematics and flavour composition of the final state, the b-tagging systematics are taken as full shape uncertainties. Different templates are constructed as an effect of the variation of the scale factors, which translate to a different per-event weight. This approach naturally takes into account the full (anti-)correlation between different b-tagging categories. The signal normalisation variations are shown in Figure 5.122.

### 5.8.7 Missing Energy

The $\mathscr{E}_{T}$ is a composed object, built upon all the reconstructed particles in the detector. Therefore, it is affected by the energy scale and resolution of all the reconstructed objects, i.e. charged and neutral hadrons (clustered in jets and non-clustered), muons, electrons, photons and hadronic taus. Dedicated


Figure 5.122: Signal normalisation variations obtained varying the b-tagging SF by one standard deviation in the 1 (left) and 2 (right) b-tags category.
uncertainties have been derived by propagating the original object scales and resolutions (JES and JER) to the $\mathbb{E}_{T}$ itself. Additional variations, considered to be uncorrelated from the JES and JER effects, come from the unclustered $\mathbb{E}_{T}$ in the event. The impact has been evaluated in the $0 \ell$ channel, and resulted in a systematic uncertainty of $1 \%$.

### 5.8.8 Pile-UP

An additional source of systematic error is the limited knowledge of the total inelastic cross section at 13 TeV , used to get the expected primary vertices distribution used for pile-up reweighting. A $5 \%$ uncertainty is assumed for the default value of 69.2 mb [96], and the expected primary vertices distributions are varied accordingly. Changing the pileup weight varies also the MC normalisation in the signal regions, and the relative difference is estimated to be $0.1 \%$. No shape uncertainties are considered for PU.

### 5.8.9 QCD RENORMALISATION AND FACTORISATION SCALE

Per-event weights are provided for a variation of the QCD renormalisation and factorisation scales by a factor 2 . The two scales can be varied separately and independently, or together assuming $100 \%$ correlation. The largest exclusion in each event is then taken as the uncertainty. The weight is propagated up to the final distributions, accounting for both shape and normalisation uncertainties. The envelope
of all the considered variations is then considered as the template for the scale uncertainty, as shown in Fig. 5.123.


Figure 5.123: Normalisation variations due to the QCD scales.

### 5.8.10 ElECTROWEAK CORRECTIONS

Corrections to the $\mathrm{Z}+\mathrm{jets}$ and $\mathrm{W}+\mathrm{jets} p_{T}$ spectra due to NLO EWK contributions are estimated in Ref. [80], applied to the simulated processes, and the full difference of the correction is taken as systematic uncertainty. The corrections to the Z and W are considered as uncorrelated.

### 5.8.11 QCD Corrections

Corrections to the $\mathrm{Z}+\mathrm{jets}$ and $\mathrm{W}+\mathrm{jets} p_{T}$ spectra due to NLO QCD contributions are estimated as described in Chapter 5.2.2. Also in this case, the full difference of the correction is taken as systematic uncertainty. The corrections to the Z and W are considered as uncorrelated.

### 5.8.12 TOP MOMENTUM Reweighting

The top quark $p_{T}$ is corrected in simulation to match the one observed in the data [88]. The systematic uncertainty is one-sided, and estimated by removing the weight from the event. This uncertainty affects both the normalisation and the shape of the $t \bar{t}$ background.


Figure 5.124: Shape variations due to the Z (left) and W (right) electroweak corrections in the $0 \ell$ category. Only the "down" variation is present.

### 5.8.13 FACtORISATION AND RENORMALISATION SCALE

Uncertainties on the acceptance due to the truncated perturbative series, the factorisation and renormalisation scale used for the event generation are varied in a correlated way by a factor of $1 / 2$ and 2 around the central value. As per recommendations of the GEN group, the bin-by-bin largest variation of the two weights, between the two hypotheses of the two weights to be fully correlated or uncorrelated, is taken as shape uncertainty. The factorisation and renormalisation scales also affect the normalisation of both main and secondary backgrounds, and for the latter they cover potential differences when selecting events in the moderate boost regime.

### 5.8.14 PDF

Systematic uncertainties coming from PDF uncertainties have been considered in this analysis, according to the PDF4LHC prescriptions, and using the NNPDF3.0 set. The 100 weights have been considered together, by calculating the envelope of the weight distribution around the central value for each distribution, and propagated as a normalisation and shape uncertainty to the final distributions. The effect of the PDF uncertainty on the acceptance is found to be consistent between all the signal samples, and it is around $0.5 \%$.

The PDF have an effect on the lepton acceptance. An average $3 \%$ uncertainty is assumed for each lepton. A different uncertainty is assumed for each main background ( $\mathrm{Z}, \mathrm{W}, t \bar{t}$ ) in order to have uncorrelated
effects.

### 5.8.15 Monte Carlo Modeling

An additional systematic error is added due to the non-perfect modeling of the simulation. This mismodeling is visible in many variables, but it is mostly notable in the Centrality (Fig. 5.125) of the event, defined as $\sum p_{T} / E_{v i s}$ the sum of the $p_{T}$ of all objects divided by the visible energy. From this discrepancy, a weight that linearly depends on the Centrality value is derived from the 2 b -tag control regions simultaneously for electrons and muons (since the results are compatible within fit uncertainties), and propagated to all the other variables, including $m_{Z h}$. The parameters of the reweight function are reported in Tab. 5.46. An uncertainty band is built by applying the weight. Fig. 5.126 shows the shape variations in the 1D projection on $m_{\ell^{+} \ell^{-} b \bar{b}}$. Unlike the Run-I analysis, the reweight is not applied by default, but rather added as a systematic uncertainty to cover potential mismodelings in the signal regions.

| $p_{0}$ | $1.48 \pm 0.03$ |
| :---: | :---: |
| $p_{1}$ | $-0.632 \pm 0.041$ |

Table 5.46: Parameters of the linear fit with a function $w=p_{0}+p_{1} \cdot x$, where $x$ is the Centrality variable.


Figure 5.125: Centrality, defined as $\sum p_{T} / E_{v i s}$ the sum of the $p_{T}$ of all objects divided by the visible energy in the $2 e, 2 \mathrm{~b}$-tag (left) and $2 \mu, 2 \mathrm{~b}$-tag control regions (right).


Figure 5.126: Projection of the reweighting variations on the 4 -body invariant mass in the $2 e$, 2 b-tag (left) and $2 \mu, 2$ b-tag signal regions (right).

### 5.8.16 Monte Carlo Statistics

The effect of the limited Monte Carlo statistics becomes non-negligible in the Boosted Decision Trees ( $B D T$ ) bins closer to 1 , where most of the signal sensitivity is expected. The BDT is used to construct the likelihood discriminators and could affect the sensitivity of the signal. This effect is accounted for by introducing additional coherent bin-by-bin shape uncertainties for each process and for each distribution [111]. Since the bin number is very high in the 2D analysis, only the 20 most significant bins (ordered by expected $\mathrm{S} / \mathrm{B}$ ) are used; we verified that adding more bins does not change the expected limit. Figure 5.127 shows the expected limit relative to that expected without considering the Monte Carlo statistics, as a function of the number of bins considered for the Monte Carlo statistics uncertainties. The larger contribution is for low mass ( $m_{A}=250 \mathrm{GeV}$ ) and account for up to $20 \%$ increase in the expected limit.

### 5.8.17 SUMMARY OF UNCERTAINTIES

A summary of all systematic uncertainties is listed in Tab. 5.47.


Figure 5.127: Expected limits as a function of the number of bins considered for the MonteCarlo statistics systematic uncertainty, relative to the expected limit with no uncertainties, for different $m_{A}$ values.

|  | Shape | Main backgrounds (Drell-Yan, $t \bar{t}$ ) | Other electroweak (single-top, VV, Vh) | Signal |
| :---: | :---: | :---: | :---: | :---: |
| Lepton and trigger efficiency | $\checkmark$ | - | 2-3\% | 2-3\% |
| Jet Energy Scale | $\checkmark$ | - | $5 \%$ | 2-6\% |
| Jet Energy Resolution | $\checkmark$ | - | 2\% | 1-2\% |
| b-tagging | $\checkmark$ | - | $4 \%$ | 5-8\% |
| Unclustered $\mathbb{E}_{T}$ | $\checkmark$ | - | 1\% | 1\% |
| Pile-up | $\checkmark$ | - | 1\% | 1\% |
| PDF | $\checkmark$ | - | 3-5\% | 4-8\% |
| top quark $p_{T}$ (only $t \bar{t}$ ) | $\checkmark$ | 8-15\% | - | - |
| Factorization and renormalization scale | $\checkmark$ | 2-6\% |  | 6-14\% |
| Monte Carlo modeling | $\checkmark$ | 1-15\% |  | - |
| Monte Carlo statistics | $\checkmark$ | 1-20\% |  | - |
| Interpolation to SR |  | 2-10\% |  | - |
| Extrapolation to 3 b-tag SR |  | 20-46\% (3 b-tag only) |  | - |
| Cross section |  | - | 2-10\% | - |
| Luminosity |  | - | 2.5\% | 2.5\% |

Table 5.47: Summary of systematic uncertainties for backgrounds and signals.

### 5.9 RESULTS

The $C L_{s}$ criterion (see Appendix A.1.7) is used to determine the $95 \%$ confidence-level limit on the signal contribution in the data, using the RooStats package [112]. In order to extract the limit on the production cross section times the branching ratios, the CMS standard combine tool [113] has been used. The Asymptotic method is used to calculate preliminary $95 \%$ C.L. upper limits with $1 \sigma$ and $2 \sigma$ bands using the $C L_{s}$ frequentist calculation currently recommended by the LHC Higgs Combination Group [114]. The ProfileLikelihood method is used for significance and the background p-value; finally, the MaxLikelihoodFit method allows to get the signal Best Fit Ratio, the fit pulls and the pre/post fit distribution. The methods used to extract our results are described in Appendix A. 1 in detail.

### 5.9.1 BACKGROUND Scale Factors

Before testing the presence of the signal, a background-only fit is performed (including all systematic uncertainties described in Sec. 5.8) deriving the background scale factors. The numerical values and their post-fit uncertainties are reported in Tab. 5.48 and Tab. 5.49 and displayed in Fig. 5.128.

Overall, most of the scale factors are close to 1 , however, the scale factor related to the $Z+1 b$ background process differs by $21 \%$ due to the difficulties in modeling the $Z+1 b$ background. This difference is caused by the normalization for MadGraph 4-flavour scheme (4FS), which fails to describe simultaneously both the low- and high- $p_{T}$ b-jet regions and its normalisation is underestimated by $20 \%$ [115].

Fig. 5.129 shows the distributions of the $m_{Z h}^{T}$ and $m_{Z h}$ for all categories. The grey dotted line represents the sum of the background before the fit; the shaded area represents the post-fit uncertainty. The ratio between data and SM background is given at the bottom of each panel.

| background | scale factor |
| :--- | :---: |
| $\mathrm{Z}+0$ b quark | $0.993 \pm 0.018$ |
| $\mathrm{Z}+1$ b quark | $1.214 \pm 0.021$ |
| $\mathrm{Z}+2$ b quark | $1.007 \pm 0.025$ |
| $t \bar{t}$ | $0.996 \pm 0.014$ |
| $\mathrm{~W}+$ jets | $0.980 \pm 0.023$ |

Table 5.48: Background scale factors, as derived by the combined fit (with the signal regions blinded).

| Signal region | $0 \ell, 1 \mathrm{~b}$ tag | $0 \ell, 2 \mathrm{~b}$ tags | $0 \ell, 3 \mathrm{~b}$ tags | $2 \ell, 1 \mathrm{~b}$ tag | $2 \ell, 2 \mathrm{~b}$ tags | $2 \ell, 3 \mathrm{~b}$ tags |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Data | $2452 \pm 50$ | $398 \pm 20$ | $45 \pm 7$ | $10512 \pm 103$ | $2188 \pm 47$ | $129 \pm 11$ |
| $\mathrm{Z}+0$ b quark | $740 \pm 12$ | $48 \pm 1$ | $2.0 \pm 0.2$ | $4118 \pm 15$ | $175 \pm 1$ | $18 \pm 1$ |
| $\mathrm{Z}+1$ b quark | $220 \pm 6$ | $13 \pm 1$ | $0.46 \pm 0.06$ | $4127 \pm 18$ | $365 \pm 3$ | $23 \pm 1$ |
| Z+2 b quark | $134 \pm 3$ | $86 \pm 2$ | $2.5 \pm 0.3$ | $1547 \pm 11$ | $1113 \pm 7$ | $51 \pm 2$ |
| single top | $74 \pm 3$ | $18 \pm 1$ | $3.0 \pm 0.4$ | $25 \pm 0$ | $10.0 \pm 0.1$ | - |
| $t \bar{t}$ | $750 \pm 12$ | $143 \pm 3$ | $31 \pm 3$ | $592 \pm 3$ | $473 \pm 3$ | $26 \pm 1$ |
| VV, Vh | $76 \pm 2$ | $32 \pm 1$ | $0.93 \pm 0.11$ | $139 \pm 1$ | $53 \pm 1$ | $3.5 \pm 0.1$ |
| W+jets | $458 \pm 13$ | $65 \pm 3$ | $2.4 \pm 0.3$ | $3.7 \pm 0.1$ | - | - |
| Total bkg. | $2451 \pm 26$ | $405 \pm 8$ | $42 \pm 5$ | $10552 \pm 35$ | $2189 \pm 12$ | $121 \pm 3$ |
| Pre-fit bkg. | $2467 \pm 26$ | $427 \pm 8$ | $28 \pm 5$ | $10740 \pm 35$ | $2250 \pm 12$ | $100 \pm 3$ |
| $m_{A}=300 \mathrm{GeV}$ | - | - | - | $3.1 \pm 0.2$ | $3.3 \pm 0.2$ | $0.10 \pm 0.01$ |
| $m_{A}=1000 \mathrm{GeV}$ | $27.3 \pm 5.2$ | $28.6 \pm 5.4$ | $3.5 \pm 0.7$ | $5.4 \pm 1.0$ | $6.1 \pm 1.2$ | $1.2 \pm 0.2$ |

Table 5.49: Expected and observed event yields after the fit in the signal regions. The di-electron and di-muon categories are summed together. The single dash symbol represents backgrounds with no simulated events passing the selections. The signal yields refer to pre-fit values corresponding to a cross section of 0.1 pb (gluon-gluon fusion for $m_{A}=300 \mathrm{GeV}$, and in association with b-quarks for $\left.m_{A}=1000 \mathrm{GeV}\right)$ multiplied by $\operatorname{Br}(A \rightarrow Z h) \times \operatorname{Br}(h \rightarrow b \bar{b})$. The uncertainties on the observed number of events reflect the statistics of the data events. The uncertainties on the total background take into account the correlation of systematic uncertainties among different background processes. The statistical and systematic uncertainties are combined for all samples except the data.


Figure 5.128: Pre- (dashed gray lines) and post-fit (stacked histograms) number of events in the different control regions used in the fit.


Figure 5.129: Distributions of the $m_{Z h}^{T}$ variable in the $0 \ell$ categories (left) and $m_{Z h}$ in the $2 \ell$ categories (right), in the 1 b tag (upper), 2 b tag (centre), and 3 b tag (lower) SR. In the $2 \ell$ categories, the contribution of the $2 e$ and $2 \mu$ channels have been summed. The hatched red histograms represent signal produced corresponding to $\sigma_{A} \times B r(A \rightarrow Z h) \times B r(h \rightarrow b \bar{b})=0.1$ pb . The bottom panels depict the pulls in each bin, $\left(N^{d a t a}-N^{b k g}\right) / \sigma$, where $\sigma$ is the statistical uncertainty in data.


Figure 5.130: Distributions of the $m_{Z h}$ variable in the $2 e$ categories (left) and $2 \mu$ categories (right), in the 1 b tag (upper), 2 b tag (centre), and 3 b tag (lower) SR. The grey dotted line represent the sum of the background before the fit; the shaded area represents the postfit uncertainty. The hatched red histograms represent signal produced corresponding to $\sigma_{A} \times$ $\operatorname{Br}(A \rightarrow Z h) \times \operatorname{Br}(h \rightarrow b \bar{b})=0.1 \mathrm{pb}$. The bottom panels depict the pulls in each bin, $\left(N^{d a t a}-N^{b k g}\right) / \sigma$, where $\sigma$ is the statistical uncertainty in data.

### 5.9.2 EXPECTED LIMITS

Results are obtained from a combined signal and background fit to the unbinned $m_{V h}$ distribution, based on a profile likelihood defined as:

$$
\begin{equation*}
\mathcal{L}=\prod_{i} \frac{\mu_{i}^{n_{i}} \cdot e^{-\mu_{i}}}{n_{i}!} \quad \text { with } \quad \mu_{i}=\sigma_{i}(S)+N_{i}(B) \tag{5.15}
\end{equation*}
$$

where $N_{i}(S)$ and $N_{i}(B)$ are the signal and background events in the i-th bin, and $\sigma$ is the signal strength modifier parameter. Systematic uncertainties are treated as nuisance parameters and are profiled (systematic uncertainties are incorporated in the profile likelihood) in the statistical interpretation. The background-only hypothesis is tested against the $A \rightarrow Z h$ signal in the ten categories, and with no evidence of significant deviations from background expectation, the asymptotic modified frequentist method is used to determine the limit at the $95 \%$ confidence level (CL) on the contribution from signal.

The observed upper limit on the resonance cross section times $\operatorname{Br}(A \rightarrow Z h)$ times $\operatorname{Br}(h \rightarrow b \bar{b})$, as well as the expected limit and its relative $68 \%$ and $95 \%$ uncertainty bands, are reported as a function of the resonance mass in Fig 5.131.


Figure 5.131: Observed and expected (with $\pm 1(2) \sigma$ band) $95 \%$ C.L. upper limit on $\sigma_{A} \times \operatorname{Br}(A \rightarrow$ $Z h$ ) in the gluon fusion (left) and b-quark associated production (right), including all statistical and systematics uncertainties.

Figure 5.132 shows the observed and expected $95 \%$ C.L. upper limit on $\sigma_{A} \times \operatorname{Br}(A \rightarrow Z h)$ in the gluon fusion and b-quark associated production in the non-leptonic channel only. No excess of data is observed in $0 \ell$ channel for both Higgs mechanism modes. Additionally, the expected limit in the leptonic channels ( $2 e$ and $2 \mu$ ) in the gluon fusion and b-quark associated production is presented in Figure 5.133. There is no excess on data over the background prediction in the $2 e$ and $2 \mu$ channels.

An upper limit at $95 \% \mathrm{CL}$ on the number of signal events is set on $\sigma_{A} \times \operatorname{Br}(A \rightarrow Z h) \times \operatorname{Br}(h \rightarrow b \bar{b})$,


Figure 5.132: Observed and expected (with $\pm 1(2) \sigma$ band) $95 \%$ C.L. upper limit on $\sigma_{A} \times B r(A \rightarrow$ $Z h$ ) in the gluon fusion (left) and b-quark associated production (right) in the $0 \ell$ channel.


Figure 5.133: Observed and expected (with $\pm 1(2) \sigma$ band) $95 \%$ C.L. upper limit on $\sigma_{A} \times B r(A \rightarrow$ $Z h$ ) in the gluon fusion (left) and b-quark associated production (right) in the $2 \ell$ channel.
excluding above 1 pb for $m_{A}$ near the kinematic threshold, $\approx 0.3 \mathrm{pb}$ for $m_{A} \approx 2 m_{t}$, and as low as 0.02 pb at the high end $(1000 \mathrm{GeV})$ of the considered mass range. The sensitivity of the analysis is limited by the amount of data, and not by systematic uncertainties. These results extend the search for a 2HDM pseudo-scalar boson A for mass up to 1 TeV , which is a kinematic region previously unexplored by CMS in the 8 TeV data analysis.

The results are interpreted (as described in Chapter 5.9.5) in terms of Type-I, Type-II, Flipped, and Lepton-specific 2 HDM formulations. In the scenario with $\cos (\beta-\alpha)=0.1$ and $\tan \beta=3$, as examined in Section 5.2.1, an A boson up to 380 and 350 GeV is excluded in 2HDM Type-I and Type-II, respectively, as illustrated in Fig. 5.134. These exclusion limits are used to constrain the two-dimensional plane of the 2 HDM parameters $[\cos (\beta-\alpha), \tan \beta]$ (as reported in Sec. 5.9.5), with fixed $m_{A}=300$ GeV in the range $0.1 \leq \tan \beta \leq 100$ and $-1 \leq \cos (\beta-\alpha) \leq 1$, using the convention $0<\beta-\alpha<\pi$.


Figure 5.134: Observed (solid black) and expected (dotted black) 95\% CL upper limits on $\sigma_{A} \times \operatorname{Br}(A \rightarrow Z h) \times \operatorname{Br}(h \rightarrow b \bar{b})$ for an A boson produced via gluon-gluon fusion (left) and in association with b-quarks (right) as a function of $m_{A}$. The blue dashed lines represent the expected limits of the $0 \ell$ and $2 \ell$ categories separately. The red and magenta solid curves and their shaded areas correspond to the product of the cross sections times the branching fractions and the relative uncertainties predicted by the 2HDM Type-I and Type-II for the arbitrary parameters $\tan \beta=3$ and $\cos (\beta-\alpha)=0.1$.

Because of the suppressed A boson cross section and $\operatorname{Br}(A \rightarrow Z h)$, the region near $\cos (\beta-\alpha) \approx 0$ is not accessible in this search.

To sum up, no excess of data over the background prediction is observed. Upper limits are set at $95 \%$ confidence level on the product of the A boson cross sections times the branching fractions $\sigma_{A} \times$ $\operatorname{Br}(A \rightarrow Z h) \times \operatorname{Br}(h \rightarrow b \bar{b})$, which exclude 1 to 0.02 pb in the $225-1000 \mathrm{GeV}$ mass range.

### 5.9.3 Fit DiAgnostics

The signal extraction procedure described above allows the background to vary within the systematic uncertainties modifying the corresponding nuisance parameters. In this section these variations in the background are shown when the fit to the data is performed, both with the background-only and with the background plus signal hypothesis.

Prior to the data unblinding, the procedure is tested by setting the signal strength to zero (backgroundonly fit), thus avoiding any information on the signal presence.

The pull fit is described in Appendix A.1.12. The fit results are presented as bars, where the value on the x -axis represents the pull values $\Delta x / \sigma_{i n}$, and its error bar the fit constraining on the gaussian width of the nuisance parameter $\sigma_{\text {out }} / \sigma_{i n}$, for both the background-only and the signal+background fit. The $\left(\hat{\theta}-\theta_{0}\right) \Delta \theta$ value on the y -axis represents the initial value of a nuisance parameter $\left(\theta_{0}\right)$ and the post-fit
value $(\hat{\theta})$ of the nuisance parameter and its uncertainty $(\Delta \theta)$. The pull distributions are shown in Fig. 5.135 .


Figure 5.135: Pull values for the combination of all 0 -, and 2-lepton channels in both the background-only and signal+background hypotheses. The considered signal is $m_{A}=300 \mathrm{GeV}$.

Some uncertainties are pulled by the fit, as expected. The QCD factorisation and renormalisation scales and the NLO QCD corrections are pulled (although in different directions) to accommodate the shape of the background in the medium and low mass regime. These pulls are dominated and constrained by the di-leptonic 1 b-tag signal regions, which have the largest discrepancy and statistics. A good agreement is observed instead in the 2 b -tag signal regions.

The mass interpolation uncertainties are compatible with the initial values by less than one standard deviation, but a couple of channels are close to this value. This is again observed in the high-statistics, poorly-modeled 1 b-tag di-leptonic regions. The simulation imperfect modeling typically affects the region with low $m_{j j}$, close to the Higgs mass window, and the normalisation based on the sidebands can be affected by these effects.

The uncertainties that determine the normalisation in the 3 b-tag SR are all pulled up by $1 \sigma$. This was expected already prior to the unblinding, as a similar effect was observed consistently in the 3 b-tag jet mass sidebands, and an appropriate systematic uncertainty was applied to account for this effect, which has been confirmed after the unblinding.

As a summary, the pulls in the background-only and signal+background fit do not show worrisome
features. A large fraction of uncertainties are within $1 \sigma$ and not excessively pulled. A small tension is observed in some regions of the phase space, but these small discrepancies are well covered by the present set of systematic uncertainties.

### 5.9.4 IMPACTS

The signal extraction procedure described above allows the background to vary within the systematic uncertainties modifying the corresponding nuisance parameters. The plots report the impacts and the pulls of the fits (described in Section A.1.12), performed on data in the $m_{A}=300,500$, and 1000 GeV signal hypothesis. Only the first thirty impacts and pulls are shown in the plots, for more details see Appendix E. 5 which includes a full list of impacts for each mass point.


Figure 5.136: Impacts for the combination of all channels and the $m_{A}=300 \mathrm{GeV}$ signal hypothesis.


Figure 5.137: Impacts for the combination of all channels and the $m_{A}=500 \mathrm{GeV}$ signal hypothesis.


Figure 5.138: Impacts for the combination of all channels and the $m_{A}=1000 \mathrm{GeV}$ signal hypothesis.

### 5.9.5 INTERPRETATION IN 2HDM

In this section, an interpretation of the results in terms of the Two Higgs Doublet Models (2HDM) is presented. In principle, 2 HDM includes four different types which are separated by the coupling of the fermions to Higgs doublets ( $\Phi_{1}$ and $\Phi_{2}$ ).

- Type-I: all fermions couple only to the Higgs field in the $\Phi_{2}$ doublet.
- Type-II: up-type quarks couple to the $\Phi_{2}$ doublet, while down-type quarks and charged leptons couple to the Higgs field in the $\Phi_{1}$ doublet.
- Flipped: up-type quarks and charged leptons couple to the $\Phi_{2}$ doublet and down-type quarks couple to $\Phi_{1}$.
- Lepton-specific: all quarks couple to the Higgs field in the $\Phi_{2}$ doublet and charged leptons couple to $\Phi_{1}$.

In general, 2 HDM has a large number of free parameters, which can be represented in different basis: For example, a set can be the following: $m_{h}, m_{H}, m_{A}, m_{H^{ \pm}}, m_{12}, \beta, \alpha, \lambda_{6,7}$, where $m_{h, H, A, H^{ \pm}}$are the masses of the Higgs states, $m_{12}$ is the coefficient of [ $\Phi_{1}^{+} \Phi_{2}+$ h.c.] operator in the 2 HDM potential, $\alpha$ and $\beta$ are mixing angles of the two Higgs doublet $(\tan \beta$ is, as in the Minimal Supersymmetric Standard Model (MSSM), the ratio of the vev of the two doublets), and finally $\lambda_{6,7}$ are the coefficients of other dimension-4 operators in the Higgs potential as given in Eq. 2.6.

In order to reduce the number of free parameters, the following convention is applied, based on the Higgs Working Group prescriptions:

- the lightest Higgs is assumed to be the SM-line one discovered by LHC: $m_{h} \approx 125 \mathrm{GeV}$;
- $m_{H}=m_{H^{ \pm}}=m_{A}$, since A searches are not strongly dependent on $m_{H}$ and $m_{H^{ \pm}}$, and a large mass splitting would break the custodial symmetry and give large contribution to $\rho \neq 1$;
- $m_{12}^{2}=m_{A}^{2} \cdot \frac{\tan \beta}{1+\tan ^{2} \beta}$, so the discrete $\mathbb{Z}_{2}$ symmetry is broken as in MSSM;
- $\lambda_{6,7}=0$ to avoid CP-violation at the tree-level.

With these assumptions, the remaining parameters are one mass, $m_{A}$, and the two angles, $\alpha$, and $\beta$. The results are presented as a given mass point $m_{A}$ in the plane $\tan \beta$ vs $\cos (\beta-\alpha)$, as well as a given $\cos (\beta-\alpha)$ point in the plane $\tan \beta$ vs $m_{A}$. In the limit for $\cos (\beta-\alpha) \rightarrow 0$, called alignment limit (described in Chapter 2.2.6), the light Higgs h behaves as the Standard Model one.

The cross sections have been computed via SuSHi 1.6.1 and the branching fractions via 2HDMC 1.7.0, both at next-to-next-leading order (NNLO), using the previous assumptions.

For each mass point ( $m_{A}=225,250,275,300,325,350,400,500,600,700,800,900,1000$ GeV ) the cross section and branching fractions are computed for $0.1 \leq \tan \beta \leq 100$ in variable step (finer at low $\tan \beta$ ) and $0 \leq \cos (\beta-\alpha) \leq 1$ with step 0.02 .

The cross sections for all type models do not depend on $\alpha$, so their dependence on $m_{A}$ and $\tan \beta$ are shown in Fig. 5.139 for Type-I, in Fig. 5.140 for Type-II, in Fig. 5.141 for Flipped, and in Fig. 5.142 for Lepton-specific.


Figure 5.139: Cross sections and branching ratios for the Type-I 2HDM model. Top left: gluon fusion A cross section; top right: b-quark associated A cross section; center left: $\operatorname{Br}(A \rightarrow Z h)$; center right: $\operatorname{Br}(h \rightarrow b \bar{b})$; bottom left: A boson natural width; bottom right: A boson resolution.


Figure 5.140: Cross sections and branching ratios for the Type-II 2HDM model. Top left: gluon fusion A cross section; top right: b-quark associated A cross section; center left: $\operatorname{Br}(A \rightarrow Z h)$; center right: $\operatorname{Br}(h \rightarrow b \bar{b})$; bottom left: A boson natural width; bottom right: A boson resolution.

Two channels can produce an A in the final state, as described in Chapter 2.2.8 and Chapter 5.2.1: gluongluon fusion (denoted as $g g A$ in the plots) and associated production with b-quarks (denoted $b b A$ ). The first two cross sections are plotted separately for both Type-I and Type-II models. In the Type-I model, the $b b A$ cross section is always negligible with respect to the $g g A$ one, and both decrease with $\tan \beta$. In the Type-II model, the $g g A$ cross section decreases when the $\tan \beta$ parameter increases, but in the case of the associated production with b-quarks the $b \bar{b} A$ cross section increases with $\tan \beta$, and therefore for moderately large $\tan \beta \sim 5$ it becomes comparable to the $g g A$ one, and bigger afterwards. This is expected, since the relevant couplings for $g g A$ and $b b A$ are the ones of the up- and down-type quarks, respectively, and these are the same in Type-I (hence the same behaviour of the cross-section), while


Figure 5.141: Cross sections and branching ratios for the Type-III or Flipped 2HDM model. Top left: gluon fusion A cross section; top right: b-quark associated A cross section; center left: $\operatorname{Br}(A \rightarrow Z h)$; center right: $\operatorname{Br}(h \rightarrow b \bar{b})$; bottom left: A boson natural width; bottom right: A boson resolution.
depend on $\tan \beta$ for Type-II, as in the MSSM case. The branching fraction of $A \rightarrow Z h$ channel vanishes in the alignment limit, as expected. In the case of the alignment limit, the 2HDM theory converges to the Standard Model where only one physical Higgs state, $h$, survives and the other four Higgs bosons disappear. The branching fraction of $h \rightarrow b \bar{b}$ is not the one predicted by the Standard Model in all 2 HDM phase space: this is guaranteed only in the alignment limit, namely for $\cos (\beta-\alpha)=0$. The deep valley with $\operatorname{Br}(h \rightarrow b \bar{b}) \sim 0$ present in Type-II is due to the coupling of the down-type quarks to the Higgs boson, which is proportional to $(-\sin \alpha /$ cons $\beta$ ), vanishing for $a \sim 0$.

Moreover, the cross sections of Flipped and Lepton-specific models do not depend on the mixing angle


Figure 5.142: Cross sections and branching ratios for the Type-IV or Lepton-specific 2HDM model. Top left: gluon fusion A cross section; top right: b-quark associated A cross section; center left: $\operatorname{Br}(A \rightarrow Z h)$; center right: $\operatorname{Br}(h \rightarrow b \bar{b})$; bottom left: A boson natural width; bottom right: A boson resolution.
$\alpha$ as well, however, they have strong dependence on the mass of A boson and $\tan \beta$, as indicated in Fig. 5.141 and in Fig. 5.142. On the other hand, these two models behave differently when the value of $\tan \beta$ increases or decreases. For instance, in the Flipped 2HDM type, obviously, the cross section of the gluon-gluon function and the $b b A$ cross section become strongly important when the value of $\tan \beta$ increases. However, both cross sections increase sharply when $\tan \beta$ takes lower values in the Lepton-specific 2HDM type. Additionally, it is important to note that the $b b A$ cross section vanishes when $\tan \beta$ is $\tan \beta>10$. Secondly, in the case of the Lepton-specific type, the $\operatorname{Br}(h \rightarrow b \bar{b})$ increases for the lowest values of $\tan \beta$, as it occurs in Type-I 2HDM, where the coupling of the Higgs boson to down-type quarks is proportional to $\cos \alpha / \sin \beta$.

Finally, the expected and observed limits for the $m_{A}=300 \mathrm{GeV}$ mass point, in the plane $\tan \beta$ vs. $\cos (\beta-\alpha)$ are reported in Fig. 5.143. The gluon-gluon fusion and the b-quarks associated production cross section are considered separately, by imposing simultaneous constraints on the combination of the two production modes.

As shown from Fig. 5.143, the exclusion limits reach the value of $\tan \beta$ equal to 10 (6) in the Type-I type (Lepton-specific type). Additionally, there is a large parameter space which is excluded from the observed and expected cross sections in Type-II and Flipped models.

Furthermore, the cross sections of the four 2 HDM models are presented in the plane $\tan \beta$ vs. $m_{A}$. Figure 5.144, Figure 5.145, Figure 5.146, and Figure 5.147 show the cross sections of the gluon-gluon fusion and b-quark associated production, the $\operatorname{Br}(A \rightarrow Z h)$ and $\operatorname{Br}(h \rightarrow b \bar{b})$ and the natural width of A boson, as well as the A boson resolution in the plane $m_{A}$ vs. $\tan \beta$ for a given $\cos (\beta-\alpha)=0.1$.

In the Type-I model (Fig. 5.144), the cross section of the $g g A$ and $b b A$ depend on the $m_{A}$ and the value of $\tan \beta$ due to the coupling's dependence on $\cot \beta$. In addition, the $\operatorname{Br}(A \rightarrow Z h)$ increases up to the mass of 350 GeV and then it decreases significantly due to the opening of the $A \rightarrow t \bar{t}$ channel. After that, the cross section increases again at higher masses of A boson. On the other hand, the $h \rightarrow b \bar{b}$ branching fraction is not affected by an increase of the $m_{A}$, but only by large values of $\tan \beta$ due to the coupling of h boson to down-type quarks, which is proportional to $\cos \alpha / \sin \beta$. The $\operatorname{Br}(h \rightarrow b \bar{b})$ is important only for the lowest values of $\tan \beta$ and is negligible for higher values.

In Type-II (Fig. 5.145) the cross section of the gluon-gluon fusion becomes negligible for higher values of $\tan \beta$, however, at lowest values, $\tan \beta \leq 1$, it increases significantly. On the contrary, the b-quark associated production cross section has an important rise when $\tan \beta$ takes large values. Moreover, the $A \rightarrow Z h$ branching fraction remains unaffected, comparing it to the Type-I's $\operatorname{Br}(A \rightarrow Z h)$. But, the $\operatorname{Br}(h \rightarrow b \bar{b})$ is zero when the value of $\tan \beta$ is equal to 10 , for all mass points. This occurs because the coupling of the light Higgs to b-quarks vanishes for given values of $\cos (\beta-\alpha)(\cos (\beta-\alpha)=0.1)$ and $\tan \beta(\tan \beta=10)$.


Figure 5.143: Observed and expected (together with $\pm 1,2 \sigma$ bands) exclusion limit for Type I (upper left), Type II (upper right) model, Flipped (lower left) model and Lepton-specific (lower right) model as a function of $\tan \beta$ and $\cos (\beta-\alpha)$, for $m_{A}=300 \mathrm{GeV}$. Contours are derived from the projection on the 2 HDM parameter space for the $m_{A}=300 \mathrm{GeV}$ signal hypothesis. The excluded region is represented by the shaded grey area. The regions of the parameter space where the natural width of the A boson $\Gamma_{A}$ is comparable to the experimental resolution and thus the narrow width approximation is not valid are represented by the hatched grey areas.

The cross sections and branching ratios of the Flipped 2HDM model are presented in Fig. 5.146. This figure contains plots which behave similarly with the corresponding plots of the Type-II model. Couplings of the Flipped and Type-II models are similarly, however only the couplings of the charged leptons differ. As we know, the charged leptons couple to $\Phi_{2}$ in the Flipped 2HDM type instead of $\Phi_{1}$


Figure 5.144: Cross sections and branching ratios for the Type-I in the plane $m_{A}$ vs. $\tan \beta$. Top left: gluon fusion A cross section; top right: b-quark associated A cross section; center left: $\operatorname{Br}(A \rightarrow Z h)$; center right: $\operatorname{Br}(h \rightarrow b \bar{b})$; bottom left: A boson natural width; bottom right: A boson resolution.
like in the Type-II type.
In the Lepton-specific type (Fig. 5.147), the cross sections of both processes decrease when $\tan \beta$ and $m_{A}$ increase significantly. They have a similar distribution such as the cross sections of Type-I. The $\operatorname{Br}(A \rightarrow Z h)$ increases for some values of $\tan \beta$ at A mass 350 GeV , in which it decreases sharply and then it increases again at higher masses. It is important to note that the branching fraction of the $h \rightarrow b \bar{b}$ decreases when $\tan \beta$ takes higher values and is zero when $\tan \beta$ is equal to hundred. Taking into account the values of $\tan \beta$ and the value of $\cos (\beta-\alpha)$ which are equal to 100 and 0.1 , respectively, the coupling of the Higgs to b quarks vanishes again.


Figure 5.145: Cross sections and branching ratios for the Type-II in the plane $m_{A}$ vs. $\tan \beta$. Top left: gluon fusion A cross section; top right: b-quark associated A cross section; center left: $\operatorname{Br}(A \rightarrow Z h)$; center right: $\operatorname{Br}(h \rightarrow b \bar{b})$; bottom left: A boson natural width; bottom right: A boson resolution.

The parameter exclusion plot for the four 2 HDM types in the plane $\tan \beta$ vs. $m_{A}$, for a given $\cos (\beta-$ $\alpha)=0.1$, is shown in Figure 5.148. As we can see, a significant parameter space is excluded for the four 2HDM types not only for the lower A boson masses but also for higher A masses up to 1000 GeV for the first time.

In Type-I (upper left plot in Fig. 5.148), the exclusion limit falls at the mass of 350 GeV where the $A \rightarrow Z h$ vanishes due to the opening of the $A \rightarrow t \bar{t}$ channel, and then it increases again at higher masses. A whole region is excluded up to $\tan \beta \simeq 10$ and $m_{A}=350 \mathrm{GeV}$ where the $A \rightarrow t \bar{t}$ channel is dominant and the branching ratio of $A \rightarrow Z h$ vanishes. In addition, there are three additional excluded


Figure 5.146: Cross sections and branching ratios for the Flipped in the plane $m_{A}$ vs. $\tan \beta$. Top left: gluon fusion A cross section; top right: b-quark associated A cross section; center left: $\operatorname{Br}(A \rightarrow Z h)$; center right: $\operatorname{Br}(h \rightarrow b \bar{b})$; bottom left: A boson natural width; bottom right: A boson resolution.
regions for higher masses between 400 GeV and 900 GeV and for lower values of $\tan \beta$ up to 4 .
In Type-II (upper right plot in Fig. 5.148), the shape of exclusion limit is similar with that of the Type-I model, however, the exclusion regions are smaller. The biggest exclusion region is for the values of $\tan \beta$ up to 4 and for the A masses up to 350 GeV . There are three additional smaller excluded areas, "the small islands", for higher masses between 450 GeV and 850 GeV and for values of $\tan \beta$ up to 2 . Moreover, in the Type-II type, there is a parameter space which is excluded for the highest values of $\tan \beta$ and A masses. This area ranges between the A masses 450 GeV and 1 TeV and for $\tan \beta=20$ up to 100 .


Figure 5.147: Cross sections and branching ratios for the Lepton-specific in the plane $m_{A}$ vs. $\tan \beta$. Top left: gluon fusion A cross section; top right: b-quark associated A cross section; center left: $\operatorname{Br}(A \rightarrow Z h)$; center right: $\operatorname{Br}(h \rightarrow b \bar{b})$; bottom left: A boson natural width; bottom right: A boson resolution.

The shape of exclusion limits for the Flipped type (bottom left plot in Fig. 5.148) is similar with the shape of the Type-II type as they have common features such as the same couplings of the quarks (upand down-type quarks). The biggest exclusion region is between the A masses 225 GeV and 350 GeV for $\tan \beta$ up to 4. There are also three additional smaller "islands" for higher A masses and for the values of $\tan \beta$ up to 2 . Similarly, A boson masses between 450 GeV and 1000 GeV for the values of $\tan \beta \simeq 20$ up to 100 are excluded as shown in Fig. 5.148 (bottom left plot).

In the Lepton-specific 2HDM type, the biggest exclusion limits is for the A masses up to 350 GeV where the $A \rightarrow t \bar{t}$ decay channel becomes dominant and for the values of $\tan \beta \lesssim 8$. Additionally, there are
three smaller exclusion regions for $\tan \beta \lesssim 4$ and for A masses between 410 GeV and 890 GeV .


Figure 5.148: Observed and expected (with $\pm 1, \pm 2$ standard deviation bands) exclusion limits for Type-I (upper left), Type-II (upper right), flipped (lower left), lepton-specific (lower right) models, as a function of $m_{A}$ and $\tan \beta$, fixing $\cos (\beta-\alpha)=0.1$. The excluded region is represented by the shaded grey area. The regions of the parameter space where the natural width of the A boson $\Gamma_{A}$ is comparable to the experimental resolution and thus the narrow width approximation is not valid are represented by the hatched grey areas.

In conclusion, the results (observed upper limit on the resonance cross section times $\operatorname{Br}(A \rightarrow Z h)$ times $\operatorname{Br}(h \rightarrow b \bar{b})$ ) were interpreted in terms of the four 2HDM types. The observed and expected exclusion limits for the four 2HDM types were presented in plane $\cos (\beta-\alpha)$ versus $\tan \beta$ and in plane $m_{A}$ versus $\tan \beta$ and a significant parameter space was excluded making the limits more restricted given
that many values of $\tan \beta, \cos (\beta-\alpha)$, and $m_{A}$ have been excluded for the four 2HDM types.

## Part IV

## Conclusions And Future Plans

## Conclusions And Future Plans

In this section a brief summary of the current PhD Thesis is presented, highlighting the most important results of the $A \rightarrow Z h$ analysis. The events that were observed in the signal regions are perfectly consistent with the SM background prediction, revealing that there is currently no evidence for the pseudoscalar A boson in the $225-1000 \mathrm{GeV}$ mass range, as shown in Table 6.1.

| Signal region | $0 \ell, 1 \mathrm{~b}$ tag | $0 \ell, 2 \mathrm{~b}$ tags | $0 \ell, 3 \mathrm{~b}$ tags | $2 \ell, 1 \mathrm{~b}$ tag | $2 \ell, 2 \mathrm{~b}$ tags | $2 \ell, 3 \mathrm{~b}$ tags |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Data | $2452 \pm 50$ | $398 \pm 20$ | $45 \pm 7$ | $10512 \pm 103$ | $2188 \pm 47$ | $129 \pm 11$ |
| Z +0 b quark | $740 \pm 12$ | $48 \pm 1$ | $2.0 \pm 0.2$ | $4118 \pm 15$ | $175 \pm 1$ | $18 \pm 1$ |
| Z +1 b quark | $220 \pm 6$ | $13 \pm 1$ | $0.46 \pm 0.06$ | $4127 \pm 18$ | $365 \pm 3$ | $23 \pm 1$ |
| Z +2 b quark | $134 \pm 3$ | $86 \pm 2$ | $2.5 \pm 0.3$ | $1547 \pm 11$ | $1113 \pm 7$ | $51 \pm 2$ |
| single top | $74 \pm 3$ | $18 \pm 1$ | $3.0 \pm 0.4$ | $25 \pm 0$ | $10.0 \pm 0.1$ | - |
| $t \bar{t}$ | $750 \pm 12$ | $143 \pm 3$ | $31 \pm 3$ | $592 \pm 3$ | $473 \pm 3$ | $26 \pm 1$ |
| VV, Vh | $76 \pm 2$ | $32 \pm 1$ | $0.93 \pm 0.11$ | $139 \pm 1$ | $53 \pm 1$ | $3.5 \pm 0.1$ |
| W+jets | $458 \pm 13$ | $65 \pm 3$ | $2.4 \pm 0.3$ | $3.7 \pm 0.1$ | - | - |
| Total bkg. | $2451 \pm 26$ | $405 \pm 8$ | $42 \pm 5$ | $10552 \pm 35$ | $2189 \pm 12$ | $121 \pm 3$ |

Table 6.1: Expected and observed event yields in the signal regions.

As we already reported, there is no excess of data over the background prediction and upper limits are set at $95 \%$ confidence level on the product of the A boson production cross sections times the branching fractions $\sigma_{A} \times \operatorname{Br}(A \rightarrow Z h) \times \operatorname{Br}(h \rightarrow b \bar{b})$. The upper limits on the total cross sections exclude 1 to 0.02 pb in the $225-1000 \mathrm{GeV}$ mass range, as shown in Fig. 6.1.

Additionally, the cross sections of the scenario with $\cos (\beta-\alpha)=0.1$ and $\tan \beta=3$ are also presented in Fig. 6.1 and A masses up to 380 and 350 GeV are excluded for the 2HDM Type-I and Type-II, respectively. These results are used to constrain the 2HDM parameters as shown in Fig. 6.2.


Figure 6.1: Observed (solid black) and expected (dotted black) 95\% CL upper limits on $\sigma_{A} \operatorname{Br}(A \rightarrow Z h) \times \operatorname{Br}(h \rightarrow b \bar{b})$ for an A boson produced via gluon-gluon fusion (left) and in association with b-quarks (right) as a function of $m_{A}$.

The excluded two-dimensional plane of the 2HDM parameters $[\cos (\beta-\alpha)$, $\tan \beta]$, with fixed $m_{A}=$ 300 GeV , is plotted for the 2HDM Type-I and Type-II cases, as shown in Fig. 6.2 (upper plots). Moreover, the exclusion limits are used to constraint the two-dimensional plane of the 2 HDM parameters [ $m_{A}, \tan \beta$ ], fixing $\cos (\beta-\alpha)=0.1$ (lower plots). As we can see from Fig. 6.2, a large 2HDM parameter space can be constrained significantly by the findings of the $A \rightarrow Z h$ search making the limits more restricted.

The search of the $A \rightarrow Z h$ decay channel can be investigated further when Run-III starts operating in May 2021. As mentioned, the analysis is limited by the available amount of data and not by systematic uncertainties. For this reason, a large amount of data (implying better $\mathrm{S} / \mathrm{B}$ ratio) will make the $A \rightarrow Z h$ channel much more sensitive and higher masses of A boson (up to 4 TeV ) can be searched for with new CMS data, achieving better results.


Figure 6.2: Observed and expected (with $\pm 1, \pm 2$ standard deviation bands) exclusion limits for Type-I, Type-II, as a function of $\tan \beta$ and $\cos (\beta-\alpha)$, for $m_{A}=300 \mathrm{GeV}$ (upper plots) and as a function of $m_{A}$ and $\tan \beta$, fixing $\cos (\beta-\alpha)=0.1$ (lower plots).
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## A. 1 Statistical Analysis In Particle Physics

## A.1.1 Probability Density Functions

The probability density function ( PDF ) is a mathematical function which describes the probability prediction for a variable $x$. There are many PDFs which demonstrate results of random processes such as the Gaussian distribution and the binomial distribution. In High Energy Physics, the Poisson distribution is very common and widespread distribution, in particular for counting experiments.

## Gaussian Distribution

The Gaussian distribution is given by:

$$
\begin{equation*}
f(x ; \mu, \sigma)=\frac{1}{\sqrt{2 \pi} \sigma} e^{\frac{-(x-\mu)^{2}}{2 \sigma^{2}}} \tag{1}
\end{equation*}
$$

There are two parameters describing the Gaussian distribution, $\mu$ which is the mean of the distribution and the scale parameter $\sigma$ which denotes the standard deviation of the distribution. A general form of a gaussian distribution is shown in Fig. 3.


Figure 3: The Gaussian distribution.

## The Binomial Distribution

The binomial distribution describes the probability for getting $r$ successes from $N$ trials.

$$
\begin{equation*}
f(r ; N, p)=\frac{N!}{r!(N-r)!} p^{r}(1-p)^{n-r} \tag{2}
\end{equation*}
$$

where $p$ is a probability of a success on an individual trial.

## The Poisson Distribution

The Poisson distribution is used in a counting experiment, which describes the probability to observe independent random events $(r)$ that are occurring at a constant rate, such that the expected number of events is $\lambda$.

$$
\begin{equation*}
P=\frac{\lambda^{r}}{r!} e^{-\lambda} \tag{3}
\end{equation*}
$$

In the case of Poisson distribution, it is important to ensure the independence of events. This means that the observation of one such event does not affect the observation of another event at any subsequent time in the interval. The statistical error is the basis of the well-known $\sigma=\sqrt{\lambda}$, where $\lambda$ is the estimated quantity. Additionally, the Poisson can play the role of the limit of the binomial distribution. For large values of $N$ and small $p$, the binomial distribution Eq. 2 looks like a Poisson function, where $\lambda$ is equal to $N p$, and $p$ is the probability of a success on an individual trial as in Eq. 2.

## A.1.2 Likelihood

The likelihood function, $L(x ; \theta)$, actually, is a cosmetic change of the probability of obtaining a result $x$ given the value of a model parameter $\theta, f(x, \theta)$. In principle, the likelihood $L(x ; \theta)$ gives the probability that $\theta$ would lead to $x$.

In Particle Physics, and especially for a simple counting experiment where the only known information is the number of observed events, the likelihood function can be constructed by using the Poisson distribution, as follows:

$$
\begin{equation*}
L(n ; s, b)=\frac{(s+b)^{n}}{n!} e^{-(s+b)} \tag{4}
\end{equation*}
$$

$s+b$ is the expected total number of events, where $s$ is the expected number of signal events and $b$ the expected number of background events. The parameter $n$ is the observed number of events.

In the real experiments either the data are binned in a histogram or are described by probability distribution functions (PDFs) of some observable $x$. When the data are binned in a histogram, the $N$ bins can be considered as independent of each other. Consequently, the likelihood is given by the product of the likelihoods of every bin, as follows [116]:

$$
\begin{equation*}
L(n ; s, b)=\prod_{i=1}^{N} \frac{\left(s_{i}+b_{i}\right)^{n_{i}}}{n_{i}!} e^{-\left(s_{i}+b_{i}\right)} \tag{5}
\end{equation*}
$$

On the other hand, in the case where the likelihood is unbinned over $k$ events in the data sample and the data are described by probability distribution functions (PDF), the likelihood is given by:

$$
\begin{equation*}
L\left(x ; S, B, f_{b}(x), f_{s}(x)\right)=k^{-1} \prod_{i}\left(S f_{s}\left(x_{i}\right)+B f_{b}\left(x_{i}\right)\right) e^{-(S+B)} \tag{6}
\end{equation*}
$$

where $f_{s}(x)$ and $f_{b}(x)$ are $p d f s$ of signal and background of some observables $x$, while $S$ and $B$ are the total event rates expected for signal and background.

$$
\begin{align*}
& S=\frac{s}{s+b}  \tag{7}\\
& B=\frac{b}{s+b} \tag{8}
\end{align*}
$$

## A.1.3 The Method Of Maximum Likelihood

The likelihood function has already been discussed in Ap. A.1.2 and is an estimate method which is based on the construction of combined probability distribution of all measurements. After the con-
struction of the likelihood function, the next important step is an estimation of the central values of the parameters. The central values can be obtained by finding a parameter set $\left(\left(\theta_{1}, \ldots, \theta_{m}\right)\right)$ which corresponds to a value for which the likelihood is maximised. This technique is called maximum likelihood method.

Supposing the likelihood function as follows:

$$
\begin{equation*}
L(x ; \theta)=\prod_{i=1}^{N} f\left(x_{i} ; \theta\right) \tag{9}
\end{equation*}
$$

where $\theta=\left(\theta_{1}, \ldots, \theta_{m}\right)$ is a set of $m$ parameters with unknown values which have to be estimated. The maximum likelihood estimate (MLE) of the parameters $\theta$ are the values $\hat{\theta}$ for which the likelihood function $L(x ; \theta)$ has its global maximum. The estimators can be given by the solutions of the equations,

$$
\begin{equation*}
\frac{\partial L}{\partial \theta_{i}}=0, \quad i=1, \ldots, m \tag{10}
\end{equation*}
$$

If there are more than one local maxima, the highest maximum of them is considered. The maximum likelihood method has many advantages such as the easy of use and the fact that no binning is mandatory.

## A.1. 4 Profile Likelihood Ratio

The profile likelihood ratio is given by the fraction below:

$$
\begin{equation*}
\lambda(\mu)=\frac{L(\mu, \hat{\hat{\theta}}(\mu))}{L(\hat{\mu}, \hat{\theta})} \tag{11}
\end{equation*}
$$

The parameter $\mu$ is the signal strength defined as $\mu=\sigma / \sigma_{S M}$. The numerator is $\mu$ dependent and $\hat{\hat{\theta}}(\mu)$ corresponds to the $\theta$ value which maximises $L$ for a specific $\mu$. On the other hand, the denominator is not $\mu$ dependent. $\hat{\mu}$ and $\hat{\theta}$ parameters represent the best estimators obtained when no condition is required to the $\mu$ value. It is important to note that the presence of a signal produces only upward fluctuations of the background and only positive values of $\mu$ are taken into account in the statistical interpretation of the results, by using a modified likelihood ratio:

$$
\bar{\lambda}(\mu)= \begin{cases}\frac{L(\mu, \hat{\hat{\theta}}(\mu))}{L(\hat{\mu}, \hat{\theta})} & \hat{\mu} \geq 0  \tag{12}\\ \frac{L(\mu, \hat{\hat{\theta}}(\mu))}{L(0, \hat{\hat{\theta}}(0))} & \hat{\mu}<0\end{cases}
$$

## A.1.5 Kolmogorov-Smirnov Test

Another test which can be used to investigate that a data sample is compatible with a given distribution $f(x)$, is the Kolmogorov-Smirnov test thanks to Kolmogorov, Smirnov and Chakravarti [117, 118, 119]. In order to quantify the agreement of the data sample $\left(x_{1}, \ldots, x_{n}\right)$ with $f(x)$, the maximum distance between the two cumulative distributions $F_{n}(x)$ and $F(x)$ has to be determined as follows:

$$
\begin{equation*}
D_{n}=\sup _{x}\left|F_{n}(x)-F_{m}(y)\right| \tag{13}
\end{equation*}
$$

The maximum distance (Eq. 13) asymptotically converges to zero as $n$ and $m$ are sufficiently large, if two investigating samples come from the same distribution.

In Chapter 5, several figures show a notation $K-S$ which corresponds to the Kolmogorov-Smirnov test. The Kolmogorov-Smirnov test has been performed for most of our results presented in our plots.

## A.1.6 Systematic Uncertainties

Systematic Uncertainties are measurement errors which are not due to statistical fluctuations in real or simulated data samples. They can be caused by the following sources:

1. badly known detector acceptances or trigger efficiencies
2. incorrect detector calibrations
3. detector resolutions
4. badly known background
5. uncertainties in the simulation or underlying theoretical models
6. uncertainties on input parameters, such as cross sections, branching ratios, lifetimes, the luminosity
7. computational and software errors
8. personal biases towards a specific outcome of an analysis
9. other usually unknown effects on the measurements

In other words, systematic uncertainties are nuisance parameters $\theta$ which affect the model but are not of direct interest in the decision. Nuisance parameters can be introduced by a probability density function
(PDF), $\rho(\theta)$ with some $\tilde{\theta}$ associated with the best estimate of the nuisance and some other parameters which describe the overall shape of the PDF and more specifically its width. Now, returning to the likelihood case, the nuisance parameters can be injected into the likelihood equation as a probability density function $\rho(\theta)$. By including the probability density function of nuisance parameters for binned histogram case, Eq. 5 is transformed like:

$$
\begin{equation*}
L(n ; s, b)=\prod_{i=1}^{N} \frac{\left(s_{i}+b_{i}\right)^{n_{i}}}{n_{i}!} e^{-\left(s_{i}+b_{i}\right)} \prod_{j=1}^{L} \rho\left(\theta_{j}\right) \tag{14}
\end{equation*}
$$

In the case of unbinned likelihood, the equation is given by:

$$
\begin{equation*}
L\left(x ; S, B, f_{b}(x), f_{s}(x)\right)=k^{-1} \prod_{i}\left(S f_{s}\left(x_{i}\right)+B f_{b}\left(x_{i}\right)\right) e^{-(S+B)} \prod_{j=1}^{L} \rho\left(\theta_{j}\right) \tag{15}
\end{equation*}
$$

The probability density function of the nuisance parameters can be assigned as flat PDF, if no constraint exists on a particular parameter. However, if there are constraints, a possible form of Gaussian PDF is chosen to describe uncertainties of parameters which can be both positive or negative:

$$
\begin{equation*}
\rho(\theta)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(\theta-\tilde{\theta})^{2}}{2 \sigma^{2}}} \tag{16}
\end{equation*}
$$

On the other hand, the Gaussian distribution is not suitable for positive observables such as cross sections, efficiencies, luminosity, which are the most important quantities in Experimental Particle Physics. An alternative choice is the log-normal PDF which has a longer tail than normal Gaussian distribution for comparable uncertainties and it avoids negative values of observables like cross sections, luminosity, efficiencies etc. by converging to zero when parameter $\theta$ is null $(\theta=0)$.

$$
\begin{equation*}
\rho(\theta)=\frac{1}{\sqrt{2 \pi} \ln (\kappa)} e^{-\frac{\left(\ln (\theta / \tilde{\theta})^{2}\right.}{2(\ln (\kappa))^{2}} \frac{1}{\theta}} \tag{17}
\end{equation*}
$$

The parameter $\kappa$ stands for the width of the log-normal PDF. This log-normal probability density function is chosen for all uncertainties. Fig. 4 shows log-normal distributions with different $k$ values.

As shown in Fig. 4, for small uncertainties, the log-normal distribution is identified as a Gaussian distribution, in contrast to large uncertainties where the distribution behaves less appropriately.

In addition, there are cases where uncertainties originate from statistically limited number of events. In such cases, gamma distributions are utilised for describing statistical uncertainties associated with a number of Monte Carlo events or a number of observed events in a data sample. The gamma distribution is described by the formula:

$$
\begin{equation*}
\rho(n)=\frac{1}{\alpha} \frac{(n / \alpha)^{N}}{N!} e^{-n / \alpha} \tag{18}
\end{equation*}
$$



Figure 4: Left: Log-normal distributions with $k=1.10,1.20,1.33$ and 1.50. Right: Gamma distribution with the number of events in a control sample $B=100,25,9$ and 4. Taken from Ref. [116].
where n corresponds to the event rate in the signal region which can be related to the number of events N through the relation $n=\alpha N$. The gamma distribution can resemble with an exponential PDF for n , with the maximum at $n=0$, mean $=\alpha$ and dispersion $=\alpha$. Fig. 4 shows gamma distributions with different number of events.

## A.1.7 Confidence Levels ( $C L s$ ) Technique

In High Energy Physics, the Bayesian and the classical frequentist are statistical approaches which can characterise the absence of a signal. By using these methods one can quantify the agreement of data with a signal hypothesis which is expressed as a confidence level (C.L.). The confidence level method is used for computing exclusion limits. The signal is excluded when a $95 \%$ C.L. is required. The results usually are presented in a form of limits on $\sigma \times B r$ and any possible signal can be excluded at $95 \%$ C.L. when the $95 \%$ C.L. limit on $\mu$ drops to one, i.e. $\mu_{95 \% C L}=1$.

The computation of exclusion limits is based on the modified frequentist method which is called $C L_{s}$. The $C L_{s}$ is simply defined as follows:

$$
\begin{equation*}
C L_{s}=\frac{C L_{s+b}}{C L_{b}} \tag{19}
\end{equation*}
$$

where the confidence in the signal+background hypothesis, $C L_{s+b}$, is given by the probability that the
test-statistic, $q_{\mu}$, is less than or equal to the value observed in an experiment, $q_{\mu}^{\text {data }}$ [120]:

$$
\begin{equation*}
C L_{s+b}=P\left(q_{\mu} \geq q_{\mu}^{\text {data }} \mid \mu s+b\right) \tag{20}
\end{equation*}
$$

with

$$
\begin{equation*}
P\left(q_{\mu} \geq q_{\mu}^{\text {data }} \mid \mu s+b\right)=\int_{q_{\mu}^{\text {data }}}^{+\infty} \frac{d P_{s+b}}{d q} d q \tag{21}
\end{equation*}
$$

where $d P_{s+b} / d q$ is the probability distribution function of the test-statistic for signal+background experiment. The test-statistic, $q_{\mu}$, can be derived from a fraction of likelihood functions, as follows [121]:

$$
\begin{equation*}
q_{\mu}=-2 \ln \frac{L(\text { data } \mid \mu s+b)}{L(\text { data } \mid \hat{\mu} s+b)} \tag{22}
\end{equation*}
$$

where $\hat{\mu}$ maximises the likelihood $L(d a t a \mid \mu s+b)$. Similarly, the denominator of Eq. 19 is the confidence in the background hypothesis which is given by the probability:

$$
\begin{equation*}
C L_{b}=P\left(q_{\mu} \geq q_{\mu}^{\text {data }} \mid b\right) \tag{23}
\end{equation*}
$$

with

$$
\begin{equation*}
P\left(q_{\mu} \geq q_{\mu}^{\text {data }} \mid b\right)=\int_{q_{\mu}^{\text {data }}}^{+\infty} \frac{d P_{b}}{d q} d q \tag{24}
\end{equation*}
$$

where $d P_{b} / d q$ is the PDF of the test-statistic for background only case. It is important to note that values of $C L_{b}$ close to 1 imply incompatibility with the background hypothesis and agree with the signal+background hypothesis.

## A.1.8 EXCLUSION OR UPPER LImits

Many experiments have a primary target to search for new physics phenomena, however, sometimes, the outcomes of experiments are not so optimistic due to an insufficient number of observations which do not entail a discovery. In that case, where results cannot be published claiming a discovery, exclusion limits or upper limits can be set, allowing an exclusion of parameter sets of a new theory. Many analyses usually set upper limits on the production cross section of a hypothetical signal.

To extract exclusion limits on the production cross section, the test statistic, $\tilde{q}_{\mu}$, is constructed and based on the profile likelihood ratio, as follows:

$$
\begin{equation*}
\tilde{q}_{\mu}=-2 \ln \frac{L\left(\text { data } \mid \mu, \hat{\theta}_{\mu}\right)}{L(\text { data } \mid \mu, \hat{\theta})} \quad 0 \leq \hat{\mu} \leq \mu \tag{25}
\end{equation*}
$$

The test statistic is very useful tool for comparing the compatibility of the data with the background-only
and the signal+background hypotheses. The parameter $\hat{\theta}_{\mu}$ corresponds to the conditional maximum likelihood estimators of $\theta$, given the signal strength parameter $\mu$. By computing the test statistic equation (Eq. 25) for the given signal strength, $\mu$, and defining values of the nuisance parameters $\hat{\theta}_{0}^{o b s}$ and $\hat{\theta}_{\mu}^{o b s}$ which describe the observed data for the background-only and signal+background hypotheses, probability density functions $f\left(\tilde{q}_{\mu} \mid \mu, \hat{\theta}_{\mu}^{\text {obs }}\right)$ and $f\left(\tilde{q}_{\mu} \mid 0, \hat{\theta}_{0}^{\text {obs }}\right)$ can be constructed. The PDFs are generated by toy MC pseudo-data, assuming a signal strength $\mu$ in the signal+background hypothesis and for the background-only hypothesis the signal strength is set to be equal to zero $(\mu=0)$. Fig. 5 illustrates the PDF distributions as a function of test statistic $\tilde{q}_{\mu}$.


Figure 5: Test statistic distributions for signal + background and background-only hypotheses. Taken from Ref. [116].

Given that the PDF distributions have been constructed, two p-values have to be defined, $p_{\mu}$ and $p_{b}$, which are related to the probability of signal+background and background-only hypotheses, respectively:

$$
\begin{align*}
& p_{\mu}=P\left(\tilde{q}_{\mu} \geq \tilde{q}_{\mu}^{o b s} \mid \text { signal }+ \text { background }\right)=\int_{\tilde{q}_{\mu}^{o b s}}^{\infty} f\left(\tilde{q}_{\mu} \mid \mu, \hat{\theta}_{\mu}^{o b s}\right) d \tilde{q}_{\mu}  \tag{26}\\
& 1-p_{b}=P\left(\tilde{q}_{\mu} \geq \tilde{q}_{\mu}^{o b s} \mid \text { background }- \text { only }\right)=\int_{\tilde{q}_{0}^{o b s}}^{\infty} f\left(\tilde{q}_{\mu} \mid 0, \hat{\theta}_{0}^{o b s}\right) d \tilde{q}_{\mu} \tag{27}
\end{align*}
$$

Having constructed the probabilities for signal+background and background-only hypotheses, the $C L_{s}(\mu)$ can be calculated as a ratio of these probabilities (Eq. 26 and Eq. 27), as follows:

$$
\begin{equation*}
C L_{s}(\mu)=\frac{p_{\mu}}{1-p_{b}} \tag{28}
\end{equation*}
$$

## A.1.9 EXPECTED LIMITS

Before extracting any outcome or setting upper limits for new physics, expected limits are easily defined for the background-only hypothesis. The expected median upper limit and $\pm 1$ and $\pm 2$ standard
deviations can be considered, when a large set of background-only pseudo-data is generated and $C L_{s}$ and $\mu^{95 \% C L}$ are computed. Fig. 6 illustrates an example of differential distribution of possible limits on $\mu$ for the background-only hypothesis.


Figure 6: A differential distribution of possible limits on $\mu$ for the background-only case without systematic errors. Taken from Ref. [116].

The remaining step is the construction of a cumulative probability distribution of results. In order to build this kind of probability distribution, an integration procedure is mandatory from the side corresponding to low event yields. The cumulative probability distribution is shown in Fig. 7. When the probability crosses $50 \%$, the value is considered as median expected value. Additionally, the $\pm 1$ standard deviation $(68 \%)$ occurs when the distribution ( $\mu^{95 \% C L}$ ) goes through the $16 \%$ and $84 \%$ quantiles (horizontal green lines in Fig. 7). The $\pm 2$ standard deviation ( $95 \%$ ) is defined when the probability crosses the point of $2.5 \%$ and $97.5 \%$ (horizontal light yellow lines in Fig. 7).


Figure 7: A differential distribution of possible limits on $\mu$ for the background-only case without systematic errors. Taken from Ref. [116].

## A.1.10 The $p$-Value And Significance

The previous sections explain the procedure that must be followed where no significant excess of data is observed on top of the expected background. However, when an excess of events is observed for claiming a discovery, it requires a determination of the sample which is sufficiently inconsistent with the background-only hypothesis presented in the data. A possible calculation of the test statistic, $q_{0}$, can be used for measuring the consistency or inconsistency of the observation with the background-only hypothesis.

$$
\begin{equation*}
q_{0}=-2 \ln \frac{L\left(\operatorname{data} \mid 0, \hat{\theta}_{0}\right)}{L(\operatorname{data} \mid \hat{\mu}, \hat{\theta})} \quad \hat{\mu} \geq 0 \tag{29}
\end{equation*}
$$

Choosing the signal strength to be positive or equal to zero, $\hat{\mu} \geq 0$, the test statistic is placed to zero point for events with downward fluctuations. Moreover, the test statistic is used to define the probability $p, p$-value, as follows:

$$
\begin{equation*}
p_{0}=P\left(q_{0} \geq q_{0}^{o b s}\right)=\int_{q_{0}^{o b s}}^{\infty} f\left(q_{0} \mid 0, \hat{\theta}_{0}^{o b s}\right) d q_{0} \tag{30}
\end{equation*}
$$

where $f\left(q_{0} \mid 0, \hat{\theta}_{0}^{\text {obs }}\right)$ is the distribution by generating pseudo-data for nuisance parameters around $\hat{\theta}_{0}^{\text {obs }}$. The $p$-value can be converted to the significance, $Z$, which is a quantitative measurement of the inconsistency with the background-only hypothesis. Eq. 31 is the conversion of the $p$-value to the significance:

$$
\begin{equation*}
p_{0}=\int_{Z_{0}}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2} d x=\frac{1}{2} P_{x_{1}^{2}}\left(Z_{0}^{2}\right) \tag{31}
\end{equation*}
$$

where $P_{x_{1}^{2}}$ corresponds to the survival function of $\chi^{2}$ for one degree of freedom.
Additionally, the significance, $Z$, can be derived from the following equation:

$$
\begin{equation*}
Z_{0}=\Phi^{-1}(1-p) \tag{32}
\end{equation*}
$$

where $\Phi^{-1}$ is the quantile (inverse of the cumulative distribution) of the standard Gaussian. As a result of the above formula, the significance can be simply written with the test statistic according to the equation $Z_{0}=\sqrt{q_{0}}$. The significance plays the role of $Z$ standard deviations over its mean and as an upper-tail probability equal to $p$ as illustrated in Fig. 8.

The most preferable way to present the $p$-value is not exactly the value of $p$, but, it is the equivalent number of standard deviations, $Z \sigma$. Table 2 shows a number of significance values expressed as $Z \sigma$ and their corresponding $p$-values.

Taking into account the Table 2 and its values, an observation of the signal can be reported when the significance is at least $3 \sigma(Z=3)$, which corresponds to a probability of background fluctuation ( $p$ value) $1.35 \times 10^{-3}$. However, a discovery (the evidence of the signal) can be published in the case


Figure 8: The relationship between $p$-value and significance of $\mathrm{Z} \sigma$. Taken from Ref. [122].

| $Z \sigma$ | $p$-value |
| :---: | :---: |
| 1.00 | $1.59 \times 10^{-1}$ |
| 1.28 | $1.00 \times 10^{-1}$ |
| 1.68 | $5.00 \times 10^{-2}$ |
| 2.00 | $2.28 \times 10^{-2}$ |
| 2.32 | $1.00 \times 10^{-2}$ |
| 3.00 | $1.35 \times 10^{-3}$ |
| 3.09 | $1.00 \times 10^{-3}$ |
| 3.71 | $1.00 \times 10^{-4}$ |
| 4.00 | $3.17 \times 10^{-5}$ |
| 5.00 | $2.87 \times 10^{-7}$ |
| 6.00 | $9.87 \times 10^{-10}$ |

Table 2: Significances expressed as $Z \sigma$ and corresponding $p$-values.
where the significance is at least $5 \sigma(Z=5)$, which corresponds to the $p$-value of $2.87 \times 10^{-7}$.
On the other hand, whether the test statistic, $q_{0}$, relies on the asymptotic behaviour of the likelihood ratio, the $p$-value can be obtained from the observed value $q_{0}^{\text {obs }}$ without the need of a generation of pseudo-data:

$$
\begin{equation*}
p^{e s t i m a t e}=\frac{1}{2}\left[1-\operatorname{erf}\left(\sqrt{q_{0}^{o b s} / 2}\right)\right] \tag{33}
\end{equation*}
$$

The existence of the error function is remarkable from the equation above which is basically related to the cumulative Gaussian:

$$
\begin{equation*}
\operatorname{erf}\left(\sqrt{q_{0}^{\text {obs }} / 2}\right)=\frac{2}{\sqrt{\pi}} \int_{0}^{q_{0}^{o b s} / 2} e^{-x^{2}} d x \tag{34}
\end{equation*}
$$

## A.1.11 The Look-Elsewhere Effect

The look-elsewhere effect is used for cases of experiments where the location of a possible peak is not known such as the case of the search of the Higgs boson or any search for new resonances. In these cases, the significance can be derived by using the $p$-value of the measured test statistic $q$, assuming a fixed value $m_{0}$ for the resonance mass. This significance is called local significance and can be written as:

$$
\begin{equation*}
p\left(m_{0}\right)=\int_{q_{o b s\left(m_{0}\right)}}^{\infty} f\left(q\left(m_{0}\right) \mid \mu=0\right) d q \tag{35}
\end{equation*}
$$

The $f\left(q\left(m_{0}\right) \mid \mu=0\right)$ is the PDF of the test statistic $q\left(m_{0}\right)$ for the signal strength equal to zero, $\mu=0$. The local significance is a powerful statistical tool because it calculates the probability which corresponds to a background fluctuation at a fixed value of the mass $m_{0}$.

Moreover, there is also a global p-value which is the probability of the over-fluctuation of background at any mass value and it is larger than the local $p$-value. The global $p$-value can be computed by using the test statistic, as follows:

$$
\begin{equation*}
q_{0}\left(\hat{m}_{\theta}\right)=\max _{m_{\theta}} q_{0}\left(m_{\theta}\right) \tag{36}
\end{equation*}
$$

where $\theta$ could be an unknown parameter, such as mass or width or other properties of a new signal. The global $p$-value can be determined by taking into account the look-elsewhere effect [123] which relies on the asymptotic behaviour of likelihood ratio and by using Davies' result [124]. The $p$-value of the global test statistic can be written:

$$
\begin{equation*}
p^{\text {global }}=P(q(\hat{m})>u) \leq\left\langle N_{u}\right\rangle+\frac{1}{2} P\left(\chi^{2}>u\right) \tag{37}
\end{equation*}
$$

where $P\left(\chi^{2}>u\right)$ is for an asymptotic approximation of the distribution of the local test statistic. The first term of Eq. 37, $\left\langle N_{u}\right\rangle$ is the average number of times the curve $q=q(m)$ goes through an horizontal line at a given level $q=u$ with a positive derivative. It is called as the average number of up-crossings. The up-crossings are illustrated in Fig. 9.

In addition, the average number of up-crossings at two levels $u$ and $u_{0}$ can be given from the following formula:

$$
\begin{equation*}
\left\langle N_{u}\right\rangle=\left\langle N_{u_{0}}\right\rangle e^{-\left(u-u_{0}\right) / 2} \tag{38}
\end{equation*}
$$

$\left\langle N_{u_{0}}\right\rangle$ is referred to the average number of up-crossings at some lower reference level $u_{0}$, for example at level $u_{0}=1$. Sometimes, it is very useful to describe the look-elsewhere effect in terms of a trial factor which is the ratio of global to local $p$-value. Overall, the look-elsewhere effect is another comparison


Figure 9: Visual illustration of up-crossings. Up-crossings for a given threshold value $u$ are indicated by the blue points. Taken from Ref. [116].
tool when a possible peak of new signal can be anywhere in a wide mass range and, additionally, the magnitude of the effect depends on the mass resolution. When its magnitude is large, then the mass resolution gets worse.

## A.1.12 Pull And Impact

Each analysis uses the notion of pull because the pull is an important formula which can quantify the difference of a nuisance parameter $\theta$ with an expected value of $\theta_{0}$. The pull of a nuisance parameter, $\theta$, is defined as:

$$
\begin{equation*}
\operatorname{pull}(\theta)=\frac{\hat{\theta}-\theta_{0}}{\sigma_{\theta}} \tag{39}
\end{equation*}
$$

A normal situation is when the pull average is zero with a standard deviation close to unit. If this does not happen, a further and deeper investigation is mandatory for fixing any possible issue.

Furthermore, it is reasonable in an analysis to check a measure of how much our parameter of interest differs as the nuisance parameter is changed. This measure is called impact and is given by:

$$
\begin{equation*}
\operatorname{impact}(\theta)=\Delta \mu^{ \pm}=\hat{\hat{\mu}}_{\theta_{0} \pm \sigma_{\theta}}-\hat{\mu} \tag{40}
\end{equation*}
$$

where $\hat{\hat{\mu}}_{\theta_{0} \pm \sigma_{\theta}}$ is the Maximum Likelihood Estimator (MLE) of $\mu$ when every parameter is profiled by excluding the $\theta$ and setting the value of $\theta$ to its expectation value $\pm 1$ standard deviation. The impact can be exploited for finding the most important nuisance parameters. Not all parameters are equally significant, hence, nuisance parameters which have a low impact can be neglected.

## A.1.13 Goodness Of Fit

Goodness of fit is another important test which provides an evaluation of agreement between data sample and a function which is supposed to describe the data. In general, the g.o.f proves that the particular function describes reliably the data and any differences are just fluctuations. However, to extract such results, the data should deny the null hypothesis (background-only hypothesis or signal+background hypothesis) by finding the probability that fluctuations could have arisen by chance. If the probability is small, which means that the fluctuations are foreseen, the background-only hypothesis is then rejected and there is a discrepancy between the function and data where the fit is not good. On the other hand, if the probability is sufficiently large, the fit is accepted. This means that the fluctuations have really arisen by chance.

For the goodness of fit test, the model used to extract the agreement between data and function is a saturated model [125]. If the data can be described by Poisson distribution, the likelihood is:

$$
\begin{equation*}
L(n ; y)=\prod_{i} \frac{y_{i}^{n_{i}}}{n_{i}!} e^{\left(-y_{i}\right)} \tag{41}
\end{equation*}
$$

where $y_{i}$ is equal to the signal and background relation with nuisance parameters, $\mu s_{i}(\vec{\theta})+b_{i}(\vec{\theta})$. Consequently, the likelihood function of the saturated model is constructed when $y_{i}=n_{i}$, as follows:

$$
\begin{equation*}
L_{\text {satur }}(n ; n)=\prod_{i} \frac{n_{i}^{n_{i}}}{n_{i}!} e^{\left(-n_{i}\right)} \tag{42}
\end{equation*}
$$

The ratio of two likelihood functions in the saturated goodness of fit test is [126]:

$$
\begin{equation*}
\lambda_{\text {satur }}=\prod_{i}\left(\frac{y_{i}}{n_{i}}\right)^{n_{i}} e^{-y_{i}+n_{i}} \tag{43}
\end{equation*}
$$

Finally, the test statistic in the saturated model is given by:

$$
\begin{equation*}
q_{\text {satur }}=-2 \ln \left[\prod_{i}\left(\frac{y_{i}}{n_{i}}\right)^{n_{i}} e^{-y_{i}+n_{i}}\right]=2 \sum_{i} y_{i}-n_{i}+n_{i} \ln \left(\frac{n_{i}}{y_{i}}\right) \tag{44}
\end{equation*}
$$

The observed value of the test statistic, $q_{o b s}$ can be derived, if Eq. 44 is minimised.
To derive the agreement or disagreement between data sample and the function which describes them, the observed value of the test statistic must be calculated in the saturated goodness of fit test. A good agreement between data and expectation is when the test statistic is placed under the bulk of the distribution. Otherwise, if the result of the test statistic is located in the tails of the distribution, the discrepancy between data and function is obvious. Fig. 10 shows two cases where a saturated goodness of fit test
was performed. The left plot of Fig. 10 illustrates the case where $q_{o b s}$ lies in the bulk of the distribution by declaring the agreement between data and the function. On the other hand, it is clear that the case where there is a discrepancy between data and the expectation value is the right plot. Undoubtedly, the test statistic is located in the tails of distribution by verifying the disagreement.


Figure 10: Examples of goodness of fit test. Entries as a function of test statistic. The blue arrow corresponds to the test statistic value, $q_{o b s}$. Left: The test statistic lies in the bulk of the distribution and the agreement between data and expectation value is achievable. Right: The case where the discrepancy between data and function is noticeable due to the position of the test statistic which is located in the tails of the distribution.

## A.1.14 Multivariate Analysis

Multivariate Analysis method (MVA) is a technique of event classification used in High Energy Physics. MVA is used to classify the signal events from background events, using the statistical distributions. In general, multivariate techniques combine the information of all observables of an event into one single variable $y$ which can be used to distinguish signal events from background events. In order to achieve a remarkable separation, a cut on MVA variable must be applied. A suitable cut for MVA variable must be suitably chosen for rejecting as much as possible background, leaving the signal events unaffected, as illustrated in Fig. 11.

In this analysis, the Likelihood Classifier is used to discriminate the signal events from background events. The likelihood classifier or Naive Bayes Classifier uses the multi-dimensional PDF, which for each event $i$ is the product of the one-dimensional PDFs, $p_{s(b), k}\left(x_{k}^{(i)}\right)$. The product of probability densities is given by:

$$
\begin{equation*}
L_{s(b)}^{(i)}=\prod_{k=1}^{D} p_{s(b), k}\left(x_{k}^{(i)}\right) \tag{45}
\end{equation*}
$$

where $s$ stands for the signal and $b$ corresponds to the case of the background events. $D$ is for the


Figure 11: Example plot for signal and background distributions as a function of MVA variable $y$. The red line corresponds to the cut value of the MVA variable in which the best separation is achieved. Taken from Ref. [127].
dimension of the phase space. The MVA variable of the likelihood classifier is the likelihood ratio $y_{L}^{(i)}$ for event $i$, which is determined by:

$$
\begin{equation*}
y_{L}^{(i)}=\frac{L_{s}^{(i)}}{L_{s}^{(i)}+L_{b}^{(i)}} \tag{46}
\end{equation*}
$$

To use the variable of likelihood classifier, $y_{L}^{(i)}$, the absence of correlations between the observables is required. This is the only disadvantage from other classifiers if one decides to use the MVA for distinguishing the signal from background events. Observables are the variables which will be used to construct the MVA variable, $y_{L}^{(i)}$, and they can be presented in a correlation matrix of observables as illustrated in Fig. 12.

As it can be shown from Fig. 12, the correlations between some observables are indeed zero, and if the classifier is constructed by these observables it will be close to an optimal choice because the PDF estimate from the events in one dimension is typically very accurate. However, it is forbidden to construct the likelihood classifier from correlated observables (observables where the correlations between them are not zero), because it will completely destroy a possible measure of a new particle mass.


Figure 12: Linear correlation coefficients (observables) for the signal (left) and background (right) samples. Taken from Ref. [127].

## B. 2 Event Generation And Object Reconstruction

## B.2.1 Monte Carlo Event Generation

When two opposite proton beams are collided at the LHC, six different processes occur before reconstructing the hits and signatures from the detectors as physical objects. The structure of a proton-proton collision is divided into the following processes, as follows:

1. Hard process,
2. Parton shower,
3. Hadronisation,
4. Underlying event,
5. Unstable particle decays (secondary decays), and
6. Pile-up.

A typical proton-proton collision at the LHC is illustrated in Fig. 13 where the processes built up by event generators, are pointed out.


Figure 13: Diagram showing the structure of a proton-proton collision. Each colour corresponds to the different level involved in event generation. Green: parton shower, blue: hadronization, magenta: underlying event, brown: unstable particle decays. Taken from Ref. [128].

Firstly, an event generator starts the simulation at the heart of the collision by simulating the hard process. In fact, the simulation of the hard process is the calculation from perturbation theory of the probability distribution. The simulation is relatively trivial because PDFs describe partons involved in the process and the lowest order perturbation theory gives a probabilistic distribution of the outgoing partons.

Secondly, the parton shower is the second stage of the event generators. The partons involved in the hard collisions, are coloured particles, quarks and gluons. These quarks and gluons are radiated by scattered colour charges. The radiation of gluons occurs for partons on their way in and out of a collision. The gluons are coloured and an emitted gluon can trigger new radiation, leading to an extended shower. The parton shower starts from the hard process by growing gradually until the perturbation theory breaks down.

The next stage is the hadronisation which is the transition phase from partons to hadrons, which occurs in the detectors. To observe the hadronisation phenomenon, quarks and gluons must have low energies, below typically 1 GeV , where they cannot trigger a new radiation and cannot exist individually due to colour confinement.

Underlying events are the next process of the structure of a proton-proton collision. These are the final states of a typical proton-proton collision and typically consist of a small number of hadrons at low transverse momentum distributed across a wide range of rapidities. Actually, the underlying events are the events which do not come from the primary hard scattering (high energy, high momentum impact) process. They usually produce soft hadrons which cover and contaminate the interesting hard process.

Furthermore, another ingredient taken into account by an event generator, is the unstable hadrons particles which have a short lifetime and decay into stable particles. These hadrons are typically tau particles which will decay into muons or electrons as final states.

Finally, the last part of the event simulation at the LHC, is the Pile-up interactions. In general, the Pileup interactions are soft inelastic collisions which are involved in the hard process. The Pile-up processes are treated by generating MC samples for a scenario with a higher number of vertices. The MC datasets are reweighed to match the real distribution of Pile-up interactions.

Many MC generators have been developed to simulate collision interactions at LHC. There are many choices about MC generators. However, some of them are specialised to Leading-Order (LO) or treelevel matrix elements and some others are specialised to Next-to-Leading-Order (NLO) matrix elements. Madgraph [129], Pythia [130, 67], Powheg [131], Herwig [132, 133], Sherpa [134], and aMC@NLO [135] are some generators which are frequently used and are preferable than others. The Powheg and aMC@NLO are generators which are able to compute NLO matrix elements, whereas the remaining

MC generators can just compute only LO matrix elements. The analysis presented in this thesis uses aMC@NLO to generate the hypothetical signal events. In addition, background samples are generated by using Pythia, Madgraph, Powheg and also aMC@NLO generators. The events (signal and background) are passed through Geant4 [70], which simulates interactions of particles with the detectors' material in the Experiment.

## B.2.2 Object Reconstruction

When a particle passes through the detectors, it leaves hits in the tracker system and energy in the calorimeters. As a result, there is no way to identify what particle it is from these individual information and a need for a development of a sophisticated and reliable algorithm which links these signals from different detector systems is mandatory. Thus, CMS relies on the particle-flow (PF) algorithm [136, 137] to reconstruct particles such as electrons, photons, muons, charged and neutral hadrons and more complex objects such as taus, jets and missing transverse energy.

As mentioned before, information from each CMS detector are combined to reconstruct and identify stable particles by the particle-flow algorithm. In order to achieve high efficiency and low fake rate, the particle-flow algorithm adopts an iterative-tracking strategy. With this iterative technique, the particleflow algorithm achieves a reconstruction of charged particles with as little as three hits and a fake rate of the order of a percent.

Moreover, the particle-flow algorithm takes advantage of a clustering algorithm in the calorimeters which is special for detecting and measuring the energy of stable neutral particles and neutral hadrons, distinguishing neutral particles from charged hadrons. Its purpose is to reconstruct and identify electrons and photons. The clustering algorithm has been developed to provide a high detection efficiency and a very good separation of close energy deposits.

Finally, the link algorithm [136] is used by particle-flow to connect PF elements in the various CMS subdetectors. For instance, the link algorithm connects elements such as charged particle tracks, calorimeter clusters, muon tracks, to achieve a fully reconstructed single particle and at the same time, to get rid of any possible double counting from different detectors.

## B.2.2.1 Tracks Reconstruction

Collecting the hits provided by the pixel and strip detectors (the CMS tracking system) tracks of particles can be reconstructed. Trajectories of charged particles are reconstructed by using the Combinatorial Track Finder (CTF) which is based on the combinatorial Kalman filter [138, 139]. The track reconstruc-
tion is based on the iterative tracking algorithm which is the procedure of multiple iterations of the CTF track reconstruction sequence. The ideal of CTF operation is to search for tracks with relatively large $p_{T}$ and near the interaction region at the initial iterations. After each iteration, hits associated with tracks are removed by reducing the combinatorial complexity.

A typical iteration consists of four steps. First, the seed generation provides initial track using only a few hits and defines five parameters needed to describe the helical path of a charged particle in the quasi-uniform magnetic field of the tracker. The second step is the track finding based on a Kalman filter. The track finding extrapolates the seeded trajectory by adding hits from detector layers, building track candidates. Third, the track-fitting is used to reconstruct a track candidate given that all track candidate hits are collected. The track-fitting is the fit of reconstructed trajectory with a Kalman filter and smoother methods to accurately estimate the helix parameters. The last step of an iteration is the track selection in which "good" tracks are selected and "fake" tracks are discarded. In this stage, many quality flags are set in order to drop tracks which do not satisfy various criteria and are not associated with charged particles.

The performance of the CTF tracking algorithm is evaluated by using simulated events, plotting the tracking efficiency as a function of pseudorapidities and of the transverse momentum of charged particles, and rejecting the fake rate. The tracking efficiency is defined as the fraction of simulated charged particles that can be associated with corresponding reconstructed tracks, while the fake rate is defined as the fraction of reconstructed tracks that are not associated with any simulated particles.

Fig. 14 shows the efficiencies for muon (top plots) and electron (below plots) particles as a function of $\eta$ (left) for $p_{T}=1,10$, and 100 GeV , and of $p_{T}$ for the three regions (barrel, transition, and endcap) of the CMS detectors. Muons are reconstructed better than the other charged particles in the whole tracker due to their interaction with the silicon detector through ionization of the medium. The efficiency of muon tracks reconstruction is greater than $99 \%$ for a transverse momentum range $1<p_{T}<100 \mathrm{GeV}$, where the $p_{T}$-independent feature is validated. However, in the case of electron particles, the efficiency reaches at $98 \%$ only in the barrel region and depends on the $p_{T}$ of the particles. In the endcap regions, the efficiency drops down around $94 \%$, making the average efficiency of electrons worsen than muon's efficiency due to the significant energy loss through bremsstrahlung.

## B.2.2.2 Primary Vertex Reconstruction

The primary-vertex reconstruction [140] aims to measure the location and the associated uncertainty of all interaction vertices in each event. The tracks included in the primary interaction region are selected based on the transverse impact parameter significance and must satisfy a minimum number of strip and pixel hits. After that, the selected tacks originating from the primary interaction region are clustered by


Figure 14: Track reconstruction efficiencies for muons and electrons as a function of $\eta$ (left) and of $p_{T}$ (right), fro $p_{T}=1,10$, and 100 GeV . Taken from Ref. [56].
using a deterministic annealing (DA) algorithm [141] which selects tracks based on their z coordinates at the point of closest approach to the beam line. The last stage of primary-vertex reconstruction is the adaptive vertex fit [142] for candidates containing at least two tracks. The fitting process computes the best estimate of vertex parameters like position and covariance matrix, the number of degrees of freedom of the vertex and track weights of the tracks in the vertex. The number of degrees of freedom is crucial for selecting real proton-proton interactions because of its correlation with the number of tracks compatible with the primary interaction region. It is defined as follows:

$$
\begin{equation*}
n_{\text {nof }}=2 \sum_{i=1}^{n \text { Tracks }} w_{i}-3 \tag{47}
\end{equation*}
$$

where $w_{i}$ is the weight of the $i^{t h}$ track.


Figure 15: Primary vertex efficiency as a function of the number of tracks (data and simulated events). Taken from Ref. [143].

Fig. 15 shows the primary vertex efficiency as a function of the number of tracks. There is a good agreement between data and simulation and the primary vertex efficiency is estimated to be close to $100 \%$ if there are more than two tracks in the vertex.

## B.2.2.3 Electron Reconstruction And Identification

Electrons are reconstructed by using information from the tracker and ECAL. The electron energy is collected by several crystals of the ECAL, however, some energy may not spread out over crystals due to the electron energy loss through bremsstrahlung effect. For example, an electron with energy 120 GeV deposits about $97 \%$ of its energy in a $5 \times 5$ crystal array. On the other hand, when electrons radiate photons due to the bremsstrahlung effect, its energy is differently distributed and its spread is quite smaller in the ECAL's clusters [144].

The initial energy of the electron is measured by collecting the energy of the radiated photons which spreads along the $\phi$ direction due to the bending of the electron trajectory in the magnetic field. Two different algorithms are used to measure the energy of electron. The hybrid algorithm is used to measure the energy in the barrel region, whereas the electron energy is collected by multi- $5 \times 5$ algorithm in the endcap regions. The hybrid algorithm exploits the geometry of the ECAL barrel (EB), starting from a seed crystal which has the largest energy deposited in any considered region. The algorithm then adds
arrays of $5 \times 1$ crystals in $\eta$ around the seed crystal, if their energies exceed a minimum threshold of $E_{\text {array }}^{\min }=0.1 \mathrm{GeV}$. Arrays with energy greater than 0.35 GeV , are grouped into clusters in order to combine a final global cluster, called the supercluster (SC). As mentioned, the multi- $5 \times 5$ algorithm is used in the ECAL endcaps (EE). Similarly, this algorithm starts collecting the seed crystals with local maximal energy relative to their four direct neighbours and have energy greater than 0.18 GeV . After that, around these seeds, the energy is collected in clusters of $5 \times 5$ crystals and they are then grouped into a SC if their energy is above 1 GeV , with a range in $\eta$ of $\pm 0.07$ and a range in $\phi$ of $\pm 0.3 \mathrm{rad}$. It is important to note that the SC energy is the sum of the energies of all its clusters and the SC position is calculated as the energy-weighted mean of the cluster positions.

Apart from this, electron information can be received from tracker system by reconstructing electron tracks with the standard Kalman filter (KF). Due to the large radiative losses for electrons in the tracker material, a dedicated tracking procedure is used for electrons, starting from the seeding as called the first step of the procedure. The seeding is performed by two complementary algorithms, the ECAL-based seeding and the tracker-based seeding. The ECAL-based seeding uses the SC energy and position to estimate the electron trajectory in the first layers of the tracker and it then selects electron seeds from all reconstructed seeds. The tracker-based seeding uses the tracks reconstructed by the general algorithm for charged particles and extrapolates these tracks to the ECAL and matches them to superclusters. The whole seeding step starts reconstructing tracks with the KF algorithm which works well in the absence of bremsstrahlung effects. However, when the bremsstrahlung is not negligible, the KF tracks with a small number of hits or a large $\chi_{K F}^{2}$, are refitted using a dedicated Gaussian Sum Filter (GSF). The second step of the electron track reconstruction is the tracking step which uses the selected electrons' seeds to initiate electron-track building. The combinatorial KF method is used for the track building and a Bethe-Heitler function is applied for modeling the electron energy loss.

The electron candidates are constructed by associating the GSF track and a cluster in the ECAL. To associate the GSF track with the SC , a geometrical matching is required to be less than 0.003 , such as:

$$
\begin{equation*}
|\Delta \eta| \times|\Delta \phi|=\left(\left|\eta_{S C}-\eta_{i n}^{\text {extrap }}\right|\right) \times\left(\phi_{S C}-\phi_{i n}^{\text {extrap }} \mid\right)<0.02 \times 0.15=0.003 \tag{48}
\end{equation*}
$$

where $\eta_{S C}$ is the SC energy-weighted position in $\eta$, and $\eta_{\text {in }}^{\text {extrap }}$ corresponds to the track $\eta$ extrapolated from the innermost track position and direction to the position of closest approach to the SC (analogous definitions for $\phi$ variable). The information on track observables, the electron PF cluster observables and the association between the two are combined by using a multivariate technique (MVA), reaching an overall efficiency of $93 \%$ for electrons from $Z$ decay.

As mentioned, an important amount of electron energy loss is due to the bremsstrahlung process. The bremsstrahlung energy loss is estimated using the momentum at the point of closest approach to the
beam spot $\left(p_{i n}\right)$ and the momentum extrapolated to the surface of the ECAL from the track at the exit of the tracker $\left(p_{\text {out }}\right)$, as follows:

$$
\begin{equation*}
f_{\text {brem }}=\frac{p_{\text {in }}-p_{\text {out }}}{p_{\text {in }}} \tag{49}
\end{equation*}
$$

Similarly, electrons are classified by using the bremsstrahlung fraction in the ECAL.

$$
\begin{equation*}
f_{b r e m}^{E C A L}=\frac{E_{S C}^{P F}-E_{e l e}^{P F}}{E_{S C}^{P F}} \tag{50}
\end{equation*}
$$

where $E_{S C}^{P F}$ and $E_{\text {ele }}^{P F}$ are the SC energy and the electron-cluster energy measured with the PF algorithm. The number of clusters in the SC is used to classify electron candidates in the following categories:

- Golden: electrons with little bremsstrahlung effect ( $f_{\text {brem }}<0.5$ ).
- Big-brem: electrons with a large amount of bremsstrahlung radiated in a single step, either very early or very late along the electron trajectory $\left(f_{b r e m}>0.5\right)$.
- Showering: electrons with a large amount of bremsstrahlung radiated all along the electron trajectory.
- crack: electrons with the SC seed crystal adjacent to an $\eta$ boundary between the modules of the ECAL barrel, or between the ECAL barrel and endcaps, or at the high $|\eta|$ edge of the endcaps.
- bad track: electrons with a significant bremsstrahlung fraction than the track bremsstrahlung fraction $\left(f_{\text {brem }}^{E C A L}-f_{\text {brem }}>0.15\right)$.

Electrons are identified by several strategies in CMS. Algorithms have been developed to identify prompt isolated electrons and to separate them from photons, jets misidentified as electrons or electrons from semi-leptonic decays of $b$ and c quarks. In addition, more complex and sophisticated algorithms combine variables in multivariate analysis (MVA) to achieve better discrimination. The sensitivity of electron identification is maximised by using the boosted decision tree (BDT) algorithm [145]. Fig. 16 illustrates the results on the performance of the BDT algorithm and the sequential electron-identification algorithms for four selected working points for electrons with $p_{T}>20 \mathrm{GeV}$.

Furhtermore, Fig. 17 shows an example of dielectron invariant mass distribution from $Z \rightarrow e^{+} e^{-}$events in data compared to simulation. There is a good agreement between data and simulation in the barrel and endcap regions.

Moreover, a better performance can be obtained when the information from all detectors is combined by using the PF techniques and following the PF isolation, defined as:

$$
\begin{equation*}
I s o_{P F}=\sum p_{T}^{\text {charged }}+\max \left[0, \sum p_{T}^{\text {neutral had }}+\sum p_{T}^{\gamma}-p_{T}^{P U}\right] \tag{51}
\end{equation*}
$$



Figure 16: Performance of the electron BDT identification algorithm compared with results from working points of the sequential selection for barrel and endcap regions. Taken from Ref. [144].


Figure 17: Invariant mass distribution of $Z$ particle decayed into two electrons in data and simulation for barrel and endcap regions. Taken from Ref. [144].
where the sums run over the charged PF candidates, neutral hadrons and photons. Fig. 18 shows the performance of the detector-based isolation algorithm compared to that using the PF technique in the ECAL barrel and endcaps. By using the PF algorithm the performance is good, in particular in the endcaps, but a slightly better optimisation is observed in the barrel.


Figure 18: The comparison of performance between the detector-based isolation algorithm (red squares) and the PF algorithm (blue triangles) in the ECAL barrel (a) and endcaps (b). Taken from Ref. [144].

## B.2.2.4 MuOn Reconstruction And Identification

There are three kinds of muon reconstructions in the standard CMS software. Muons can be reconstructed from the tracks in the inner tracker (tracker track) and from the tracks in the muon system (standalone-muon track).

First, the Standalone-muon tracks are built by taking advantage of the information only from the muon subdetectors. Information from CSC, DT and RPC are gathered to build a muon trajectory using a Kalman-filter technique.

Second, the Global Muon reconstruction (outside-in) is the first type of reconstruction in which a matching of each standalone-muon track with a tracker track is performed, by comparing the parameters of the two tracks propagated onto a common surface. The Kalman-filter technique [139] is used to combine hits from the tracker track and the standalone-muon tracker by fitting global-muon tracks. The globalmuon fit can dramatically improve the momentum resolution compared to the tracker-only fit at large transverse momenta, $p_{T} \gtrsim 200 \mathrm{GeV} / \mathrm{c}$.

Third, the Tracker Muon reconstruction (inside-out) considers possible muon candidates all tracker tracks with $p_{T}>0.5 \mathrm{GeV} / \mathrm{c}$ and total momentum $p>2.5 \mathrm{GeV} / \mathrm{c}$. These tracker tracks are then extrapolated to the muon system, taking into account the magnetic field, the average expected energy losses, and multiple Coulomb scattering in the detector material. If at least one muon segment (DT or CSC hits) matches the extrapolated track, the corresponding tracker track qualifies as a Tracker Muon
[100].
Comparing the two types of muon reconstruction, the Tracker Muon is more efficient than the Global Muon at low momenta, $p_{T} \lesssim 5 \mathrm{GeV} / \mathrm{c}$, because it requires only a single muon segment in the muon system, while Global Muon is designed to have high efficiency for muons penetrating through more than one muon station and typically requires segments in at least two muon stations. However, global and tracker muons have high efficiency, about $99 \%$, within the geometrical acceptance of the muon system.

To increase the efficiency of muon reconstruction, a particle-flow algorithm [94] is used for muon candidates. The PF algorithm combines information from all CMS sub-detectors to identify and reconstruct muons, by applying a set of selection criteria to candidates reconstructed with the standalone, global or tracker muon algorithms. The requirements are based on various quality parameters which identify the muons into various types, as follows:

- Loose muon identification (ID) identifies prompt muons coming from the primary vertex, light and heavy flavour decays. A loose muon is a muon selected by the PF algorithm that is also either a tracker or a global muon.
- Medium muon ID is a loose muon with a tracker track that uses hits from more than $80 \%$ of the inner tracker layers it traverses.
- Tight muon ID aims to suppress muons from decay in flight and from hadronic punch-through. A tight muon is a loose muon with a tracker track that uses hits from at least six layers of the inner tracker, including at least one pixel hit. The muon must be reconstructed as both a tracker muon and a global muon. The tracker muon must have sement matching in at least two of the muon stations. The global muon fit must have $\chi^{2} / d o f<10$ and include at least one hit from the muon system. A tight muon must be compatible with the primary vertex, having a transverse impact parameter $|d X Y|<0.2 \mathrm{~cm}$ and a longitudinal impact parameter $|d x|<0.5 \mathrm{~cm}$.
- Soft muon ID is a tracker muon with a tracker track that satisfies a high purity flag [56] and uses hits from at least six layers of the inner tracker, including at least one pixel hit. The tracker muon reconstruction must have tight segment matching, having pulls less than 3 both in local $x$ and in local $y$. A soft muon is loosely compatible with the primary vertex, having $|d X Y|<0.3 \mathrm{~cm}$ and $|d z|<20 \mathrm{~cm}$.
- High momentum muon ID is reconstructed as both a tracker muon and a global muon. The requirements on the tracker track, the tracker muon, and the transverse and longitudinal impact parameters are the same as for a tight muon, as well as the requirement that there should be at least one hit from the muon system for the global muon.

Two strategies are developed to distinguish between prompt muons and those from weak decays within jets. The first one sums reconstructed tracks based on the isolation of a muon evaluated relative to its $p_{T}$ by summing up the energy in the geometrical cone, $\Delta R=\sqrt{(\Delta \phi)^{2}+(\Delta \eta)^{2}}$, surrounding the muon. The second technique uses charged hadrons and neutral particles coming from particle-flow (PF isolation). The PF isolation is performed by using the Eq. 51 as electron isolation.

Both strategies give a very high efficiency for all working points (loose, medium, tight etc.). In particular, tight and loose achieve efficiencies of $95 \%$ and $98 \%$, respectively. They are tuned using simulated tight muons from $Z \rightarrow \mu^{+} \mu^{-}$decays with $p_{T}>20 \mathrm{GeV}$.


Figure 19: The efficiency of the tight PF isolation working point as a function of muon $p_{T}$ for $|\eta|$ range below 2.4 (left) and as a function of $\eta$ for muon with $p_{T}>20 \mathrm{GeV}$, using 2015 data and simulation. Taken from Ref. [100].

Fig. 19 shows the efficiency for the tight PF isolation working point which reaches over $95 \%$ when a muon candidate has $p_{T}$ greater than 40 GeV in pseudorapidity range $|\eta|<2.4$. In addition, the efficiency for the tight PF isolation working point for muons with $p_{T}>20 \mathrm{GeV}$ is about $95 \%$ over all, over the pseudorapidity region.

## B.2.2.5 Missing Transverse Energy

In principle, the missing transverse energy, $\overrightarrow{\mathscr{E}}_{T}$, is the negative of the vector sum of the transverse momenta of all final-state particles reconstructed in the detector. $\overrightarrow{\mathbb{E}}_{T}$ is equal to the total transverse momentum of all unobserved particles, such as neutrons or other weakly interacting objects.

$$
\begin{equation*}
\overrightarrow{\mathbb{E}}^{\text {raw }}=-\sum_{i \in \text { all }}{\overrightarrow{p_{i}}} \tag{52}
\end{equation*}
$$

The notation "raw" on the MET symbol is referred to the basic MET without corrections and is systematically different from true MET for many reasons, including the non-compensating nature of the calorimeters and detector misalignment. MET corrections will be applied to make MET a better estimate of true MET.

CMS has developed three sophisticated algorithms to reconstruct three different $\vec{E}_{T}$ which approach the true MET:
(a) $\mathrm{PF} \vec{\not}_{T}$, which is calculated using a complete particle-flow technique [136].
(b) Calo $\vec{E}_{T}$, which is based on calorimeter energies and the calorimeter tower geometry.
(c) TC $\vec{E}_{T}$, which corrects Calo MET by including tracks reconstructed in the inner tracker after correcting the expected energy deposition of tracks in the calorimeter.

The majority of CMS analyses use the PF MET because it is closer to the true MET than the other types of MET. The analysis described in this thesis uses PF $\overrightarrow{\mathbb{E}}_{T}$. In order to estimate better the true MET, three different corrections are developed by CMS Collaboration:

The Type-0 correction is a mitigation for the degradation of the MET reconstruction due to the pileup interactions. In general, the Type-0 correction removes charged hadrons (originated from the vertices for pileup interactions) from MET calculations. In addition, the Type-0 correction removes an estimate of neutral pileup contributions. In the Type-0 correction the particles are classified as if they are produced in the hard scattering of interest (HS) or in pile-up interactions (PU):

$$
\begin{equation*}
\overrightarrow{\not{E}}_{T}^{\text {raw }}=-\sum_{i \in H S} \vec{p}_{T_{i}}-\sum_{i \in \text { neuPU }} \vec{p}_{T_{i}}-\sum_{i \in c h P U} \vec{p}_{T_{i}} \tag{53}
\end{equation*}
$$

The second sum runs over the pileup particles into neutral particles and the last sum is taken over the charged particles produced in the pileup interactions. The Type-0 MET can be derived from the raw MET above and the Type- 0 corrections as follows:

$$
\begin{equation*}
\overrightarrow{\mathbb{E}}_{T}^{\text {Type-0 }}=\overrightarrow{\mathbb{E}}_{T}^{r a w}+\vec{C}_{T}^{\text {Type-0 }} \tag{54}
\end{equation*}
$$

where $\vec{C}_{T}^{T y p e-0}=\left(1-R^{0}\right) \sum_{i \in c h P U} \vec{p}_{T_{i}}$ is the Type-0 correction. $R^{0}$ is a function of the magnitude of $\sum_{i \in c h P U} \vec{p}_{T_{i}}$ (sum of the charged particles produced in the pileup interactions).

The Type-I correction is a widespread MET correction in CMS Collaboration. This correction is a propagation of the jet energy corrections (JEC) [146] to MET. The Type-I correction replaces the vetor sum of transverse momenta of particles which can be clustered as jets with the vector sum of the transverse momenta of the jets to which JEC is applied. The raw MET can be derived from clustered jets or
unclustered jets:

$$
\begin{equation*}
\vec{E}_{T}^{\text {raw }}=-\sum_{i \in j e t s} \vec{p}_{T_{i}}-\sum_{i \in \text { uncl }} \vec{p}_{T_{i}} \tag{55}
\end{equation*}
$$

The Type-I correction can be written as the difference between the vector sum of the transverse momenta of the jets where the JEC is not applied to and the vector sum of the transverse momenta of the jets where the JEC is applied to:

$$
\begin{equation*}
\vec{C}_{T}^{T y p e-I}=-\sum_{i \in j e t s} \vec{p}_{T_{i}}-\sum_{j e t} \vec{p}_{T_{j e t}}^{J E C} \tag{56}
\end{equation*}
$$

Taking into account the Type-I correction and the raw MET, the Type-I MET can be written as follows:

$$
\begin{equation*}
\overrightarrow{\mathbb{E}}_{T}^{\text {Type-I }}=\overrightarrow{\mathbb{E}}_{T}^{\text {raw }}+\vec{C}_{T}^{\text {Type-I }}=-\sum_{j e t} \vec{p}_{T_{j e t}}^{J E C}-\sum_{i \in u n c l} \vec{p}_{T_{i}} \tag{57}
\end{equation*}
$$

The final correction of the MET object is the Type-II correction which was originally developed for Calo MET and is not used for the particle-flow MET. The Type-II correction corrects the $\vec{p}_{T}$ of unclustered particles by uniformly scaling it by a constant scale factor:

$$
\begin{equation*}
\overrightarrow{\mathbb{E}}_{T}^{\text {Type-II }}=-\sum_{j e t} \vec{p}_{T_{j e t}}^{J E C}-C^{u n c l} \sum_{i \in u n c l} \vec{p}_{T_{i}} \tag{58}
\end{equation*}
$$

In Fig. 20, the PF Type-I MET distribution has a very good agreement between simulated events and data which means that the Type-I correction can correct well the raw MET, approaching the true value of MET.

What is more, another significant variable is the $\overrightarrow{\mathbb{E}}_{T}$ significance, or simply $\mathcal{S}$. This variable is important for analyses which use missing transverse energy variables because it has the ability to distinguish between events with spurious MET and those with genuine MET. Spurious $\overrightarrow{\mathscr{E}}_{T}$ may originate from misreconstruction, finite detector resolution or detector noise and by using the MET significance variable, such events can be identified. The MET significance evaluates the p-value that the observed $\vec{E}_{T}$ is inconsistent with a null hypothesis, $\overrightarrow{\mathscr{H}}_{T}=0$, given the full event composition and resolution functions for each object in the event. A high value of $\mathcal{S}$ is an indication that the $\vec{E}_{T}$ observed in the event is not well explained by resolution smearing alone, suggesting that the event may contain unseen objects such as neutrinos or more exotic weakly interacting particles. The significance is defined as the log-likelihood ratio, as follows:

$$
\begin{equation*}
S \equiv 2 \ln \left(\frac{\mathcal{L}\left(\vec{\epsilon}=\sum \vec{\epsilon}_{i}\right)}{\mathcal{L}(\vec{\epsilon}=0)}\right) \tag{59}
\end{equation*}
$$

The numerator expresses the likelihood of the hypothesis under test that the true value $(\vec{\epsilon})$ of the missing transverse energy is equal to the observed value $\left(\sum \vec{\epsilon}_{i}\right)$, while the denominator expresses the likelihood of the null hypothesis, that the true missing transverse energy is actually zero. Under the null hypothesis, observation of any non-zero MET is attributed to resolution smearing.


Figure 20: PF Type-I MET distribution after correcting the raw MET with Type-I correction. The last bin includes the overflow content. The systematic uncertainty due to the jet energy scale, jet energy resolution and variation on the unclustered energy is displayed with a grey band. Taken from Ref. [147].


Figure 21: ROC (Receiver Operating Characteristic) curves comparing the signal versus background efficiency for the standard version of significance (red line), the Jackknife version [148] of S (yellow line) and MET (cyan line) using simulated di-muon events (left) and single-electron events (right). Taken from Ref. [147].

The discriminating power of the significance with respect to the $\vec{E}_{T}$ is shown in Fig. 21 for simulated
single-electron events and di-muon events. No significant difference between the two MET significance versions is observed. Both versions offer better signal to background separation compared to $\overrightarrow{\mathscr{E}}_{T}$ only.

## B.2.2.6 Jet Reconstruction And Correction

In high-energy processes, many final states consist of quarks or gluons, however, these kind of states cannot be directly observed in the experimental life of LHC. Fortunately, sophisticated algorithms of CMS can identify such objects as jets. In general, jets are the experimental signatures of quarks and gluons produced in hard scattering of partons in proton-proton collisions. CMS has three different types of jet reconstruction: the Calorimeter jets, Jet-Plus-Track jets and the most popular jet reconstruction, the Particle-Flow jets [149]. The Calorimeter jets are reconstructed from energy deposits in the calorimeter towers and the Jet-Plus-Track jets are reconstructed by calorimeter jets whose energy response and resolution are improved by incorporating tracking information, according to the Jet-Plus-Track algorithm [150].

The last type of jet reconstruction used in the current analysis, is the Particle-Flow jets (PF jets). Jets are reconstructed by clustering particle candidates obtained using the particle flow (PF) algorithm. As mentioned in previous sections, the PF procedure identifies each particle-flow candidate through an optimized combination of all subdetectors' information. The PF candidates are clustered into jets using the anti- $k_{T}$ algorithm [151]. The anti- $k_{T}$ algorithm introduces distances $d_{i j}$ between entities, particles (i) and pseudo-jets (j), and distances $d_{i B}$ between particles and the beam (B).

$$
\begin{align*}
d_{i j} & =\min \left(k_{t i}^{-2}, k_{t j}^{-2}\right) \frac{\Delta_{i j}^{2}}{R^{2}}  \tag{60a}\\
d_{i B} & =k_{t i}^{-2} \tag{60b}
\end{align*}
$$

where $\Delta_{i j}^{2}=\left(\phi_{i}-\phi_{j}\right)^{2}+\left(\eta_{i}-\eta_{j}\right)^{2}$ and $k_{t i}, y_{i}$ and $\phi_{i}$ are respectively the transverse momentum, rapidity and azimuth of particle i. In addition, $R$ is a cone parameter chosen to be 0.4 in CMS RunII. The clustering proceeds by identifying the smallest of the distances and if it is a $d_{i j}$ recombining entities $i$ and $j$, while if it is $d_{i B}$ calling $i$ a jet and removing it from the list of entities. The distances are recalculated and the procedure repeated until no entities are left.

Jets must be passed through several procedures for correcting their energies. The charged hadron subtraction (CHS) procedure is applied to clustered jets to reduce reconstruction biases such as pile-up interactions as well as particle candidates with a wrong primary vertex. These biases are removed by the CHS procedure. Furthermore, jet's energy is also affected by the non-linear response of the calorimeters, the detector segmentation, the presence of material in front of calorimeters, electronic noise, and noise due to additional interactions form the same bunch crossing. In order to mitigate these effects,
several levels of corrections, illustrated in Fig. 22, are applied to the raw jets.


Figure 22: The various correction levels of reconstructed jets.

In the first level of correction, called L1 Offset, the pile-up and electronic noise effects are removed. The offset correction aims to estimate and subtract the energy not associated with the high $-p_{T}$ scattering. By counting the number of good-quality primary vertices $N_{P V}$ or by calculating the diffuse offset energy density $\rho$, the amount of pile-up removed by L1 offset can be estimated in the event.

After that, L2L3 MC-truth corrections are applied to the already corrected jets for pile-up offset. The old L2Relative and L3Absolute were replaced by L2L3 MC-truth corrections. The simulated jet response corrections are determined on a QCD di-jet sample, by comparing the reconstructed $p_{T}$ to the particlelevel jets which do not include energy from neutrino contributions. The corrections are derived as a function of jet $p_{T}$ and $\eta$ and make the response uniform over these two variables. In other words, the two old steps are now done in one step with MC-truth corrections.

The purpose of L2L3Residuals is to correct the remaining small differences within jet response in data and MC. The L2Residuals $\eta$-dependent corrections are determined with di-jet events, relative to a jet of similar $p_{T}$ in the barrel reference region. These corrections include a $p_{T}$ dependence of the Jet Energy Scale (JES) relative to the JES of the barrel jet. The L3Residuals correct the jet absolute scale (JES versus $p_{T}$ ). These corrections are determined using $Z+j e t$, photon $+j e t$ and multi-jet events for barrel jets.

The last level of jet's correction is the L5 flavour corrections. The L5 flavour corrections are optional corrections which are derived from MC simulation, using $Z+j e t$ and photon $+j e t s$ simulated events. These corrections are provided for the $Z+j e t s$ and photon $+j e t s$ mixtures, and also for pure flavours. The L5 flavour corrections are optional for any CMS analysis, in contrast to the L1 offset and L2L3 MC-truth which are mandatory JECs at CMS for any CMS analysis using Monte Carlo samples. For real data, L1 offset, L2L3 MC-truth and L2L3Residuals must be applied for jet correction.

Fig. 23 shows the scale factor of the offset correction per additional pile-up interaction $(\mu)$ as a function of $\eta$ for each type of PF particles. The three different data taking are presented with their scale factor. Additionally, Fig. 24 shows the relative correction scale factor as a function of $\eta$. The relative residual correction is well calibrated in the detector region of $|\eta|<1.3$. Fig. 25 illustrates the jet energy scale for



Figure 23: Left: The data/MC comparison for the average offset per additional pile-up interaction $(\mu)$ as a function of $\eta$ for each type of PF particles. Right: The data/MC scale factors as a function of $\eta$ for different data taking: Run2016BCD (beginning), Run2016EF (middle) and Run2016GH (end). Taken from Ref. [152].


Figure 24: Relative residual correction value at average $p_{T}$ in each $\eta$ bin is shown for the three different data taking: Run2016BCD (beginning), Run2016EF (middle) and Run2016GH (end). Taken from Ref. [152].
absolute residual correction as a function of jet's transverse momentum. The large absolute correction is greater at the beginning and middle data taking, while a smaller absolute correction for the end data taking is obvious due to a fixed issue with strip tracker dynamic inefficiency. Finally, the jet energy


Figure 25: The data/MC comparison for absolute residual correction as a function of jet $p_{T}$ for the three different data taking: Run2016BCD (left) Run2016EF (middle) Run2016GH (right). Taken from Ref. [152].
uncertainty as a function of jet $p_{T}$ and $\eta$ is shown in Fig. 26. The overall uncertainty on the jet energy scale for jets with $p_{T}=30 \mathrm{GeV}$ is smaller than $3 \%$ in the barrel region and $6 \%$ up to $|\eta| \lesssim 4.5$. Moreover, the jet energy uncertainty decreases for large transverse momenta, reaching at $1 \%$. For the lower transverse momenta, the uncertainty is up to $3 \%$ for all data taking in 2016.


Figure 26: Jet energy uncertainty as a function of jet $p_{T}$ (left) and as a function of $\eta$ (right) for jet $p_{T}=30 \mathrm{GeV}$. Taken from Ref. [152].

## B.2.2.7 B-Jets TAGGing

B-tagging algorithms are used to identify the b-jets in CMS when specific criteria for tracks are fulfilled. The b-tagging identifies jets as b-tagged jets using tracks with specific criteria, as follows:

- angular distance between track and jets axis $\Delta R<0.3$;
- number of pixel hits equal or greater than two hits $(\geq 2)$ and the number of tracker hits must be at least 8 , including pixel $(\geq 8)$;
- distance smaller than $0.2 \mathrm{~cm}(17 \mathrm{~cm})$ in the transverse plane (along the beam axis) between the track and the primary vertex $(\mathrm{PV})$ at the point of closest approach of the trajectory to the PV in the transverse plane;
- transverse momentum $p_{T}>1 \mathrm{GeV} / \mathrm{c}$;
- normalised $\chi^{2}<5$;
- distance to jet axis $<0.07 \mathrm{~cm}$, defined as the spatial distance between the trajectory and the jet axis at their point of closest approach, where the jet axis is reconstructed with respect to the primary vertex;
- decay length $<5 \mathrm{~cm}$, defined as the spatial distance between the PV and the point of closest approach between the track trajectory and the jet axis.

A very important quantity for b-tagging is the impact parameter (IP), illustrated in Fig. 27, which is defined as the distance from the PV to the track at their point of closest approach in space. The IP is given the same sign as the scalar product of the jet axis direction with the vector pointing from the primary vertex to this point of closest approach [153]. The impact parameter can be used to estimate the mistagging performance of jets that do not come from $b$ and $c$ quarks if its value is negative. A negative impact parameter corresponds to a decay point behind the primary vertex and it arises mostly from the finite detector resolution which results in mis-measured track parameters.


Figure 27: A sketch of a b-jet generation, a secondary vertex is also shown.

In addition, a secondary vertex (SV) is also shown in Fig. 27 and is reconstructed using the adaptive vertex fitter [154]. In order to identify long-lived particles, such as b-jets, the distance in space from the PV to the SV, and the flight distance are used. The flight direction of the candidate SV has to be within a cone $\Delta R<0.5$ around the jet axis.

In the CMS Collaboration, five b-tagging algorithms [155] have been developed during the operation of

LHC. Three algorithms were used for the Run-I era:

- The Track Counting High Purity (TCHP) whose the discriminator value is defined as the impact parameter significance $\left(I P / \sigma_{I P}\right.$, where $\sigma_{I P}$ is the measurement uncertainty on the IP) of the track with the third highest impact parameter significance.
- The Jet Probability (JP) algorithm in which the jet is assigned a likelihood that all associated tracks come from the PV. The probability distribution of individual tracks is computed using the impact parameter significance of tracks with negative IP values, which are mostly produced in light-parton jets. This calibration is performed independently in data and simulation.
- The Combined Secondary Vertex (CSV) algorithm in which secondary vertices and track-based lifetime information are used to build a likelihood-based discriminator to distinguish between jets from b-quarks and those from charm or light quarks and gluons.
and two new b-tagging algorithms have been developed for Run-II analyses (the Combined Secondary Vertex Version2 and the DeepCSV). The Combined Secondary Vertex Version 2 (CSVv2) is based on the CSV algorithm and combines the information of displaced tracks with the information on secondary vertices associated with the jet using a multivariate technique. Two variants of the CSVv2 algorithm exist according to whether inclusive vertex finding (IVF) or adaptive vertex reconstruction (AVR) vertices are used. At least two tracks per jet are required and when algorithms calculate the values of the track variables, the tracks are required to have an angular distance with respect to the jet axis of $\Delta R<0.3$. Beside, that any combination of two tracks compatible with the mass of the $K_{S}^{0}$ meson in a window of 30 MeV is rejected. Jets that have neither a selected track nor a secondary vertex, are assigned a default output discriminator value of -1 [156]. The major differences between the CSV algorithm used for Run-I and the newer CSV algorithm (CSVv2) used for Run-II, are presented in Tab. 3.

In addition, taking advantage of the knowledge of deep machine learning [157], the identification of jets from heavy-flavour hadrons can be improved. The evolution of the CSVv2 algorithm is called DeepCSV and it was developed using a deep neural network with more hidden layers, more nodes per layer and a simultaneous training in all vertex categories and for all jet flavours. The only difference between the older and newer algorithm is that the track-based variables up to six tracks are used in the training of the DeepCSV. The training of the deep neural network is performed using jets with $p_{T}$ between 20 GeV and 1 TeV , and within the tracker acceptance. It is performed using the KERAS deep learing library, interfaced with the TENSORFLOW library that is used for low-level operations, such as convolutions. The neural network uses four hidden layers that are fully connected, each one with 100 nodes. Each node in one of the hidden layers uses a rectified linear unit as its activation function to define the output of the node given the input values. For the nodes in the last layer, a normalized exponential function is

| Input Variable | Run-I CSV | Run-II CSV (CSVv2) |
| :---: | :---: | :---: |
| SV 2D flight distance significance | $\checkmark$ | $\checkmark$ |
| Number of SV | $\times$ | $\checkmark$ |
| Track $\eta_{\text {rel }}$ | $\checkmark$ | $\checkmark$ |
| Corrected SV mass | $\checkmark$ | $\checkmark$ |
| Number of tracks from SV | $\checkmark$ | $\checkmark$ |
| SV energy ration | $\checkmark$ | $\checkmark$ |
| $\Delta R(S V, j e t)$ | $\times$ | $\checkmark$ |
| 3D IP significance of the first four tracks | $\checkmark$ | $\checkmark$ |
| Track $p_{T, \text { rel }}$ | $\times$ | $\checkmark$ |
| $\Delta R(t r a c k$, jet $)$ | $\times$ | $\checkmark$ |
| Track $p_{T, \text { rel }}$ ratio | $\times$ | $\checkmark$ |
| Track distance | $\times$ | $\checkmark$ |
| Track decay length | $\times$ | $\checkmark$ |
| Summed tracks $E_{T}$ ratio | $\times$ | $\checkmark$ |
| $\Delta R($ summed tracks, jet $)$ | $\times$ | $\checkmark$ |
| First track 2D IP significance above $c$ threshold | $\times$ | $\checkmark$ |
| Number of selected tracks | $\times$ | $\checkmark$ |
| Jet $p_{T}$ | $\times$ | $\checkmark$ |
| Jet $\eta$ | $\times$ | $\checkmark$ |

Table 3: Input variables used for the CSV and CSVv2 algorithms.
used for the activation to be able to interpret the output value as a probability for a certain jet flavour category, $P(f)$.


Figure 28: Reference distributions for the CSVv2 (left) and DeepCSV algorithms (right), for each flavour contribution. Taken from Ref. [158].

Despite the fact that the DeepCSV is a newer version of CSVv2 using deep machine learning techniques, the investigation of $A \rightarrow Z h$ channel presented in this thesis was performed using the CSVv2 algorithm to identify the b-jets because the DeepCSV technique was not realised to the CMS community in the period of the search. As it is shown in Fig. 28, differences between the two algorithms are minor and the results are not affected at all using either the older b-tagging technique or the newer.

## C. 3 Signal Samples

The signal samples generated by aMCNLO generator, are reported on Tab. 4 for gluon-gluon fusion production mode and on Tab. 5 for b-quark associated production mode. There are two investigated channels for each production mechanism. For the case of gluon-gluon fusion, samples for $A \rightarrow Z h \rightarrow$ $\ell^{+} \ell^{-} b \bar{b}$ and $A \rightarrow Z h \rightarrow \nu \bar{\nu} b \bar{b}$ channels are included on the table list.

| Sample name | $\sigma \times B r(p b)$ |
| :--- | :--- | :---: |
| GluGluToAToZhToNuNuBB_M-225_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-250_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-275_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-300_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-325_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-350_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-400_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-500_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-600_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-700_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-750_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-800_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-900_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToNuNuBB_M-1000_13TeV-madgraphMLM-pythia8 | 0.11648 |
| GluGluToAToZhToLLBB_M-225_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB__M-250_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-275_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-300_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-325_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-350_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-400_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-500_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-600_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-700_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-750_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-800_13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-90__13TeV-madgraphMLM-pythia8 | 0.05882 |
| GluGluToAToZhToLLBB_M-1000_13TeV-madgraphMLM-pythia8 | 0.05882 |

Table 4: Signal samples in the gluon fusion production mode. The cross section for each relative sample is obtained by multiplying the production cross section by the vector boson branching fractions $(\mathcal{B} r(Z \rightarrow \ell)=0.101, \mathcal{B} r(Z \rightarrow \nu \nu)=0.200, \mathcal{B} r(h \rightarrow b \bar{b})=0.5824$ [159]).

Additionally, events for the same processes are also generated for the b-quark associated production mechanism. In summary, two possible channels for each production mode are investigated for a signa-
ture of a heavy pseudo-scalar A boson. Each samples includes 100k events.

| Sample name | $\sigma \times \operatorname{Br}(p b)$ |
| :--- | :---: |
| BBAToZhToLLBB_M-225_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-250_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-275_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-300_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-325_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-350_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-400_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-500_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-600_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-700_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-750_13TeV-madgraph-pythia88 | 0.05882 |
| BBAToZhToLLBB_M-800_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-900_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToLLBB_M-1000_13TeV-madgraph-pythia8 | 0.05882 |
| BBAToZhToNuNuBB_M-225_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-250_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-275_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-300_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-325_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-350_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-400_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-500_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-600_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-700_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-750_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-800_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-900_13TeV-madgraph-pythia8 | 0.11648 |
| BBAToZhToNuNuBB_M-1000_13TeV-madgraph-pythia88 | 0.11648 |

Table 5: Signal samples in the b-quark associated production mode. The cross section for each relative sample is obtained by multiplying the production cross section by the vector boson branching fractions $(\mathcal{B} r(Z \rightarrow \ell)=0.101, \mathcal{B} r(Z \rightarrow \nu \nu)=0.200, \mathcal{B} r(h \rightarrow b \bar{b})=0.5824$ [159]).

## D. 4 Background Samples
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| 91780＊0 |  |
| :---: | :---: |
| $678^{\circ} \mathrm{I}$ |  |
| L09．9 |  |
| $90 \% \mathrm{I}$ |  |
| ［6．87 |  |
| L698 |  |
| GもEL |  |
| く97919 |  |
| く97919 |  |
| \＆07800＊0 |  |
| 989 $8^{\circ} 0$ |  |
| もLも＇ |  |
| LZ\％＇¢ |  |
| \＆L0I |  |
| L9．2L |  |
| ¢E．087 |  |
| 999800＊0 |  |
| 历LGIO |  |
| モ0¢9 0 |  |
| L98． |  |
| $829^{\circ} \mathrm{G}$ |  |
| 66.07 |  |
| も． 2 D |  |
|  |  |
| $98 \cdot 96$ |  |
| も＇LE\＆ |  |
| 910 |  |
| 7．9949 |  |
| 下＇9949 |  |
| $(\mathrm{qd}) \mathcal{G} \times \rho$ | 7．sefe |


| Dataset | $\sigma \times \mathcal{B}(\mathrm{pb})$ |
| :--- | :--- | :--- |
| TT_TuneCUETP8M2T4_13TeV-powheg-pythia8 | 831.76 |
| TTWJetsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8 | 0.2043 |
| TTZToLLNuNu_M-10_TuneCUETP8M1_13TeV-amcatnlo-pythia8 | 0.2529 |
| ST_s-channel_4f_leptonDecays_13TeV-amcatnlo-pythia8_TuneCUETP8M1 | 3.36 |
| ST_t-channel_antitop_4f_leptonDecays_13TeV-powheg-pythia8_TuneCUETP8M1 | 26.38 |
| ST_t-channel_top_4f_leptonDecays_13TeV-powheg-pythia8_TuneCUETP8M1 | 44.33 |
| ST_tW_antitop_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1 | 35.85 |
| ST_tW_-top_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1 | 35.85 |
| WWTo4Q_4f_13TeV_powheg_madspin_pythia8 | 51.723 |
| WWTo2L2Nu_13TeV_powheg_madspin_pythia8 | 12.178 |
| WWTo1L1Nu2Q_13TeV_amcatnloFXFX_madspin_pythia8 | 49.997 |
| WZTo1L1Nu2Q_13TeV_amcatnloFXFX_madspin_pythia8 | 10.71 |
| WZTo2L2Q_13TeV_powheg_madspin_pythia8 | 5.595 |
| WZTo2Q2Nu_13TeV_amcatnloFXFX_madspin_pythia8 | 6.488 |
| ZZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 | 3.22 |
| ZZTo2L2Nu_13TeV_amcatnloFXFX_madspin_pythia8 | 3.22 |
| ZZTo2Q2Nu_13TeV_amcatnloFXFX_madspin_pythia8 | 4.04 |
| ZZTo2L2Q_13TeV_powheg_madspin_pythia8 | 0.564 |
| ZZTo4L_13TeV_powheg_pythia8 | 1.212 |
| ZZTo4Q_13TeV_amcatnloFXFX_madspin_pythia8 | 6.842 |
| ZH_HToBB_ZToLL_M125_13TeV_amcatnloFXFX_madspin_pythia8 | 0.0507 |
| WH_HToBB__WToLNu_M125_13TTeV_amcatnloFXFX_madspin__pythia8 | 0.2580 |
| ZH_HToBB_ZToNuNu_M125_13TeV__amcatnloFXFX_madspin_pythia8 | 0.1003 |
| QCD_HT100to200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 | 27540000.0 |
| QCD_HT200to300_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 | 1735000.0 |
| QCD_HT300to500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 | 366800.0 |
| QCD_HT500to700_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 | 29370.0 |
| QCD_HT700to1000_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 | 6524.0 |
| QCD_HT1000to1500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 | 1064.0 |
| QCD_HT1500to2000_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 | 121.5 |
| QCD_HT2000toInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 | 25.42 |
|  |  |

## E. 5 Impacts And Pulls

The full list of impacts and pulls for $m_{A}=300,500$, and 1000 GeV are shown in the following figures:


Figure 29: Impacts for the combination of all channels and the $m_{A}=500 \mathrm{GeV}$ signal hypothesis.


Figure 30: Impacts for the combination of all channels and the $m_{A}=300 \mathrm{GeV}$ signal hypothesis.


Figure 31: Impacts for the combination of all channels and the $m_{A}=1000 \mathrm{GeV}$ signal hypothesis.
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[^0]:    ${ }^{2}$ J:total spin, P:Parity, C:Charge conjugate

[^1]:    ${ }^{1}$ The latest available Golden JSON file is the Cert_271036-284044_13TeV_23Sep2016ReReco_Collisions16_JSON.txt

[^2]:    ${ }^{2}$ In simulation, the number of b-jets is calculated after the reconstruction and selection of the two jets, by looking at flavour of the hadron associated to the jets via the hadronFlavour () method.

[^3]:    ${ }^{3}$ It is defined as the vector sum of the transverse momenta of all particles except the vector boson

