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Abstract

Smart buildings are called the buildings which are enhanced with advanced algorithms that can derive
decisions and take actions to improve energy efficiency and to maintain indoor comfortable conditions
for the occupants. The heating, ventilation and air-conditioning (HVAC) system is essential for human
comfort which is directly related to the productivity and health of occupants. However, the operation
of an HVAC system comes at the cost of a huge amount of energy, almost half of the energy consumed
by the building, while the building sector accounts up to 40% of the global energy consumption. Due
to the uninterrupted operation of an HVAC system, components of its electromechanical equipment
may fail and consequently this can lead to an undesirable increase of the energy consumption and
to the violation of the indoor comfortable conditions. An HVAC system is a large-scale, complex
system with many interconnected subsystems comprised of several electromechanical components
and numerous building zones, thus the monitoring and control of HVAC systems can be a remarkably
challenging task.

Producing the digital twin of the building and formulating its equipment as a set of interconnected
subsystems, enables the design of agents to effectively control and monitor the underlying subsystems
in a distributed fashion. This thesis presents several intelligent, model-based algorithms for distributed
monitoring and control of complex HVAC systems that offer scalability, improved performance and
robustness. Online, distributed monitoring algorithms can observe the behavior of the HVAC sys-
tem and offer diagnosis capabilities in real-time that can inform the operating and maintenance staff
about the presence, location, type and characteristics of faults (e.g. their severity and magnitude). The
development of online distributed fault accommodation algorithms can alleviate the effects of faults
without interrupting the operation of the HVAC systems, avoiding the excess waste of energy and the
discomfort conditions for occupants, while ensuring their stable operation. Finally, for compensating
the effects of modeling uncertainty and unknown disturbances as a result of occupancy, equipment,
openings of doors and HVAC equipment degradation, a distributed adaptive control approach is pre-
sented, that can increase tracking performance and reduce energy consumption, during the healthy

operation of the HVAC system.
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IHeptinyn

'E&umva ktipla ovopdaovtan to Ktiplo to omoio eivat EVioYLUEVE LE TPONYUEVOLS aAYOPIOUOVG TTOV
UTOPOoVV Vo AAUPEVOUY amopdoelg Kot LETPA Yo TN PeATioon TG evepYEINKNC omddoonG Kot T oo~
TIHPNOT TOV ECOTEPIKOV AVET®V GLVONK®V Yo To. ATtopa Tov PBpickovtal 1} dapévouy oe avto. To
cvotua Béppavong, e&aepiopot kot kKhpotiopov (HVAC) eivat anapaitnto yio tnv dnpovpyia Gve-
TOV cLVONKOV o1 oToieg oyetTilovTal GUESH LE TNV TOPAYMOYIKOTNTO KOl TV VYED TOV ATOU®Y TOV
Bpiokovton 1 Stapévovy oe avtd. Qot6060, 1 Aettovpyio tov cvotipoatoc HVAC anattel éva tepdotio
OGO EVEPYELOG - GXEOOV TN UICT| EVEPYELD TTOV KOTOVOAMDVETAL OO TO KTIP10, EVA 0 TOUENS TOV KTl
plov avirpocwnevel £og kot to 40% TG TayKOCUL0G KOTOVAA®GONG EVEPYELXG. ADY® TNG AOIAETTNG
Aettovpyiag tov cvotipatog HVAC, ta ototyeio Tov nAeKTpounyovorloykol Tov e£omAMGpob evogye-
TOL VO OTOTUYOVV KOl GUVETADG OVTO UITOPEL VO 0OTYNGEL GE avemBOUN TN 0vENOT TG KATAVAA®MGNG
EVEPYELONG Ko 0TIV Tapafiaor TV dvetmv cuvinkdv evtog tov ktipiov. To cvotnua HVAC givar éva
TOAOTAOKO GUGTNLLAL, LEYOANG KATLAKOC, LLE TTOAAAL S10GLVOEIEUEVO VTOGVGTIHOTO TTOV OTOTEAOVVTOL
oo NAekTpounyavikd e&aptpore kot ToAvapdpes owkodopukég (mveg (douatia), ETOUEVMG ) TUPO-
KoAoOOnon/enifieyn kot o Eleyyoc Tov cvatnuatov HVAC umopel va givor évo apketd dSVGKOAO
épyo.

H dnpuovpyio tov ymelakod ovtiypa@ov Tov KTipiov Kot 1 Sapdpemon Tov e£0mAMGHOD TOL
®¢ £€va GUVOLO JAGVVIEGEUEVAOV DTTOGVGTNUAT®V, EMTPETEL TOV GYEOAGHO OAyopiOu®V KavdV va
EAEYYOLV KoL VO TOPOKOAOVOODV 0TOTELEGULATIKG TO EMPAETOLEVO VTOCVOTIHLATA LLE KOTAVEUNHLEVO
TPOTO. AVTN 1 SIOOKTOPIKN HEAETN TOPOVGLALEL Stdpopovg EEuTvoug akyopiBovg ot omoiot eivor Bo-
GIGUEVOL OTO LOBMLATIKO HOVTEAO TOV GUGTILOTOG, TPOCPEPOVY KATAVEUNUEVT TOPUKOAOVON O™ Kot
éleyyo Tov ovvletv cuotnudtov HVAC. Aoym g KaToveUnUEVNG TOVG OPYLTEKTOVIKNG, 01 EEVTVOoL
oAlyOop1OpoL TPOGPEPOLY SLVATOTNTO KAMUAK®OONG, BeEATiopuévn arddoor Kot evpwotia. Ot alyopio-
LLOL TOPUKOAOVON oG TAPEXOVV TOPATHPNOT GE TPAYLATIKO ¥pOVO TNG S1adIKOGIOS TOV GUGTHIATOG
HVAC «ou dpeon didyvoon avopuoiiov (ni. cpaipdtov). Emmiéov, n avartuén evpodv, Katave-
UNUEVODV aAYOPIOU®Y Y10 S1GyVOOoT CRUALATOV UTOPEL VO, VTOGTNPIEEL TO TPOCONIKO AEITOLPYING
K0l GUVTIPNONG TOL KTIPIoV, ATOKOADTTOVTOS TNV TOTOBEGI, TOV THTO KOl TO YOPUKTNPIOTIKE TV
COOAUATOV OTTMOC Y10 Tapdadelypa 1 cofapotnta Kot to péyebog Toug cpaipatog. H avantoén xo-

TOVEUNUEVOV aAyoplOuwv eAEYYOV pEe avoyn OTO COAALATO UTOPEL VO LETPLAGEL TIC EMUTTMCELS TOV
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CQUAUATOV Y0pig dloKoT TNG Aettovpyiag Tov cvotnuatov HVAC, anopevyovtag v vaepPolikn
OTATAAN EVEPYELNG Kol TIC cLVONKEC duGPOPIAG Yo To. AToUa TOV Ppickovtal 1 SOUEVOVY GE OVTO,
eEacparilovrog mapdAinia ) gvotadn tov Acttovpyio. TELOG, Yo TV OVTIGTAOON TOV EMUTTM-
cemv ™G afefardmrog Tov HoONUATIKOD HOVTEAOD KOl TOV (YVOOT®V JOTUPUYDY (O OTOTEAECLO
TOV AYVOGTOV aplBUoD TOV OTOU®V TOL BPioKOVIOL GE 0VTO, TOL EEOMAGHOD 1] CLOKELVGV TToL Ppi-
GKOVTOL GE AEITOLPYia, TOV OVOLYHLATOV TV BupdVv Kot Tapadupmv, Kot TG vTofadons Tov eEomAL-
opov HVAC, napovcidletar £vog KataveunéVog TposapUOGTIKOC EAEYYOG TOV Umopel va PeATIDCEL
NV amdO00T EAEYYOV KOl VO LELDCEL TNV KATOVAAMON EVEPYELOG KATO TNV VYL AglTovpyia TOL GL-

otuotog HVAC.
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Chapter 1

Introduction

Most of our world depends on machines and devices. In transportation, we use cars, buses, trams,
trains, and planes to commute. In energy systems, we use machines such as gas/oil generators, photo-
voltaics, wind and hydroelectric turbines to produce electricity. In industry, we use large manufactur-
ing machines to produce goods in a massive way. Information and computer technology (ICT) systems
are comprised of devices such as servers, communication networks, personal computers, smart phones
that help us store, process and share large amounts of data. In buildings, we install devices such as
heating, ventilation and air-conditioning (HVAC) systems, lights, etc. to regulate indoor environmen-

tal conditions such as thermal comfort, air quality, luminosity, etc.

Due to the swift technological development in the fields of wireless communication and comput-
erized technology, sensor networks can be easily installed in a variety of systems. Applying sensors
in all the aforementioned machines gives the ability to monitor the system and furthermore to employ
automatic control. Control systems contain hardware and software that allows to compute automat-
ically control decision (control inputs) based on the sensed information (output) of the system. This
can remove the human operator from the process and with proper control design, control systems
can improve the efficiency of the corresponding system. Sensors can provide more exact information
about the physical properties of systems. In some cases, sensors can be used to detect anomalies that
can occur either in the process or the actuating part of the underlying plant. However, sensors are
also prone to malfunction and that raises the dilemma between faulty measurements or faulty equip-
ment. Since in control systems sensors are used to obtain control decision, the presence of faults can
disorient the behaviour of the controlled system, that can lead to waste of energy, loss of equipment,

accidents, etc.

Residential and commercial buildings, compared to the aforementioned sectors (i.e., industry,
transportation, ICT) consume a huge amount of energy — almost half of the total world energy con-
sumption [96]. Smart buildings, are called the buildings which are enhanced with intelligent equip-

ment (i.e., devices with embedded reasoning) that can monitor and control the building equipment



to enhance security, efficiency, robustness and indoor comfort for the occupants. Heating, Ventila-
tion and Air-Conditioning (HVAC) system is one of the most important systems in buildings since
it is responsible for human comfort and it encounters a highest amount of a building’s energy. Due
to the uninterrupted operation of the HVAC system, components of the electromechanical equipment
and sensors may fail and consequently this can lead to an increase of energy consumption and to the
violation of the indoor comfort conditions.

This thesis proposes a range of distributed model-based, on-line monitoring and control method-
ologies for (i) fault diagnosis (i.e., detection, isolation and identification of faults) that provide in-
formation to the buildings’ maintenance and operating staff about the presence, location, type and
characteristics of faults, (ii) fault accommodation that offers alleviation and compensation of fault’s
effects that have a direct impact to the operation of the building equipment, and (iii) adaptive control
for rejecting unknown disturbances that can affect the indoor environmental conditions in large-scale
buildings for the efficient operation of the building equipment. Throughout the thesis, the performance
of the proposed monitoring and control methodologies is examined using analytical and simulation
results.

This chapter introduces the reader to the topic of this doctoral thesis. The first part of this chapter
(Section 1.1) gives the motivation of designing and applying the proposed distributed model-based
monitoring and control algorithms for the building equipment. The second part (Section 1.2) gives
a wide overview about the aforementioned building systems. The state-of-the-art on the monitoring

and control methods is presented in Section 1.4. Section 1.7 gives the outline of this doctoral thesis.

1.1 Motivation

According to the National Human Activity Pattern Survey (NHAPS), an average person in USA
spends 86.9% of his/her life indoors [75]. Therefore, it is essential for the occupants of a building
to feel comfortable in terms of thermal conditions, air quality, lighting, entertainment, etc. Indoor
comfort is crucial for human health and productivity [6]. In recent years, there has been significant
research focus and technological activity in the development of smart buildings, which have emerged
based on a need to monitor and control the indoor living conditions and health of the occupants, as
well as the energy consumption of large-scale buildings. The concept of smart buildings was initially
motivated by a need to increase the energy efficiency of buildings [145], and reliability of a building’s
equipment [27], while decreasing the risk of safety-critical conditions [24], [117]. Studies operated
by the International Energy Agency (IEA) and Eurostat, for the year 2004, showed that the building
sector in USA and European Union reported around 37-40% of the total energy consumption, com-
pared to remainder sectors (i.e., industry and transportation) [112]. Besides the status of 2004, the

outlook of buildings’ energy use has an increasing trend for both residential and non-residential build-
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ings, in both developed and non-developed countries. In order to increase energy efficiency and cost
effectiveness, improve comfort, productivity and safety, and enhance robustness and reliability, smart
buildings incorporate embedded intelligence based on information and computer technology, aiming
at autonomously adapting the evolving building environment [25]. Specifically, smart buildings con-
stitute a cyber-physical system that incorporates a range of hardware sensing and actuation devices,
combined with smart software. This combination enables the coordination and scheduling of actions
for handling the dynamic and uncertain environment of a building yield from unpredictable loads and
events, occupancy, weather, etc.

Health, living quality and productivity highly depend on the indoor conditions related to humid-
ity, temperature, quality of air and many more. These factors are closely related to the operation of
the Heating, Ventilation and Air-conditioning (HVAC) system. Therefore, the HVAC system is one
of the most critical and essential components of a building with respect to both comfort and energy
consumption, since it accounts for a large percentage of the energy consumed by the building, reach-
ing 40% of the total energy in commercial buildings and 30% in non-commercial buildings [112].
Even if the energy efficiency of buildings can be increased either by applying sophisticated control
approaches or by improving the building structure (by using protection to reduce thermal permeabil-
ity, or blocking thermal bridges and air intrusion, etc.), the operation of the HVAC system still has
the key role energy consumption and in maintaining indoor comfort. For this reason, a variety of op-
timal control algorithms for coordination and scheduling of the HVAC system have been designed to
improve the occupants’ thermal comfort and to increase the energy savings of a building. However,
HVAC systems are complex machines that consist of a huge number of interconnected components
that operate almost 24/7, and therefore this intermitted operation can inevitably cause faults or fail-
ures on the electrical and mechanical equipment (such as sensors, wires, fans, valves, pumps) of the
HVAC system. Faults may intensify the energy consumption and create discomfort conditions for oc-
cupants. Particularly, the occurrence of faults in HVAC systems can cause performance degradation
and improper control, which was estimated to cause an increase of 15% to 30% of a building’s energy

consumption, according to the Electrical and Mechanical Services Department of Hong Kong [41].

1.2 Overview of HVAC Systems

HVAC system is a large-scale, complex system with many interconnected subsystems comprised of
several electromechanical components and a number of building zones. HVAC systems with Aeating
operation consist of devices such as boilers, heat pumps, heating coils, etc., while HVAC systems with
cooling operation are composed of cooling towers, chillers, cooling coils, etc. Especially, HVAC sys-
tems installed in commercial buildings, which are difficult to be naturally ventilated [42], are equipped

with ventilation provision (i.e., fans, supply/return ducts, mixing boxes, exhaust ducts, filters, etc.)
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that provides the indoor spaces with clean fresh air, removes and filters the contaminated air (i.e., air
concentration levels with sulfur dioxide (by-product of the burning of fossil fuels), particles (PM 10),
particles (PM 2.5), CO, Oxidants (ozone), Nitrogen dioxide, etc. [12]). There are several types of heat
exchange systems for the building zones such as:

* Heating radiators [11,61, 103, 104]

+ Air Handling Units (AHU) units that are distinguished into:

— AHUs with Constant-Air-Volume (CAV) units, called also Fan-Coil Units (FCU) [172—
174]
— AHUs with Variable-Air-Volume (VAV) units [56,83, 87,106, 146, 148,153,180],

* Underfloor heating and cooling systems [14,43,57,71,114,121]

* UnderFloor-Air-Distribution (UFAD) systems [7, 161].

Heating radiator systems are the most popular central-heating emitters. Hot water (approximately be-
tween 75 to 80°C) passes through the pipes of the coil/radiator and this makes the surface temperature
of the coil/radiator bigger than the indoor air temperature. Therefore, through convection, the air in
the thermal zone/room is heated.

In Underfloor heating systems, low-temperature water (e.g., 35—40°C) is circulated through a net-
work of pipes concealed below the floor tiles. Heat diffusion into the room is primarily a result of
radiation and allows users to obtain uniform temperature distribution in the conditioned zone.

AHU HVAC systems are commonly installed in large-scale buildings since they can provide both
heating and cooling in multiple zones. Mainly an AHU is comprised of a fan, heating coil, cooling
coil, mixing box and a filter. The mixing box is used to maintain appropriate humidity and amount
of ventilation air in each conditioned space and thus good quality of the indoor air can be ensured.
An AHU can use both fresh air and returned air from the underlying air-conditioned room, where the
percentage of fresh air and returned air is regulated by the mixing box in order to achieve a trade off
between the energy waste and indoor air quality. As it is illustrated in Fig. 1.1, two common types
of AHU systems exist, equipped with either: (i) constant-air-volume (CAV) units, also called fan-coil
Units (FCU) or (ii) variable-air-volume (VAV) units. The main difference between these two systems
is that a VAV system adjusts the air flow according to the variation of a building load condition,
using either a supply fan equipped with variable frequency drive (VFD) or a VAV box in which a
dumper adjusts the amount of air supplied to the room. The CAV/FCU system supplies constant air
flow to a conditioned zone and by adjusting the water flow through the coils regulates the room air
temperature [170].

UnderFloor-Air-Distribution (UFAD) systems have a similar process with the Air Handling Units
(AHU) units systems. The main difference is that in UFAD systems the air is supplied from the floor
while in AHU systems the air is supplied from the roof. UFAD systems are more effective in the

heating operation since the cold air is denser than the hot air and due to the buoyancy of fluids, the
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Figure 1.1: Types of air handling units (AHUs). The difference between constant-air-volume (CAV) units
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(also mentioned as fan-coil units(FCUs)) and variable-air-volume (VAV) units.

hot air coming from the floor can be mixed more easily with the cold air in the room. On the other

hand, AHU systems are more effective in the cooling mode.

All the aforementioned heat exchange systems are supplied with a heating or cooling load from
a central HVAC system such as heating units, cooling units, heat pumps or geothermal systems.
Geothermal systems [18,32,50,136, 140, 160, 164] can supply the heat exchanges with either heating
or cooling load since they take into advantage the temperature difference of the ambient tempera-
ture (surface air temperature) that changes according to the environmental conditions compared to
the geothermal reservoirs that have constant temperature. Using pipes, a stored liquid passes into a
certain depth level that allows to change its thermal conditions and then it is pumped into a storage
above the surface of the ground in order to be distributed in a heat exchange system (e.g., Underfloor
heating system, AHU system, radiator, etc.). At the moment geothermal systems are not so popular

due to the high installation cost and long term payback that makes their cost inefficient.

Heating units are composed of components such as burners, boilers, condensers, storage tanks,
while the cooling units are composed of components such as chillers and cooling towers. Note that
either the heating unit or the cooling unit is active at each time. The market direction on the central
HVAC systems is on the heat pump systems due to their high energy efficiency rates. Besides the
energy aspect, heat pump systems can switch from heating to cooling mode and also a special case of
heat pump systems i.e., 4-pipe heat pump system can supply the heat exchange systems with heating
and cooling load at the same time. This functionality is effective for large-scale buildings (e.g., malls,
hotels, hospitals, schools, campuses) that may have heating and cooling requirements simultaneously.
Fig. 1.2 presents a schematic diagram that gives an illustration of types of HVAC systems that can be
applied in a building. Specifically, it consists of a central-heating radiator system, Air-Handling Units

(AHUs), a heating unit, a cooling unit, and an underflow heating system.
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Figure 1.2: Schematic diagram of a generic HVAC system consists of heating unit, cooling unit and Air-
Handling Units (AHU), Variable-Air Volume (VAV) boxes, wall-mounted radiators and underfloor heating sys-

tem for each room.

1.3 Overview of Faults in HVAC Systems

As itis has been reviewed in Section 1.2, HVAC systems are complex electromechanical systems with
huge number of components. Due to the uninterrupted operation of the equipment of HVAC systems,
various types of faults can occur. One way to categorize the types of faults can be based on the
component that is affected. For instance, faults can be categorized into: (i) sensor faults (measuring
for example temperature, humidity, CO,, motion) [130], (ii) actuator faults (i.e., valve, fan, tube,
damper, compressor, motor, etc), (iii) process faults (i.e., open window, open external door, etc), (iv)
communication fault (i.e., wire break, message loss, network partitioning, omission/gap, timing faults,
completely arbitrary faults) [28,36,101]. Moreover, faults can also be categorized according to the
type of the fault; fouling or failure of equipment, offset, control fault, performance degradation, stuck
fault [33]. Faults can occur at different levels: component, subsystem, system, or even building level.
A fault at any of these levels can further affect the operations of many other related components, and
therefore, makes it difficult to understand the relationship between causes and effects and to quantify
the overall impacts on the whole building energy performance. For example, the degradation of fans
may affect the air side of the system by reducing the supply airflow or increasing fan power. It may
also affect the heat transfer performance of coils and its energy consumption, thus further affecting the
water side performance of the system. Secondly, the operational faults may present diverse impacts
on different aspects of the building performance. For instance, a positive offset of the thermostat
(i.e., the zone air temperature reading is higher than the actual value) can generate different influence

on both the energy consumption and thermal comfort during different seasonal periods. During the
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heating seasons, it reduces the heating energy consumption by maintaining the room temperature at
lower levels, but, meanwhile, it deteriorates the indoor thermal comfort conditions. During the cooling
seasons, energy consumption increases, and over-cooling may present. Investigations of these diverse
impacts are essential to understand overall fault impacts. Thirdly, one particular fault may present
very different operational characteristics and needs to be handled with a different approach. Taking
the temperature sensor offset as an example, it can be: (1) a static (stuck at a value) fault, if the offset
is a constant value throughout the analysis period, (2) an abrupt fault, if the offset arises suddenly
during the analysis period and stays at a constant level after occurrence, (3) a degradation (incipient)
fault, if the sensor offset drifts over time. In a similar way, actuator faults in HVAC systems represent
leakages at the static equipment (i.e., pipes, tubes) or when the equipment with moving parts (i.e.,

valves, fans, dampers, compressors, motors) has stacked (at a point or at zero) or degraded. [176].

1.4 State-of-the-art

This section introduces the state-of-the-art on the topic of this doctoral thesis. The state-of-the-art is
divided into three sections that consists of the literature review on: (i) the control methods, (ii) the
fault diagnosis methods and (iii) fault accommodation methods that either are currently applied in the
industry of building systems or are the outcome of the research and innovation in the area of smart

building.

1.4.1 State-of-the-art on HVAC Control

Several researchers have proposed a large number of control designs to improve both tracking perfor-
mance and energy efficiency of HVAC systems. According to [4] and [20], the control methods for

HVAC systems can be classified into:

* classical control (i.e., on/off, PID [47]),
* hard control (i.e., gain scheduling PID, nonlinear control [10, 60, 63, 100, 141], robust control
[9, 151], optimal control [62, 123, 154], adaptive control [26, 171], model predictive control
(MPC) [8,49,52,93]),
* soft control (i.e., fuzzy logic, neural network control) [48, 85],
* hybrid control (adaptive fuzzy, adaptive neuro, fuzzy PID, etc.) [13,48,122,175], and
* other control techniques such as direct feedback linear control, pulse modulation adaptive con-
trol, pattern recognition adaptive control, reinforcement learning control, etc.
Taking into account the consecutive way that AHU components (i.e., mixing box, fan, heating coil
and cooling coil) are connected, cascade control may be used. Cascade control is a specialized control
architecture formed by inner and outer feedback loops. Several researchers have developed cascade

control schemes, the majority of which aim to control the supply air temperature by regulating the
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water valve of coils [55, 116, 181], while only one of them proposed a cascade design for controlling
the zone’s air temperature using a genetic algorithm [66].

In addition to exploiting the cascade topology of AHUs, the control design should overcome the
challenges that emerge due to the large scale of buildings, and alleviate the computational complexity
of traditional centralized control schemes as well as avoid single points of failure. With the recent
advances in the area of Internet-of-Things (IoT), a distributed control design may not suffer from the
disadvantages of centralized schemes, but instead can reduce communication requirements and im-
prove scalability. Therefore, in the last decade the majority of publications on HVAC control propose
a distributed design [15-17, 59, 77,78, 89,90, 110, 111, 120, 139, 159, 178]. Most of the aforemen-
tioned distributed control algorithms propose MPC design [15,16,77,78,89, 110,111, 139, 159] that
offers an optimal solution, but without considering the effects of modeling uncertainty (i.e., occu-
pancy, equipment, openings of doors), unknown disturbances and HVAC equipment degradation. On
the other hand, there are only few works that propose distributed control algorithms with on-line

learning [26,90,91, 120].

1.4.2 State-of-the-art on HVAC Fault Diagnosis

The reliability of HVAC equipment (i.e., valves, fans, dampers, pumps) and sensor data (such as mea-
surement of air/water/refrigerant temperature and flow) is crucial for the performance of the afore-
mentioned control algorithms. Due to the intermittent operation of HVAC systems, failures or faults
in actuators or/and sensors are inevitable to occur, causing unsatisfactory indoor thermal conditions
and a waste of energy, estimated between 15% to 30% of building’s energy use [45, 133]. A failure
(i.e., a permanent interruption of a system’s ability to perform a required function) is more likely to be
diagnosed or even be observed from staff or occupants. Alternatively, a fault (i.e., an undetermined
deviation of at least one characteristic property or parameter of the system from the acceptable, usual
or standard condition) is difficult or even impossible to be diagnosed without the use of fault diagnosis
(FD) algorithms.

Due to the aforementioned arguments, fault diagnosis (FD) that studies the detection, isolation
and identification of faults, has gained great attention in the area of building systems [72]. Currently,
the majority of HVAC monitoring systems in the industry uses ruled-based algorithms to diagnose
anomalies during the operation of HVAC systems, due to their simplicity. The rules are formed by
comparing sensor data or relations of sensor data with predefined constant thresholds obtained by
experts (usually also called expert systems). Some examples of ruled-based fault diagnosis schemes
for HVAC systems are: (i) the performance assessment rules that identify the mode of operation using
specific relationships of measured information [138, 165] and (ii) the cause-effect graphs where the
various operation modes of the system (both healthy and faulty modes) are represented as discrete

events [134,179]. The main weaknesses of rule-based FD methods are that they are very specific to
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the system, can fail beyond the boundaries of the expertise incorporated in them, and are difficult to
update [72].

State-of-the-art FD algorithms can be divided into two categories; data-driven/data-mining and
model-based FD algorithms. The former category includes mainly traditional computational intelli-
gence algorithms that originate from machine learning and pattern recognition field. Most of the data-
driven methods require historical data (i.e., database of sensor data) for training the fault decision rules.
Amongst the popular data-driven methods are: Principal Component Analysis (PCA)[157], [38], Sup-
port Vector Machines (SVM) [79], [19,84,102], Neural Networks (NN) [39,152], Genetic Algorithms
(GA) [106, 156], Fuzzy logic models [87, 88], etc.

Model-based FD methods can be classified according to the type of model, that is; statistical and
state-space models. Statistical models use data to identify a simple model such as: autoregressive
model with exogenous inputs (ARX) [168], autoregressive moving average model with exogenous
inputs (ARMAX) [150, 167], fast fourier transform (FFT) [166]. The statistical models try to predict
the output of the system during the operation using techniques such as average error (AE) of residuals.
Statistical analysis employs simplistic models that require a training interval to obtain the correspond-
ing model parameters and the state of the system (e.g., temperature). The state is represented as a
random variable that is a linear combination of its previous values. In order to obtain a valid predic-
tion of the system’s state using statistical models, an adequate training and knowledge of the initial
state of the system are required. The latter subcategory corresponds to the state-estimation models
that perform online learning of the state based on the real time data of the system. Some examples
of FD algorithms based on state-estimation models are Kalman filtering [23, 143] and observer-based
estimation schemes [149]. However, state-estimation techniques allow the utilization of nonlinear rep-
resentations of the system dynamics that give a more realistic behavior of the heat transfer processes,
compared to the aforementioned methods that employ an approximated model. The availability of
analytical models, describing the behavior of quantities such as temperature, air flow, pressure in the
building environment or in the HVAC system, is challenging because of the: (i) possibly unknown
heat gains caused by equipment, solar effects, the occupants’ presence, equipment degradation, open-
ing of doors, (ii) large number of physically interconnected building zones, and (iii) complexity of
the electromechanical part of the HVAC system. However, recently established European legislative
framework about energy performance of buildings directive, includes the issuing of buildings’ energy
performance certificates that emerge the development of a building’s energy model. Energy models
incorporate the thermal properties of a building’s envelope (e.g. structure, material values) and energy
efficiency of a building’s equipment (such as heating and cooling systems), making less demanding

the modeling procedure of a building’s thermal model.

Model-based FDI algorithms can be applied without necessitating any training period compared

to data-driven methods that cannot guarantee the robustness of the decision outcome (i.e., detection,
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isolation), since the decision highly depends on the training set. Data-driven methods commonly use
a fixed, pre-designed detection threshold calculated using a training set [30,38,144,157]. Hence, false
alarms may trigger in the presence of an event that was not contained in the training set. Further, in
respect to the fault isolation procedure, data-driven methods necessitate historical data of faulty situ-
ations (that are, in most of the cases, difficult to be obtained) to build the isolation logic, while there
is no such requirement for model-based methods. Data-driven methods commonly require rich infor-
mation collected by, most likely, a large number of sensors in order to be efficient. The performance
of model-based methods is independent of the number of sensors. Usually, large-scale buildings are
equipped with a significant number of sensor devices in order to improve the monitoring and control
of multi-zone HVAC systems. As a consequence, multiple sensor faults are likely to occur. In the case
of data-diven FD methods, the isolation process of multiple sensor faults becomes cumbersome since
it necessitates the collection of a large amount of data of past system operation under the occurrence
of various multiple sensor faults. Past data are commonly used to create a database of faulty cases, to
which new data are compared. Another issue that data-diven FD methods may have to deal with is
their scalability. Date-driven methods need to be trained specifically for the corresponding building
system, and if the building structure is altered, then these methods should be trained again. The new

training period might be quite long in terms of collecting more data of the new system operation.

In large-scale buildings, the utilization of a global model describing the entire building system can
be prohibitive for the design of a model-based FD technique. Exploiting the distributed topology of
the building system, every FD agent can be designed to monitor a single building zone and to execute
the fault isolation process locally, while taking into account faults that affect part of the building
system and not the entire system [130]. This strategy is effective for handling the problem of the
occurrence of multiple homogeneous or heterogeneous faults [109, 129]. The distributed architecture
can be scalable in the case that the building structure may alter, since a new FD agent dedicated to
the new building part can be augmented following a plug-and-play strategy [132]. With the spatially
distributed deployment of the FD agents, there is no central point for executing the FD process that
corresponds to a ‘single point of failure’. This is especially important in safety-critical buildings such

as hospitals, schools and other public buildings.

Most works in the literature of model-based FD address the problem of fault diagnosis for single-
zone HVAC systems [84,106,158]. Only a few of them deal with fault diagnosis in multi-zone HVAC
systems assuming that the zones are separated [54, 144] whereas there is no work that considers heat
transfer between zones. Previous works on model-based FD algorithms emphasize on diagnosing (i.e.,
detect, isolation and identification) of faults affecting sensor measuring the zone’s air temperature.
However, sensors placed in the electromechanical equipment (such as the coil’s water temperature
sensors, supply air temperature sensors) and actuators (such as flow valves) can also be affected by

faults. This raises concerns about the performance of the existing fault diagnosis algorithms.
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1.4.3 State-of-the-art on HVAC Fault Accommodation

The recovery of faulty situations in HVAC systems can be achieved by shutting down the operation
of the system in order to replace the faulty equipment or devices, which however is inconvenient
and possibly ineffective from the viewpoint of energy consumption. The operation of the HVAC
system in the period between the diagnosis and the replacement of the faulty equipment can also be
energy inefficient and can cause discomfort to occupants. Alternatively, fault-tolerant control (FTC)
schemes can compensate fault effects in control systems by deploying the appropriate remedial ac-
tions to preserve its nominal operation under faulty situations using the outcome of a fault detection
and isolation mechanism. FTC schemes are classified into (i) fault accommodation and (ii) control
reconfiguration [22]. Fault accommodation accounts for adjusting the parameters of the controllers to
compensate the effects of faults, while for performing control reconfiguration the inputs and outputs of
the controller are changed to reduce the effect of faults. Moreover, FTC methods can be distinguished
into two categories; passive and active FTC. In passive FTC, the control law remains the same in
both healthy and faulty conditions. Specifically, in passive FTC, faults are treated as uncertainties to
the system’s parameters leading this approach to be conservative since this design can obtain small
levels of control performance. Alternatively, in active FTC, the nominal control law, which is de-
signed based on the nominal dynamics of the system (i.e., in healthy conditions), can be replaced by
an admissible control law right after the fault is diagnosed (i.e., detected and isolated). The role of
control reconfiguration is to compensate any effect which can be caused by the fault occurrence. The
implementation of a FTC in HVAC systems will preserve its operation close to the nominal point,
which eventually will prevent needless waste of energy and uncomfortable conditions. As analyzed
in the previous section for the FD methodologies, FTC schemes can be distinguished based on the
methodology to data-driven [58,67,70,87,94,95,152,163] and model-based [35,137,146]. Recently,
there is an effort to facilitate optimization and model predictive control methodologies to compensate
the effects of faults in HVAC systems [21,68,98,99]. However, only model based FTC methodologies
can analyze rigorously the closed-loop stability properties of the overall system. In order to learn the
fault characteristics, data-driven methodologies require a huge amount of data, while on the other hand
model-based methodologies need an analytical model that characterizes the behavior of the system.
An efficient approach for ensuring the proper operation of HVAC systems under sensor fault condi-
tions is the employment of AFTC schemes based on virtual sensors. The design of virtual sensors
relies on developing mathematical models of the process implemented in software, which are used to
reconstruct, estimate or predict the faulty or missing measurements [82]. In HVAC systems, which
are typically highly complex, spatially distributed and with a large number of interconnected compo-
nents, the utilization of model-based virtual sensors provides a more appealing approach compared to

physical redundancy. Using the physical sensors approach implies additional cost for installation and
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maintenance, while, if they are not added to the system during the initial HVAC installation, especially
in the electromechanical part, invasive actions by specialized personnel are required. This may delay
the initialization of the proper HVAC operation after the fault isolation or even risk a serious damage
of the electromechanical part when accessing the system.Several researchers have investigated the
design of virtual sensor schemes, combining information from healthy sensors with static or dynamic
analytical models, such as observers, aiming at reconstructing/estimating the output of a faulty sensor
or correcting the faulty output using the estimation of the sensor fault [65,131,142,162]. In HVAC
systems, there is a significant research activity in designing virtual sensors following a data-driven
modeling approach with the goal of predicting the output of a faulty sensor [152], [58], [80]. How-
ever, these methods require a large amount of data collected under various normal operating conditions
for synthesizing the virtual sensor models. An alternative approach to the design of virtual sensors for
HVAC systems relies on the use of static models based on first-principles (see [82] and the references
therein). This type of virtual sensors is more appropriate for monitoring or fault identification than
for feedback control. There are very few virtual sensor schemes based on correcting the faulty output
using the sensor fault estimation [46], while to the authors’ best knowledge, no work has yet been
developed on distributed virtual sensor schemes.

Taking into account the interconnected characteristics of HVAC systems, the early diagnosis and
accommodation of faults is critical, since local fault effects may propagate from a local subsystem to
neighboring subsystems either through the physical interconnections or through the distributed control
scheme. In many practical applications involving large-scale buildings distributed FTC schemes are
more effective since by handling the occurrence of faults locally and exchanging information between
neighboring subsystems and local control agents, the delay in fault diagnosis and estimation can be
reduced, facilitating the early compensation of faults effects. Nevertheless, there are currently no

distributed FTC schemes for HVAC systems in the literature.

1.5 Objectives of the Thesis

Taking into consideration the state-of-the art presented in Section 1.4, this section presents the main ob-
jectives of this doctoral thesis. This thesis proposes a framework of distributed, model-based method-
ologies to monitor and control the HVAC system in large-scale buildings. The monitoring part in-
volves the development of distributed fault diagnosis methodologies that provide detection, isolation
and identification of unknown faults, while the distributed control part involves: (i) the design of
distributed fault accommodation methods that can alleviate the effects of faults that can affect the
operation of the HVAC system, causing inefficiencies and uncomfortable conditions and (ii) the de-
sign of a distributed adaptive control approach to compensate the effects of unknown disturbances

and modeling uncertainties of the HVAC system under healthy conditions. Specifically, this research
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focuses on the following objectives:

» Utilization of realistic HVAC models: The utilization of realistic HVAC models that capture the
complexity, the variety of electromechanical systems and the nonlinear behavior of the actual
HVAC system that will enable the design of algorithms able to effectively monitor and control
the HVAC systems.

* HVAC system partitioning: The partitioning of the HVAC model dynamics into a network of
interconnected subsystems will allow the design of effective distributed monitoring and control
algorithms.

* Distributed Diagnosis: The development of distributed model-based agents that can consider
the physical interactions between the underlying HVAC subsystems, aim to detect i.e., capture
the presence of faults , to isolate i.e., reveal the location of the fault, and to identify i.e., determine
the type (sensor or actuator) or and/or the magnitude of the fault in the presence of modeling
uncertainties and measurement noise that may cause false alarms to the diagnosis algorithm.

* Effective Diagnosis: The proposed distributed fault diagnosis methods should provide improved
performance characteristics compared to the state-of-the-art diagnosis algorithms for HVAC
systems with respect to detectability, isolability, robustness and scalability.

* Distributed Accommodation: To develop stable distributed fault accommodation algorithms
that can compensate the effects caused by the occurrence of sensor faults in real-time, without
interrupting the operation of the HVAC system.

* Distributed Adaptive Control: To design a distributed adaptive control algorithm that is able to
effectively regulate and maintain air temperature in all thermal zones of the building at a desired
temperature that is defined by the users of each zone. The control algorithm will be able to
compensate the effects cause due to parameter changes, modeling uncertainties and unknown
disturbances, while the existing HVAC control methodologies do not offer robustness to those

effects.

1.6 Contributions of the Thesis

This section demonstrates the contributions of this doctoral thesis with respect to the state-of-the-art of
monitoring and control methodologies for smart buildings. The contributions are summarized below

according to the following points.

1. By utilizing representative and realistic HVAC models, and by formulating them as a set of
physically interconnected subsystems, it provides a framework that captures the complexity
and nonlinearity of large-scale, multi-zone HVAC systems with strong physical interconnec-
tions between electromechanical equipment and underlying zones and between adjacent zones

(connected through walls and doors), where the state-of-the-art monitoring and control algo-
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rithms study linear HVAC models where physical interconnections are not considered.

. Design a distributed diagnosis architecture for sensor and actuator faults that enhances scala-
bility, diagnosability (i.e., detectability, isolability) and robustness in the presence of measure-
ment noise and modeling uncertainties. The proposed distributed fault diagnosis architecture
aims to dramatically reduce the maintenance time for the building operators and consequently,
this can decrease the energy waste and the uncomfortable conditions that can be caused in the
buildings until the recovery of the HVAC system. This can be achieved since the proposed
distributed diagnosis algorithms, that are designed considering the physical interconnections
of the HVAC system, lead to the design of less conservative, online diagnosis thresholds, with
improved detectabilty and diagnosability. Furthermore, the distributed architecture allows a
scalable diagnosis algorithm which can be modified with minor effort, while the existing cen-
tralized diagnosis algorithms are lacking scalability.

. Develop a scalable, stable, distributed sensor fault accommodation algorithms that are capa-
ble in real-time (without interrupting the operation of the system) to prevent the increase of
energy consumption and preserve indoor comfortable conditions, that can have a indirect im-
pact to their productivity and health of occupants. Existing fault accommodation algorithms
for HVAC systems emphasize on data-driven and model predictive control accommodation
algorithms that are lacking of tracking performance and stability guarantees.

. Develop a distributed adaptive control algorithm which can enhance the control performance
of the HVAC system by providing stable temperature regulation in building thermal zones in
the presence of modeling uncertainty and unknown disturbances. The adaptive control algo-
rithm offers an online tuning of the control gains. The adaptive control gains are updated online
using a local adaptive law that takes into account the interconnection between the HVAC zones
and the electromechanical equipment. The appropriate selection of the learning rate offers im-
proved tracking performance with reduced energy use in comparison with the existing HVAC

control methodologies.

1.7 Outline of the Thesis

The thesis is organized in eleven chapters. The diagram in Fig. 1.3 illustrates the outline of the thesis.

Chapter 2 indicated with a gray box in Fig. 1.3, presents the mathematical modeling of HVAC

systems using three models that named as (i) variable-air-volume (VAV) HVAC model, (ii) fan-coil

unit (FCU) HVAC model and (iii) air handling unit (AHU) HVAC model. VAV HVAC model describes

the temperature dynamics of a multi-zone HVAC system with a cooling operation of which the zones

are thermally isolated i.e., the heat transfer between thermal zones is not modeled, while the interaction

of zones and the electromechanical systems is modeled. VAV HVAC model describes the temperature
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dynamics of a multi-zone HVAC system with a heating operation of which the zones are thermally
connected i.e., the heat transfer between thermal zones through wall and doors is modeled. Note that
the dynamic terms that describe the heat transfer between doors is described with nonlinear terms.
The AHU HVAC model describes the temperature dynamics of a multi-zone HVAC system with both
heating and cooling operation. Heat transfer between thermal zones, the AHU and the thermal zones

and between the component of the AHU are included in the model.

Distributed Monitoring and Control for Smart Buildings:
A Model-Based Fault Diagnosis and Accommodation Framework

Sensor Fault Sensor Fault Sensor Fault Tolerant Control
Accommodation using Accommodation using for Preserving Comfortable
Virtual Sensor Scheme Control Reconfiguration Indoor Conditions
(Chapt. 7) (Chapt. 8) (Chapt. 9)

iModeling of Heating, Ventilation and | [T Tttt
EAir-Conditioning (HVAC) Building Systems (Chapt. 2) E
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| Variable Air Volume (VAV) HVAC Model Fan Coil Unit (FCU) HVAC Model Air Handling Unit (AHU) !
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! € y isolated 2ones y -Component-Based Modelling !
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Figure 1.3: Thesis Outline

Chapter 3 and 4, indicated with a yellow box in Fig. 1.3, correspond to distributed detection and
isolation of sensor faults in HVAC systems. Specifically, Chapter 3 presents the design of a distributed
detection and isolation architecture for sensor faults in VAV HVAC systems, while Chapter 4 presents
the design of a distributed detection and isolation architecture for sensor faults in FCU HVAC system:s.

Chapter 5 and 6, indicated with a purple box in Fig. 1.3, correspond to distributed identification of
faults in HVAC systems. Specifically, Chapter 5 presents the design of a distributed fault identification
methods that uses adaptive estimation schemes to distinguish between sensor and actuator faults in
FCU HVAC systems. Chapter 6 presents the design of a distributed fault identification approach that
is based on dedicated observers detect, isolate and identify between sensor and actuator faults in AHU
HVAC systems.

Chapter 7, 8 and 9, indicated with a green box in Fig. 1.3, correspond to distributed accommo-
dation of sensor faults in HVAC systems. Specifically, Chapter 7 presents the design of a distributed
sensor fault accommodation algorithm using a virtual sensor scheme. Chapter 8 presents the design
of a distributed sensor fault accommodation algorithm using a control reconfiguration. Chapter 9
presents the design of a distributed sensor fault tolerant control algorithm for preserving comfortable
indoor conditions.

Chapter 10 indicated with a blue box in Fig. 1.3, corresponds to distributed adaptive control of
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AHU HVAC systems. The distributed adaptive control design aims to regulate the air temperature in
thermal zones in the presence of modeling uncertainty, unknown disturbances using theoretical tool

from robust adaptive control theory.
Chapter 11 summarize the main contributions of the thesis and presents the impact of applying the

proposed methodologies to Smart Buildings. Furthermore, the future research steps are given as well.
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Chapter 2

Modeling of HVAC Building Systems

Modeling of HVAC systems is one important aspect in model-based approaches. In general, any
system can be modeled with infinite dimensional state-space models described by partial differential
equations (PDEs) and finite-dimensional state-space models that are described by ordinary differential

equations (ODEs).

The infinite dimensional state-space models for HVAC systems are formulated with computa-
tional fluid dynamics (CFD) that uses numerical analysis and data structures to analyze and solve
problems that involve fluid flows. Specifically, CFD analysis numerically solves the discrete form
of the Navier-Stokes equations (i.e., equation of conservation of mass, momentum and energy) and
species concentrations. While the CFD method can provide a detailed description of the spatial distri-
bution and evolution of air pressure, velocity, temperature, humidity, concentration of substances and
air turbulence, it is also associated with a high computational overhead. Therefore, it is mainly used
for the simulation of only a single HVAC component or a couple of rooms at a time. Its modeling
accuracy depends on the correct representation of the boundary conditions, the discretization method
and the level of transient characteristics. On the other hand, finite-dimensional state-space models for
HVAC systems depend on mass and energy conservation equations based on the following assump-
tions: 1) the air temperature and velocity have uniform behavior throughout a zone ii) the transient
and spatial effects are neglected at the components which exchange air iii) at the exterior and interior
surface of the zones, supply/return ducts, etc., the heat transfer is modeled using constant heat transfer
coefficients iv) the heat transfer at the water storage tanks with the ambient is modeled using a single
constant heat transfer coefficient for all surfaces, and v) the axial mixing of water is neglected and vi)

the water temperature is constant across the cross section of the tubes.

Finite-dimensional state-space models that describe the HVAC system’s behavior can be classified
based on HVAC system’s operation (i.e., heating models, cooling models, heating and cooling models,
ventilation), and HVAC system’s structure (i.e., single-zone (operated by a single unit), multi-zone

(operated by multi-unit system)). Besides the electrical and mechanical equipment, described above,
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it is important to note that the most essential part of the HVAC system is the conditioned zones, where
the size of zones (i.e., volume), thermal characteristics (e.g., thermal transfer coefficients) of external
and internal walls, adjacent doors, etc., can change the indoor thermal conditions and consequently
the energy consumption of the building. A thermal zone is defined as the building area, the climate
of which is controlled by the HVAC electromechanical system [113].

A typical building may consist of multiple interconnected thermal zones. Zone temperature can be
affected by neighboring zones directly due to convection if there are internal openings, such as open
doors, or indirectly due to conduction from walls. The interaction between zones may change drasti-
cally due to human activity. Opening of a door between two zones of different temperature may cause
air flow from the zone that has higher temperature to the other and, subsequently, heat exchange due
to convection [86]. Heat gains produced by the equipment apart from the HVAC sytem, occupancy,
solar heat gains produce by glazing and open/closed doors or windows are typically unknown, time-
varying and difficult to measure. In addition, degradation affects significantly heat transfer properties
of materials, changing heat transfer coefficients as well as thermal capacities [40]. As temperature
changes, air density fluctuates as well.

This Chapter deals with the formulation of the mathematical, finite-dimensional state-space mod-
els that characterizing the behaviour of different types of multi-zone Heating, Ventilation and Air-
Conditioning (HVAC) systems. Additionally, this Chapter proposes the configuration of HVAC sys-
tem’s dynamics as a network of physically interconnected subsystems. Partitioning the system into
a network of interconnected subsystems enhances the design of distributed algorithms of control and

monitoring of large-scale, multi-zone HVAC systems.

2.1 Preliminaries

Notation

k discrete time

t continuous time

R field of the real numbers
xeR a scalar variable

x € R" a vector

A € R™" | a matrix

[Ix(R)| the Euclidean (I) vector norm in IR" at each time k, for any vector x € IR"
X €l means that [|x||l = sup;. [x(k)| exists
A(A) the eigenvalues of matrix A

Amax(A) | the maximum eigenvalue of matrix A
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2.2 Network Configuration

The main step for employing the proposed distributed, model-based fault diagnosis, fault accom-
modation and control methodologies is to formulate the multi-zone HVAC system as a network of

interconnected, nonlinear subsystems, where every local subsystem X is described by
L x(t) = Ax(t) + p(x(t), u(t)) + h(x(t), u(t), z(t), uz(t)) + d(t) + n(x(t), u(t), u.(t),z(t), t), (2.1)

where x € R", u € IR’ are the state and input vector of the local subsystem, respectively, while z € R?
and u, € R% are the interconnection state and interconnection input vector, containing the states and
inputs of the neighboring (interconnected) subsystems. The constant matrix A € IR"*" is the linearized
part of the state equation and y : R” X R! — R" represents the known nonlinear dynamics. The term
Ax + y(x, u) represents the known local dynamics, while /1 : R” X R’ x R x RP + R" represents
the known interconnection dynamics. The d : R — IR” represents the known exogenous inputs and
last term 17 : R X R!xR% xR X R +— R" denotes the modeling uncertainty of the local subsystem,
representing various sources of uncertainty such as system unknown disturbances such heat sources
that are unmeasured or not modeled, linearization error, uncertainty in the model’s parameters, etc.
The input vector u is generated by a local feedback controller based a desired reference input. An

example of a network of two interconnected subsystems =) and X2 is described by

20 x0(t) = AOXV@) + yOxO(e), u (1) + KOO (t), uV ), 2000), P (1)
+dV @) + OOy, uD @), u(t), 20 (), 1), (2.2)
=@ xA(1) = ADxA () + YA xD (1), u@ (1) + KO xD(t), u® (1), 2 (1), u (1))

+dA(t) + PP (), u@(t), uP (1), 22 (1), 1), (2.3)

where z1) = x?), 2 = x1), ugl) = u®@ and uf) = u. Fig. 2.1 shows the schematic diagram of the

network of two interconnected subsystems as it is described in (2.2)—(2.3).

O N CY 42 4@
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e

Figure 2.1: Schematic diagram of a network of two interconnected subsystems.

The following sections present the modeling of three types of multi-zone HVAC systems that facil-
itate either variable-air-volume (VAV) units or fan-coil units (FCUs), or a detailed air handling units

(AHUs), that are the most common HVAC systems installed in commercial, large-scale buildings.
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Besides, VAVs and FCUs fall under the category of AHUs, are modelled in individually. The main
distinction between these two types of HVAC systems is that VAV units regulate the flow of (hot or
cold) air entering the zone using an air dumper while, a FCU regulates the flow of (hot or cold) water

passing through the coil using a water valve.

2.3 Modeling of Variable Air Volume (VAV) Systems

Consider a HVAC system equipped with Variable Air Volume (VAV) units, which consists of N sep-
arated zones (e.g. dormitory rooms, classrooms) and the electromechanical part with a cooling oper-
ation. The basic components of the electromechanical part of the HVAC, shown in Fig. 2.2 are the
cooling coil, the chiller and the chilled water tank, the fan, the supply and return ducts and the variable
air volume (VAV) boxes. The cooling coil is connected to the chiller through the chiller water tank,
which regulates the water inserted to the cooling coil. The control inputs to the HVAC system are the
air flow rate to each of the N zones (controlled through the fan and the VAV boxes) and the chilled
water mass flow rate (controlled by a 3-way valve). By controlling these inputs, the objective is to
achieve the desired temperature in each building zone (for occupants’ comfort) and in the cooling
coil (for energy efficiency). The humidity and indoor air quality are not controlled. The temperature
dynamics in each zone, cooling coil and chiller water tank can be modeled based on the fundamental

mass and energy conservation equations under the assumptions presented in [146, 148].

Cooling— .
Coil _ Chilled Water
| Tank Chiller

Fresh Air

[ [
I ]
o« ..
VAV — |VAV — | vav
Box Return Air Box Return Al Box
. eturn Air
Supply Air Supply Air l Supply Air
Zone 1 Zone 2 . . . Zone N

Figure 2.2: Schematic diagram of a multi-zone VAV HVAC system with N separated zones and cooling oper-

ation.
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The temperature dynamic equations of the N-zone HVAC system are described by
dT(t)
-
N N
dT,(t 1 ;
MCCCU%() = 0aCpa (N ; To,(f) - TaO(t)] ; u®(t)

1 N
Tans — (Tuoa) 'y Z; Tz,(t)])
N

+ QupuCpalTe(t) = Tao) + palltsg = Cpa)w: Y u(t)
i=1

M.,C, 0aCpa(Tao(t) = Tos()))UP ) + U As(Tamp — To,(D) + Toi(E), (2.4)

+ uCCACC

N
- Pa(hfg - Cpa)wao Z uf{)(t)z (2.5)
i=1

dT(t) 15000

Mtcv— = prwcpw(Two - Tt(t)) + utAt(Tamb - Tt(t)) + —ue(t)/ (2-6)
Vthpr

it
where T, (°C) is the temperature of the i-th zone, i € {1, ..., N}, T, (°C) is the output air temperature
from cooling coil and T; (°C) is the temperature of the water in the chiller storage tank. The variable
u® (m3/ sec) is the volumetric flow rate of air entering into the i-th zone and u° (m®/ sec) is the
chilled water mass flow rate. The value Tzi(t) (°C/sec) represents the rate of internal heat change, due
to occupants, appliances, solar gains from the i-th zone. For the purposes of this paper, it is assumed
that the ambient temperature T,,,,;, (°C) is constant and known.

The remainder constant parameters of the HVAC system are the heat mass capacitance correspond-
ing to the i-th zone My, (kg), specific heat at constant volume C, (J/kg K), the overall heat transfer
coefficients of the I-th zone, the cooling coil and the chilled water tank U,, U, and Uy (W/m2 K),
respectively, the density of air and water p, and py, (kg/m®), respectively, the area of the I-th zone, the
cooling coil and the chilled water tank A, A, and A; (m2), respectively, the specific heat at constant
pressure of air and water Cp, and Cpy,y (J/kg K), respectively, the latent heat of water hz, (J/kg), the
temperature of output water Ty, (°C) and the humidity factors w., w,, [148].

In each of the N zones, there exist a sensor measuring the zone temperature T, while two sensors
are available in the electromechanical part of the HVAC, measuring the temperature of the air exiting
the cooling coil T, and the temperature of the chilled water in the tank T;. The control inputs to the
N-zone HVAC system are the volumetric flow rate of air u®) to each zone and the chilled water mass
flow rate to the storage tank u°, generated by distributed feedback controllers based on some reference

signals.

VAV HVAC system Network Configuration

The N-zone HVAC system equipped with VAV units can be regarded as a network of N + 1 intercon-
nected, nonlinear subsystems that correspond to the electromechanical part, comprised of the cooling

coil and chiller water tank, and the N building zones and it is illustrated in Fig. 2.3b. Let us define
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(a) Diagram of a multi-zone VAV HVAC system (b) Diagram of interconnected subsystems

Figure 2.3: Network configuration for the multi-zone VAV HVAC system.

T¢ = [T;, T;] = [Ta, T¢]", where T,, (°C) is the output air temperature from the cooling coil and
T: (°C) is the temperature of the water in the chiller storage tank, T, = [T, ..., TZN]T, where T,
(°C) is the temperature of the i-th zone, u = [u(l), ey u(N)]T, where u® (m3/sec) is the volumetric
flow rate of air entering into the i-th zone and u® (m3/sec) is the chilled water mass flow rate. By
expressing the temperature dynamic equations of the multi-zone HVAC system equipped with VAV
units given in (2.4)—(2.6) in the form of (2.1) such that x = T, u = u®, z = T, u, = u, the subsystem

that corresponds to the electromechanical part, denoted by X°, can be expressed as:

T T = ATTE(E) + )y (ul(1)) + hE(TE(E), Ta(t), u(®)) + 1 (). (2.7)
where
U Ace QupuwCpuw
Ae _ _MECCU MCCCT] 2 8
Tl g QupuCurtia (2.8)
prwcpw
cAcc QupuwCpw
el o 11\14:(\;1, Tamb - ]\/f C: Two 0 .
ath Udy_p -y QebeCp 1 s [ 2.9)
| VipwCpw amb VipwCpw VipwCpw
[ (T2, T, )
H(T¢, T, u) = (2.10)
0
Pacpa ucc cc
K (TS, T, @ - T
R e Z McCy Z Z’

N

(hfg Cpa)(wz — Wao) — CpaTi Z u®, (2.11)

M
« i=1

It is noted that the first two terms of (2.7) represent the local dynamics of X°, while h° charac-
terizes the interconnection dynamics between X¢ and {2(1), s, Z(N)}, where Z® corresponds to the
temperature dynamics of air in the i-th zone for all i € {1, ..., N}. By expressing the air temperature

dynamic equation writing (2.4) in the form of (2.1) with x = T, u = u®, = T1, uz = 0, the
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subsystem of the i-th zone can be expressed as:
2O T = ADT () + YT (1), u®(t)) + KT, u®(t)) + nO (). (2.12)

where A® = —%, ﬂ(i)(t) = ]ﬁfﬂ(t) and

| | C WAL
(T, (1), uD (1) = — L2 () + =225 (p, 2.13
POCT 0,100 = —FE T (On0) + 37 Tons) C.13)
| | C |
(T (1), u® (1)) = L2227 (1yud 1), (2.14)
MZ,‘CU

Again, the first two terms A(i)Tzi and y(i)(Tzi,ufi)) correspond to the local dynamics of Zt(?i)’ while

and X°. The terms 7° and 7 denote the

e
@

modeling uncertainties of subsystems X¢ and Z‘("Z.), respectively. The inputs of subsystems X¢ and Zfi)

h) represents the interconnection dynamics between L

can be affected by actuator faults modeled as

u() =¢(t) + f2(D), (2.15)
u®d(t) =) + £9), (2.16)

where f¢ is the actuator bias fault that may affect the valve regulating the chilled water mass flow rate
and fa(i) is the actuator bias fault that may affect the air damper that regulates the volumetric flow rate
of air entering into the i-th zone. The signals c® and ¢ are the controller outputs generated using a
feedback control scheme based on some (differentiable) desired reference signals y; and yf) for the
states T¢ and T',, respectively.

The i-th subsystem =@, i € {1,..., N}, is monitored using a temperature sensor, denoted by SO,

characterized by the output y(i) € R;i.e.,
SOy = T )+ nO®) + ), @.17)

where n) € R denotes the noise corrupting the measurements y(i) of sensor S‘Ei) and f @) € R repre-
sents the possible sensor fault. The nonlinear subsystem L° is monitored using a sensor set S° that

includes two temperature sensors S¢{1} and S¢{2}, characterized by
S1}: yi(t) = T{(t) + ni(t) + f{(t) (2.18)
SR ) = Ty + ) + ), (2.19)

where y; € R is the sensor output, n; € R denotes the noise corrupting the measurements of sensor

S¢{j} and f]? € R represents the possible sensor fault.

2.4 Modeling of Fan Coil Unit (FCU) Systems

This Chapter presents the modeling of a multi-zone HVAC system with fan-coil units (FCUs), which
is an extended version of the model presented in [172, 173] using terms from [161]. The electrome-

chanical part of the system consists of a hot water unit e.g. heat pump, condenser, storage tank hot
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Figure 2.4: Network configuration for the multi-zone FCU HVAC system.

water from the storage tank is circulated in the fan-coil units located in the plenum of each zone and
then returns back to the storage tank. This approach concerns the modeling of multi-zone HVAC
system with heating operation, although the same structure of the HVAC system can be used also for
cooling operation by replacing the heat pump with a chiller. The water temperature in the storage tank
is described by the thermal-mass balance equation expressed as

det(t) _ ust,max
dt - Cst

Pu(Ta®)u°(8) = G- (Ta®) = T + &= ) 1 OUs (T (0) = To(8)

st ien
+ ZLT() (2.20)
st
where
1+ (Pprax — 1) (1= T220) AT(t) < ATy
Py(Ts(t)) = (2.21)

1, AT(t) > ATpax

and Tg(t) (°C) is the temperature of the water in the storage tank, T, (t) (°C) is the i-th zone air
temperature with 1 € A, AL = {1,..., N}, where N is the number of zones. The known variables
Ty(t) (°C) and To(#) (°C) are the plenum (duct) temperature and the the source heat temperature of
the heat pump, respectively. Ps(Ts(t)) represents the performance coefficient of the heat pump, it(t)
(°C) denotes the disturbances affecting the water temperature dynamics due to e.g. defective thermal
insulation of the storage tank, P, is the rated maximum value of Ps(Ts(t)), and AT,y (°C) is the
maximum temperature difference for the heat pump. The parameter u()(¢) is the mass flow rate of
hot water flowing in the coil of i-th zone and u®(t) is the normalized energy in the heat pump. The
constant Cy; (kJ/°C) is the heat capacity of the storage tank, U; 5, (kg/h) is the maximum mass flow
rate of hot water through the coil placed at the i-th zone, and Us; mqy (kJ/h) is the heat pump rated
capacity. The coefficients as, and ag; (kJ/kg °C) refer to as the effectiveness of the heating coil and the

heat loss coefficient of storage tank from exterior surfaces, respectively.
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The i-th zone temperature dynamics can be described as

hho,
= (T () = T (1)

Zj

dTZi(t) . ui,maxasz
it G,
1 0 ~
_ EZ aZi,j(TZ[(t) - Tz]-(t)) + C_Z,TZ[ (t) +
' jeK ;

X ( Z Sg”(sz(f) - Tzi(t))Adi,]- max(T(t), sz(t))\[ |sz(t) = T(t) )r (2.22)

jeKi

(Tur(®) — T ()t () — §—<T () = To() -

Paircp Z(Cp - Cv)
C-.

where Tj1(t) (°C) is the known temperature of the surface node of the mass wall in the i-th zone, T;;;(f)
(°C) is the known ambient temperature, Tzi(t) (°C) is the temperature dynamics of the i-th zone due
to presence of appliances, occupants, lights, 1 (W/m? °C) is the heat transfer coefficient due to the
presence of walls, Ay, (m?) is the surface area of the mass wall, and C, (kJ/°C) is the air heat capacity
of the i-th zone. The coefficient a,, (kJ/h °C) corresponds to the heat loss coefficient of the i-th zone,
and az,; (kJ/h °C) is the inter-zone heat loss coefficient between i-th and j-th zone due to the presence
of walls, Adi,, (m?) is area of the door connecting i-th and j-th zone with j € K, K; = {j : az; # 0}.
It is noted that % is the set that consists of the indices of zones that are interconnected with the i-th

zone.

FCU Network Architecture

Similarly, as we saw in the previous section, the thermal dynamics of the multi-zone HVAC system
with fan-coil units (FCUs) presented in the previous Section can be characterized as a network of
N + 1 interconnected subsystems denoted by X°, zﬁ”,. . .,EgN), where X° represents the temperature
dynamics of the storage tank, and Zii), i € N, represents the temperature dynamics of the i-th building
zone. The subsystem X° can be expressed as

T Ta(t) = ATalt) + 15 (Talt), (1) + B (Ter(®), To(8), u(t) + & (T() + 17, (2.23)

where Ty € R ((°C) the temperature of the water in the storage tank) represents the local state of
subsystem X° and ©#® € R (the normalized energy in the heat pump) denotes the local control input
of subsystem X°. The terms )* and /° describe the nonlinear local and interconnection dynamics of
subsystem X5, respectively. The term d° collects uncontrollable but known exogenous inputs affecting
the local subsystem X.°, while the term 1° models unknown inputs affecting the water temperature dy-
namics of the storage tank. The vector T, = [T,, ..., T, ] is the interconnection vector that includes
the states of neighbouring subsystems (temperatures of all building zones), where T, is the air tem-
perature of the interconnected building zone i (i.e. state of subsystem £?), and u £ [u(l), ey, u(N)],

where u?., is the mass flow rate of hot water flowing in the coil of i-th zone and represents the control

()
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input of subsystem L), and are defined as:

uS max
P (Ta(t) (1) =8 (Tu())w'(t) = —Z==PToe’() (2.24)
1 (Tt(8), T=(8), u(®)) :?:i} Y, UinanTa(t) = T () @), (2.25)

i€{l,...,N}

Note that the term ° can be simplified into the bilinear term g°(Ts)u® (see (2.24)). The constant A®

is defined as A° = —% and 1°(T}y) = %Tpl. The defined function 1 collects all the dynamics of Ts;.
Each subsystem Y@ forall i € N, is interconnected with subsystems 2° and ), j € Ki (where

%K consists of the indices of zones that are physically interconnected with the i-th zone), described by

25 ¢ To(t) = AOT,(0) + yO(Tat®), To (), 4O () + HO(To (), T, (1)) + dO(Tia (), Tama (1))

" n(i)(t) (2.26)

where Ty (t) = [sz(t) 1j € ‘Ki]T, Ty, denotes a column vector of length card(K;), where each ele-
ment corresponds to the state T, of the neighboring subsystem (), j € K. The term d® collects the
known exogenous inptus that affect the local subsystem L), while the term 7 models the unknown
modeling uncertainies of subsystem L@, and A® collects the linear terms. The terms y(i) and h®

respectively denote the local and interconnection nonlinear dynamics of the subsystem 2. | i.e.,

YO(Ty(t), To,(uP (1) = §(Tet(t), To (D) (t) = 6D (Tos(t) — T, (E))u (8), (2.27)
; 1
HO(T., (1), Ty (1)) = C_z,-;;azi' T, (1)

+ p@( Z sgn(Tz(t) — Tz (8)Ag, max(Tz, (), Tz, (D) [Tz, () = Tz, (#) )
€%

(2.28)
. . . 1irCpA2(Cp—Cy ; 2 hAw, -
with @ = UIEL;“”, p = ppc—:;g), and d(Ti1, Topp) = Z—;Tﬂ — %Tamb. The inputs of
subsystems X° and =% can be affected by actuator faults modelled as
w(t) =) + £3(0), (2.29)
u®t) =) + fOt), (2.30)

where f; is the actuator bias fault that may affect the valve regulating the normalized energy in the heat
pump and fa(i) is the actuator bias fault that may affect the valve regulating the flow of water in fan-coil
unit of the i-th zone. The system inputs #° and u® satisfy u5(t) = sat(c(t)), ul)(t) = sat(c?(t)) where
sat(.) is defined as
0, u(t)<O0
sat(u(t)) = < u(t), u(t)e€[0,1] , (2.31)

1, u(t)>1
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where ¢® and ¢ are the controller outputs generated using a feedback control scheme based on some
(differentiable) desired reference signals 1/; and yf) for the states T; and T7,, respectively. An example
of the network configuration of a 5-zone HVAC system is given in Fig. 2.4b. The black arrows denote
the shared states between the subsystems due to physical interconnections between the zones as well
as between the storage tank and the zones. Note that the saturation in (2.31) is an outcome of known
physical constraints of the system, e.g. valves. The water temperature of 2° (storage tank) is measured

by the sensor &7, i.e.
Sy (1) = Talt) +n(t) + (1), (2.32)

where y° € R is the sensor output, 7° € R is the measurement noise and f° € IR denotes a permanent
bias sensor fault, while the output of the sensor S used to measure the air temperature of subsystem

YO is expressed as
SO yO(ty = T,.(t) + n(t) + fO(t), (2.33)

where ¥ € R is the sensor output and 1) € R is the measurement noise. The signal f® € R denotes

a permanent bias sensor fault [130].

2.5 Modeling of Air Handling Unit (AHU) Systems

This section provides a detailed description of the structure and modeling of multi-zone HVAC sys-
tems. Such systems are composed of building zones, Air Handling Units (AHUs) and thermal storage
units, which are analyzed in the following subsections. The basic structure of such systems is demon-
strated in Fig. 2.5. It should be noted that the model presented next considers constant flux, air is
assumed to be fully mixed, air distribution is uniform and there are not pressure losses across the

zones and AHUs. Table 2.1 shows the nomenclature of this model.

2.5.1 Zone Model

A thermal zone is defined as the building area, the climate of which is controlled by an AHU. A
typical building may consist of multiple interconnected thermal zones. We consider the following
dynamical model of the air temperature for the i zone of a building with N thermal zones, with
ie N=1{1,...,N}[3,5,147]:

AT, ()

paVZiCZi T

= ti1sa,Cpa (Ta,(8) = To(®) + Y, a1 (T5;(8) = T(H) + 2, (Tams(t) = T (B) + Qi(8).
jEN;

(2.34)

where T, (°C) is the air temperature of the i zone, Tsa; (°C) is the supply air temperature in the

i zone, Tamp, (°C) is the outdoor ambient air temperature and T, ; (°C) is the air temperature of i
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Table 2.1: Nomenclature

Symbol | Definition Symbol Definition

Pa Air density (k8/m?) 2% Power (W)

a; Inter-zone coefficient (W/ °c) Q Heat gain (W)
a, External wall coefficient (W/°c) Ts Sampling time (s)
u Conduction heat transfer coefficient of coil (W/m2°C) T Temperature (°C)
A Area of coil (m?) t time (s)

C Specific heat capacity (J/kg°c) fault function

1i1 Mass flow rate (kg/s) n sensor noise

f; Fan’s power fraction

N Total number of zones % Volume (%)

Ni Indices of neighboring zones of i zone

amb Ambient st Storage tank

c Coil wm Water and metal
f Fan hp Heat pump

ij Zone number z Zone

m Mixing box Superscript | Definition

0 Outside air d Discrete version
pa Constant pressure air ref Reference signal
pw Constant pressure water * Nominal value
sa Supply air Accent Use

hc Heating coil - Design constant
cc Cooling coil

neighboring zone for all j € N; where N; contains the indices of the neighboring zones of the i
zone. The mass flow rate of the air supplied into the zone from the air handling unit is represented
by titsa, (k8/s). As shown in (2.34), for a constant air mass flow rate riis,,, the air temperature of a
zone can be regulated T, by the supply air temperature T, and is affected by the temperature of
neighboring zones sz for all j € N;, ambient temperature T,mp, and heat gain Q; that may be a
result of human activity, electrical equipment, lights, radiation, or other heat sources. The constant
parameter p, (k8/m?) represents the air density, V, (m®) is the zone volume, Cz (J[kg°c) represents the
zone thermal capacitance, Cpa (J/kg °C) is the air specific heat capacity in constant pressure, a,, (W/°C)
is the external wall heat transfer coefficient and (W/°c) corresponds to the inter zone heat transfer

coefficient.
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Figure 2.5: Schematic diagram of a multi-zone AHU HVAC system. Gray boxes indicate components with

dynamic behavior.

2.5.2 Air Handling Unit Model

A typical Air Handling Unit (AHU) is used for regulating the climate conditions i.e., temperature,
humidity and quality of air in a thermal zone. AHUs consists of a mixing box, a fan, a cooling coil
and a heating coil [147], as shown in Fig. 2.5.

The mixing box and the fan have a static behavior and hence can be modeled with algebraic
equations. The mixing box combines return air from the zone with outside air in order to guarantee

circulation of fresh air in the zone and avoid the concentration of contaminants. The air temperature

in the mixing box Tr, (°C) of the i AHU is modeled as follows:

1o, Tamb(f) + (msai B moi) TZi(t)

Tm,(t) = o
sa;

(2.35)

where 7i1,, (k8/s) is the air mass flow rate from the ambient. The fan regulates the air flow rate inside
the AHU, receiving air from the mixing box and passing it to the coils. During its operation, the air

temperature leaving the fan T, (°C) in the i AHU increases as follows:

Wf,'fl‘
Ty (t) = ———

+ T (). 2.36
msaicpa m;( ) ( )

where Wi, (W) is the maximum power of the fan and f is fan’s power fraction.

The heating and cooling coils regulate the temperature of air that is supplied to the zone. The
heating coil receives hot water from a hot water storage tank and transfers thermal energy to the air
that passes through the coil, while the cooling coil receives cold water from a cold water storage and
absorbs thermal energy from the air that passes through it. Depending on the needs of the zone for
heating or cooling, only one of the two coils may be operating at a specific moment. Coils have a
dynamic behavior which is characterized by the temperature change of the water and air that pass

through them. Whether they are cooling or heating coils, their dynamics follow a similar formulation.
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Thus, the air that passes through the cooling coil and heating coil is given by

dTC 51 t .
Csal dr ( ) (UA)CC, (ch,(t) C sai(t)) - msaiCpa (Tc,sa;(t) - Tf,-(t)) s

dThsa; (t) .
h - (UA)hC, (Thcl (t) Th,sai(t)) - msa,-cpa (Th,sai(t) - Tc,sai(t)) .

Due to the orientation of the heating and the cooling coil as we can notice from Fig. 2.5, the air that

(2.37)
Csal

pass through the cooling coil is affected by the air temperature leaving the fan Ty, (°C) while the air
temperature of the heating coil is affected from the temperature of the air that pass through the cooling
coil T sa, (°C). This process affects the temperature of the water that passes through the cooling coil

and heating coil as follows:

dTeq(f) _ . c
CwmiT :mcci(t)cpw (Tst(t) - ch,'(t)) - (UA)cci (ch,'(t) - Tsai(t)) s (2‘38)
dTy,
wm; ?ltl( ) _mhcl(t)cpw (T t(t) Thci(t)) - (UA)hq (Thc,'(t) - Tsai(t)) ’ (2.39)

where Cs,,; (J/kg°C) is the thermal capacitance of the coil and (UA),, (W/°c) is the overall conduction
heat transfer coefficient of the coil, Cpw (J/kg °C) is the water specific heat capacity in constant pressure,

Cwm; (/kg °C) is the thermal capacitance in the water metal point of the coil, Tg, (°C), T, (DC) represents
the temperature of water that arrives to the coil from the chilled water storage tank and the heated water
storage tank, respectively as it is illustrated in Fig. 2.5. Specifically, a four-pipe heat pump has the
ability to supply with heated and chilled water the chilled water storage tank and the hot water storage
tank, respectively. This kind of HVAC systems can facilitate heating and cooling simultaneously to
increase control performance in large-scale buildings where zones can have different thermal loads

[69].

AHU Network Architecture

In the next part is presented the . The zone dynamics given in (2.34) can be re-written in the following

compact form:

del _ Qi(t)

az
=A, T, (t) + By, | Tea, () + Ty (F) + ——Tamb(£) + , 2.40
d Zj ZZ( ) sal( ) Z Sal pa Z]( ) msaicpa amb( ) msaicpa ( )
where
Azi = _msaicpa + ZjeN[ i+ aZi, (2.41)
paVz,Cs,
B - _ 2.42
“ paVZiCZi ( :

Using sampling time T's, we can write the discrete version of the zone dynamics, which will be

useful for the observer design, as follows:

20 Tk +1) =ALT, (k) + BL | T (k) + Y —2—T, (k) + ———Tamp(k) + il
Z,( ) Z;( ) Saz ) JGZN sa, pa Z]( ) msalcpa amb( ) msaiCpa

4

(2.43)
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where
A;‘i -1
A,

t=kTs, A =e*"s, BY = By, (2.44)

In order to design a proper observer that can estimate the temperature of supply air, which is

produced by the AHU, we re-write the supply air dynamics of (2.37) in the following compact form:

dTs,.
d:al = AsaiTsai(t) + Bsai Tci (k) + Gf,sa,- + Gamb,sa, Tamb(t) + Gma,sai Tzi(t) ’ (2~45)
. TC,Sai(t) TCC,'(t)
with Ty, (f) = , Te(f) = , where
Th,sai (t) Thci (t)
[ UA)... +1i1sa. Cpa UA).
(O G 0 W g
Asai - msaicpa ((UA)hci+msaiCpa) ! Bsai - 0 (UA)hCi ’ (246)
Csai - Csai Csa,-
[ Wan‘f T Ca 0; T Ca sa; ~Mo; T
Gf,sai = | (UfA)lccl_ 0 ] ’ Gamb,sai = [ % 0 ] ’ Gma,sa,' :[ pE{”}T,)C:f,) 0 . (2.47)

Using sampling time T, we can write the discrete version of the supply air dynamics, which will

be useful for the implementation of the fault diagnosis algorithm, as follows:

O Tk +1) = AL Top (k) + B | T, (k) + Gear + Gambysa, Tamb(2) + Gmasa, T (2) |, (2.48)

where
d

K d _ AuT d _ hsai T
t = kT, Ag, =eils, B, = A sa;-
sa;

(2.49)

This section presents the design of the estimator of cooling coil’s water temperature. According
to (2.38) the water temperature depends on the air temperature leaving the cooling coil that is not
measured. In order to address the issue of the unavailable measurements, we can combine the air side
of the cooling coil dynamics given in (2.37) with the water side dynamics of the cooling coil given in

(2.38) that leads to the following compact form

dT,.,
d;C, = Asc,-Tsci(t) + Bsc CT(TEt(t) - CTsc;(t))ucq (t) + Gf,sc,' + Gamb,sc,'Tamb(t) + Gma,sciTz[(t)
(2.50)
. Tc,sai(t)
with T, (t) = and U, (t) = tit;(t), where
ch,'(t)
_((UA>CCE+@I.CPB) (%A)fci 1 0
Ase, = (UA), IV e - S [ 01 ] 23D
Cwm; - Cowm, Cwm,
Wan'fr T C allto; T G a sa; — Mo; T
Gf,SC, ésal_ O ] 7 Gamb,sc,' :[ I():Tml 0 ] ’ Gma,sci = [ w O ] . (252)
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Using sampling time T, we can write the discrete version of the air and water dynamics of the

cooling coil, which will be useful for the implementation of the fault diagnosis algorithm, as follows:

20 ¢ Tog(k+1) = AL Toq (k) + BE, CT(Tgt(k) _CT,, (k))ucq (%) + Giee,
+ Gamb,sc,-Tamb(k) + Gma,sc,»Tz,v(k) (2‘53)
where
Ad —1
t=kT;,, AL =ehls, Bl = > B . (2.54)
1 i ASCI'

As it is presented in (2.39) , heating coil’s water temperature dynamics depend on the air temper-
ature that pass through the heating coil T}, s,,(f) that is measured by the sensor given in (2.62). Now
the air side of the heating coil is depends on the air temperature leaving the cooling coil T s,,(t) that
is not measured. Thus, we combined the air and water side of both cooling and heating coil in order

to derive the following compact form

dTh, T (e T (7h
Q= = AShiTShI‘(t) + Bshl‘ Csc Tst(t) - CSCTShl‘(t) uCCi(t) + Csh Tst(t) - CShTShl‘(t) uhCi(t)

dt
+ Gf,sh,- + Gamb,sh,- Tamb(t) + Gma,sh,- Tzi(t) / (2-55)
) T
with Tgp, (k) = [ Tesa; (k) Tec; (k) T sa; (k) The; (k) ] and uin,(t) = 7itng (£), where
(A +1i150,Cpa)  (UA), r
- = 0 0 1 0 0
UA),.. UA),.. .
T T 0 0 0 g0 0
Ash,- = msaic;a ! ((UA)hCi+msaiCpa) (UA)hCl. ’ BSh,‘ - 0 . i .
Csai 0 - CSai Csal‘
(2.56)
Wfan‘f T
Cc=[0 1 00| Ch=[0 0 0 1] Gty = - 000}, (2.57)
T T
Gamb,sh,- :[ % 000 ] ’ Gma,shl- = [ @ 0 0 0 ] . (2.58)

Using sampling time T, we can write the discrete version of the air and water dynamics of the

heating coil, which will be useful for the implementation of the fault diagnosis algorithm, as follows:

T ¢ T+ 1) = A T (0 + B, | CL{TE () - Coe T, () it (0

+ C;rh(TSt(k) _CshiTshi (k))mhci (k) + Gf,shi + Gamb,shi Tamb(k) + Gma,shi Tzl-(k)
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where

d —1
_ d _ AnT d _ _shi
t=kT,, A, =T, BY = ——Bu,. (2.60)
Sh,'
Tamb mCC] g thl g Tamb M, ‘}' I’I’th2¢}'
— T, Ty, Cooling Heating — T Ty, Cooling Heating
‘ Mixing box } } Fan } } 001} } i ‘ Mixing box } 2 } Fan } }OTCCJ }OT}]CZ
AHU 1 AHU 2
or. - o | . ok
O T, S
==
= Zone 1 ! Zone 2
(a) Multi-zone FCU HVAC system.
Uec, MTCI Ucc, Unc,
Ty 1 Ty
Z(1) e Z(l) 5 Z(l) Z(2) . 2(2) s 2(2)
sc T sh sa sc Tec, sh Teo, sa

T
TZ] TZI # Tzl T22 TZ2 H TZ2
I Tsal I Tsa2

0[50 o )

(b) Subsystems network.

Figure 2.6: Network configuration of the a multi-zone AHU HVAC system.

The available sensor measurements for each AHU that are

Yz (t) = T () + ng, (1) + f,(8), (2.61)
Tc,sai(t)

Ysa,(f) = C + Nga, (F) + fsa; (1), (2.62)
Th,sa,-(t)

ycci(t) = chi(t) + ncci(t) + fcci(t)/ (2-63)

Yne,(t) = The;() + ine; () + fue, (8), (2.64)

with C = [ 01 ], where y,, is the measurement of the ith zone air temperature T, y, ’ is the
measurement air temperature of neighboring zone T, j € Nj, Vsa; is the measurement of the supply
air temperature T, and Ve, Yne, are the measurements of water temperature in cooling coil T,
and heating coil T, respectively. The terms 7, nsy;, Nec;, Mn; T€present the noise corrupting the
measurements and f,., fsa; foeis fnc; are the corresponding sensor faults. Moreover, faults can occurred
in the actuation devices of the AHU that corresponds the mechanical valves that regulate the water

mass flow rate of the cold/hot water that pass through the cooling and heating coils, respectively. The
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water mass flow rate in cooling and heating coil valves can be represented by

ucci(t) = Ccci(t) + ffgi(f), (2-65)

tne (£) = cne () + L. (1), (2.66)

where e, = tilee; and U, ity are actual water flow rate of the cooling and heating coils, respectively,
Cec; and ¢y, are the control inputs and fc"gl and fffl, are the actuator faults that can affect the valves of
cooling coil and heating coil, respectively. Note that due to the physical limitations of valves the actual
water mass flow rate of both coils is bounded; i.e., tice,(t) € [0, ticey,, ;] and un; () € [0, tn,,, ] for

allie N.

Remark: For the purposes of this work the measurements of heated and chilled water temperature
in the storage tank T?t and T¢g,, respectively and ambient air temperature Tamp are considered known

and healthy.

2.6 Fault Modeling

Faults in HVAC systems can affect the HVAC system’s equipment, i.e., actuators (such as valves,
dumpers, fans) and sensor devices (measuring water and air temperature) in several points in the
electromechanical equipment and zones of a large-scale HVAC system. As it is discussed in the
Chapter 1.3, faults can have various behaviors in time domain. In this doctoral thesis emphasize
on two types of faults; offset faults and performance degradation faults. The remainder fault types,
i.e., fouling, failures, control and stuck faults, can be detected more easily either from the building
operators or from the existing ruled-based Buildings Management Systems (BMS) diagnostics. On
the other hand, offset and performance degradation is difficult to be observed/notice or diagnosed.
Therefore, at this point, the different fault models used to emulate the behavior of the fault function
f are introduced, for the faults presented in (2.15), (2.16), (2.29), (5.2), (2.65), (2.66) for the actuator
faults and (2.17), (2.18), (2.19), (2.32), (2.61)—(2.64) for the sensor faults. A fault in continuous time

can be represented by

f(#) =Bt —tp)p(t —ty), (2.67)

where  is the time profile and ¢ is the (unknown) function of the fault that occurs at the (unknown)
time instant t;. The time profile of the fault is modeled as f(t) = 0 for t < tgand () = 1 - e~at
fort > tg, where a is the (unknown) evolution rate of the fault. In the case of offset (abrupt) faults,
the time profile of the fault is modeled by letting « — oo, while @ — 0 describes an incipient fault
that evolves gradually and corresponds to performance degradation fault. Similarly, in discrete time,

a fault can be represented by
f(k) = B(k = kp)p(k = ky), (2.68)
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where  is the time profile and ¢ is the (unknown) function of the fault that occurs at the (unknown)
time instant k¢. The time profile of the fault is modeled as (k) = 0 for k < kyand B (k) = 1 — yk for
k > k¢, where y is the (unknown) evolution rate of the fault. In the case of offset (abrupt faults), the
time profile of the fault is modeled by letting y — 0, while y — 1 describes an incipient fault that
evolves gradually and corresponds to performance degradation fault.

The unknown function of the fault ¢p(.) can be equal to a constant value that corresponds to bias
fault, while ¢(.) can be a percentage of the measured quantity for a sensor fault and a percentage of

the control input for an actuator fault that correspond to a multiplicative fault such as:

O(t) = PoT (1), (2.69)
d(t) = Poc(t), (2.70)

where T is the measured temperature, ¢ is the control input computed by the controller,and 0 < ¢, < 1
is the ratio of the multiplicative fault.

The fault patterns can be either single (i.e, occurrence of one fault) or multiple (i.e., more than one
fault). Multiple faults can be simultaneous faults i.e., occur at the same time and consecutive i.e., in
different time instances. Moreover, in practice, there maybe more than one sensor covering a single
zone (especially large zones) compared to the actuators in the electromechanical part of the HVAC
system that are unique. In this case, the multiple measurements can be combined by averaging or
using advanced sensor fusion methods, while the proposed monitoring and control methodologies can
still be applied.

The following Chapters present the outcomes of this doctoral thesis that is a package of intelligent
algorithms for distributed monitoring and control that aim to ensure the reliable and efficient operation

of the large-scale HVAC systems.
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Chapter 3

Distributed Sensor Fault Detection and
Isolation Architecture for VAV HVAC

systems

3.1 Introduction

The majority of the sensor fault detection and isolation (SFDI) methods developed so far are based
on a centralized approach, or have focused on the diagnosis of faults in one of the HVAC subsys-
tems, e.g. chiller, AHU, VAV, considering each subsystem separately [81,105,155], thus the physical
interconnection of the equipment is neglected. HVAC systems are highly complex, nonlinear sys-
tems, typically comprised of multiple interconnected subsystems, especially in the case of large-scale
buildings, such as hospitals, shopping malls, business centers, airports, universities and many more.
Thus, a centralized approach for fault diagnosis may be less suitable compared to a non-centralized
approach, since it is characterized by: (i) increased computational complexity of the FDI algorithms,
since centralized architectures are tailored to handle (multiple) faults globally, (ii) increased commu-
nication requirements due to the transmission of information to a central point, (iii) vulnerability to
security threats, because the central cyber core in which the SFDI algorithm resides is a single-point
of failure, and (iv) reduced potential of scalability in case of system expansion (e.g. building a new
ward in a hospital), due to the utilization of a global physical model or black-box. Moreover, treating
the occurrence of faults in a HVAC subsystem separately may be less efficient, since the propagation

of faults in a distributed control architecture is neglected.
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3.2 Objective

The main objective of Chapter is the design and analysis of a distributed, model-based method for
detecting and isolating multiple sensor faults affecting a multi-zone HVAC systems. Based on the
nonlinear HVAC model presented in Chapter 2.3, we develop a distributed SFDI methodology ex-
ploiting the spatial distribution of the HVAC system; i.e., modeling the HVAC system as a set of
N +1 interconnected nonlinear subsystems X, that correspond to the N zones and the electromechan-
ical part as illustrated in Fig. 3.1a. For each nonlinear subsystem, we design a dedicated local sensor
fault diagnosis (LSFD) agent, which is responsible for detecting and isolating the presence of sensor
faults in a distributed manner. To this end, each LSFD agent uses the input and output measurements
of'its underlying subsystem, as well as the sensor measurements or reference signals of its neighboring
subsystems. The sensor fault detection decision logic implemented in the agents relies on checking
whether certain analytical redundancy relations (ARRs) are satisfied. The ARRs are formulated using
estimation-based residuals and adaptive thresholds, taking into account bounded modeling uncertain-
ties and measurement noise. The distributed isolation of multiple faulty sensors in the HVAC system
is carried out using a diagnostic reasoning-based decision logic applied to a sensor fault signature
matrix. The performance of the proposed methodology is analyzed with respect to sensor fault de-
tectability and isolability [115], characterizing under certain conditions the class of sensor faults that
can be detected and isolated.

The added value of this particular case study is the design of a distributed isolation decision logic
and its application to multi-zone HVAC systems that are inherently distributed systems, where the
interconnected subsystems are characterized by heterogeneous nonlinear dynamics, as well as the
analysis of the different ways that local and propagated sensor faults may affect each subsystem.
Moreover, the utilization of adaptive thresholds ensures the robustness of the proposed method against
modeling uncertainties and measurement noise, excluding false alarms that are not only annoying to

the occupants but also deceptive in emergency situations.

3.3 Design of the Sensor Fault Diagnosis Algorithm

The design of the proposed distributed SFDI technique is realized as follows. Taking into account
the N + 1 subsystems, defined through (2.7) and (2.12), the first step is to design a local sensor fault
diagnosis (LSFD) agent for each of the interconnected subsystems; i.e. the agent M° dedicated to
subsystem X° and the agent M dedicated to subsystem (), I € {1,..., N} [124-126]. Each LSFD
agent has access to the input and output data of the underlying subsystem, while it may exchange
information with some agents. The exchanged information is associated with the form of the physical
and input interconnections. Particularly, the agent M® that monitors the electromechanical part trans-

mits the measurements of S¢{1} to each agent M®, while it uses a priori known temperature reference
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Figure 3.1: Distributed Sensor Fault Detection and Isolation Architecture of the VAV HVAC system.

signals of 0, T € {1,..., N} from the agent M® [29].

The task of M° is to detect and isolate sensor faults affecting S¢{1} and S°{2}. Assuming the
occurrence of multiple sensor faults, two modules are designed in the agent M° such that the j-th
module, denoted by M‘; is dedicated to the sensor S°{j}, j = 1,2, and is responsible for isolating
a sensor fault that affects S°{j}. The task of MW s to isolate sensor faults in S?). However, each
agent M uses the sensor information y; transmitted from M¢, which may be faulty, thus affecting
the decision of M®; i.e., the agent MD may not be able to distinguish between sensor faults in both
S and S¢{1}. Therefore, the decision of the agent M¢ is transmitted to M upon request, after the
time instant that M detects the presence of sensor faults [124]. The decision logic implemented in
M, M and MD T e{1,..., N} relies on checking whether analytical redundancy relations (ARRs)
are satisfied, while every ARR is formulated using estimator-based residuals and adaptive thresholds.
Taking into account (2.1), the structure of every estimator, designed for each agent/module, has the

following general representation:

x(t) = Ax(t) + y(y(®), u(®) + h(y(®), u(®), u=(t), 2 (1) + L (y(H) — Cx(1)) G.1)

where £ € R" is the estimation of x (with £(0) = 0) using the measurements y € IR™, L is the gain
matrix chosen such that the matrix A — LC is stable and z’ € IR is comprised of a priori known
reference signals or measurements of the interconnection variables z. The sensor output is described
by y(t) = Cx(t) + d(t) + f(t), where C € R"™" is the output matrix, while d and f are the noise and
fault vector respectively, corrupting the sensor measurements. The estimator (3.1) is a special case of
the Lipschitz observer designed in [126] and [124], satisfying the corresponding assumptions, while

the stability of the estimator (3.1) is ensured if the pair (A, C) is observable.

3.3.1 Residual Generation
The first stage of decision-making process conducted by the LSFD agents is the generation of residu-
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als. Residuals are features that portray the status of the monitoring subsystem. Any unusual changes
in these features may imply the presence of faults. In this work, residuals represent the deviations of
the sensor data (observed behavior) from the estimated sensor outputs (expected behavior).

The nonlinear estimation model of the module M is selected as in (3.1) with y = y5, A = A°
y = 9%, h = h° and defining ?‘i =% ie.,

T3 (8) = AT () + °(e(t) + HE 5 (), Tr(), Qu(®) + LS (115 () — CSTS (1)), (3.2)

where Ti € IR? is the estimation of T¢ (using the measurements Y1), with initial conditions :.I:‘i 0) =
[0,0]T, L{ € R?*1 is the estimator gain matrix, chosen such that AGL1 = A® — L{(] is stable, C] =
[1,0] and T(t) = [Tr(t),..., T,N(t)]T, where T,(t) includes the a priori known reference signals of
subsystem D Tef{1,..., N}

The residual generated by the module AM¢, is denoted by eeyl € R and is defined as

& (1) = 1fi(t) - CSTS(b). (3.3)

Let us define the state estimation error eeTl ) =T1) —/f’i (); given (2.7), (2.18) and (3.2), the residual

e;’, , under healthy conditions can be re-written as:

e (1) = Cie"h'es (0) + 5 (1)
LA (1)
+f0 Cie™1 " 7 KT (1), T2 (1), Qu(1)) — KE(Y; (1), TH(T), Qu(7)) — L{dS (7) [dT,  (3.4)

where y{ is the sensor measurement defined in (2.18). According to (3.3) and (3.4), the residual 8;1
is affected only by a possible fault in the sensor S¢{1}.

The estimator in the module M, is structured as in (3.1) with y = y5, A = AS,, ¥ = 5 ()5 is the

second element of ), h = 0 and defining TS = %; i.e.,
T5(t) = A To(H) + y5(x(t) + L (v5(t) — T(t)) (3.5)

where ?; € R is the estimation of T75, with initial conditions /fg(O) = 0, A, is the element {2, 2} of
the matrix A® given in (2.8) and L] € IR is the estimator gain chosen such Ai2 = A%, — L7 is stable.

The residual generated by the module M¢, denoted by eeyz € IR, is expressed as:

£6,(t) = y5(t) = T5(0). (3.6)

where 5 is the sensor measurement described by (2.19). Let us define the state estimation error
as SETZ(t) = T5(8) - T;(t); given (2.7), (2.19) and (3.5), the residual &7, under healthy conditions is

re-written as:

> t e —_
e (H) = "' (0) +dy(b) - fo LI (). (3.7)
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According to (3.6), (3.7), the residual €], is affected only by a possible fault in the sensor Se{2}.
The nonlinear estimator implemented in the agent M®, I € {1,...,N} is structured as in (3.1)

with y = yD, A = AD,y =D 1 = kD and defining /fz, =% ie.,

T2,(8) = AOT (1) + yO(yD(1), Qu () + OO D, Qo) + LO (yO () - T (),  (3.8)

where T, € R is the estimation of T,,, I € {1,...,N}, with initial conditions T®(0) = 0 and L® € R
is the estimator gain, chosen such that A(LD = AD — LD jg stable; i.e. LO > AD,

The residual generated by the agent M®_ I € {1,...,N}, is denoted by eg) € IR and is described
by

et =y - T2, (), (3.9)

Taking into account (2.12), (2.17) and (3.8), the residual e(yl), I €{1,..., N} under healthy conditions

can be expressed as:

()] f (O
ety = teP(0) + dD () + fo e 0| () = LOGD (1) + 9 D(Ty, (1), Quy (7))

— YD D (1), Qq, (1)) + H(TE(7), Quy (7)) = KO (7), Quy (7)) |dT, (3.10)

where y(l) and y are sensor measurements described by (2.17) and (2.18), respectively. Based on

(3.9) and (3.10), the residual e(yl) is affected by possible faults in either sensor S¢{1} or sensor S¥.

3.3.2 Computation of Adaptive Thresholds

Due to the presence of disturbances and sensor measurement noise, the observed behavior is typically
not identical to the expected behavior even during the healthy operation of the sensors in the building
zones and electromechanical part. For this reason, the residuals are compared to thresholds that are
designed to bound the residuals under healthy conditions, ensuring the robustness of the agents AM®
and MU, for all I, with respect to various sources of uncertainties. The adaptive thresholds designed
in this work are time-varying functions of measured or computable signals. The adaptive nature of the
thresholds can contribute in reducing the conservativeness in the decision making compared to fixed

thresholds. The adaptive thresholds are computed taking into account the following assumption.

Assumption 1. The modeling uncertainty of YD T e{l,...,N} and the measurement noise of each
—(
sensor S and 8¢{j}, j = 1,2 are unknown but uniformly bounded; i.e., |r](1)(t)| < ﬁ(I), |d(1)(t)| < d( )

a(0| <, 0, 37

and <d,

where 1 , d_;f are known constant bounds.

The bound ﬁ(l) is commonly used for distinguishing between disturbances and faults [51], while

—(I —
the noise bounds d( : and d; correspond to a practical representation of the available knowledge for
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the sensor noise that is typically provided in a given operation range by sensor manufacturers. It is
noted that in the case that time varying bounds ﬁ(l)(t), H(D(t) and E;(t) are available, this information
can be incorporated into the following procedure without significant difficulties.

The adaptive threshold implemented in the module M;, denoted by Eey],(t), j =1,2, is computed

such that

ley, (D] < Eey]_(t), (3.11)

where é (t) is the residual defined in (3.3) and (3.6). Taking into account Assumption 1 and that there

exists a known bound T  such that [T¢(0)] < T , and positive constants p{, &{ such that [C{e AL | <
p‘ie‘éﬂit for all ¢, the adaptive threshold is obtained taking into account (3.4) under healthy conditions
(f{(t) = 0) and Assumption 1; i.e.,
¢
2 () =pe ST +d) + fo pSe i (L8 dy +h (1)) dr, (3.12)

where 1" (£) is computed such that [h(T¢ (£), T (t), Qa(B)) — He(y% (1), T, (1), Qu(®))] < 7 (#); ive.,

pll a Z Qul( ) UCC = Z T+ ]‘CIQCC " dl Z Qaz(t

MCC MCC
where T7, is a known constant bound such that |Tzl(t) — Trl(t)| < Ty, for all .

(3.13)

Taking into account (3.7), the adaptive threshold €, , implemented in the module M¢, is described

by

Y22

t
2, (1) = pse 5T + dy + f phe 500 |15 | dydr, (3.14)
0

where T; is a known bound such that ITS 0) < T;, and pg, ES are positive constants such that |eAeth| <
pée’éét for all ¢t.
The adaptive threshold implemented in the agent MDD denoted by E(yl)(t), Ief{l,...,N},is com-

puted such that
1) < 2P, (3.15)

where e(yl)(t) is the residual under healthy conditions ( f(l) =0,I€{l,...,N}and ff = () defined in
(3.10). Hence, the adaptive threshold Ey)(t) is described by:

t
= _ep= 5D _eg_p) [= PaCpa (=
e‘y”(t) = o0e€"F, 4 +f pDe=¢0E=0) (na) " |L<1>| M”_g’ ( )|Qal T)|)
0 Z] =0
(3.16)

= . = .. 0
where T, is a known bound such that |T,(0)| < T, p(I), ED are positive constants such that IeALI f| <
pDe=£"% for all t, and

lo,ld” (3.17)

Pu pa

(T, Qa) = YO, Q)| <

Pa Patpa

PO, Qu) = O, Qu)l < 376 |Qul 1 (3.18)
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It is noted that the adaptive thresholds defined in (3.12), (3.14) and (3.16) can be implemented

using straightforward linear filtering techniques:

55}1 = pie STy +dy + H(s) [|LS] dy + 1 (9], (3.19)
= p%e SIT, + dy + H(s) |LS| 5, (3.20)

E(yl) — p(I)e—é(l)trI_«ZI + a + H(s) (ﬁ(l) + |L(I)|E(I ) T Hys )[pa ga ( (I) )|Qu1 ] (3.21)
ZI~0

where HO(s) = (a), Iefl,...,N}, Hi(s) = Hi(s) = are stable, first-order filters. Note

s+ée ’ s+ “

that for any signal z(t), the notation H(s)[z(t)] denotes the output of the filter H(s) with z(t) as input,

while s is the Laplace operator.

3.3.3 Distributed SFDI Decision Logic

This section presents the decision making process realized by the agent M° and its modules M7 and
M, and the agent MWD T e {1,...,N}for detecting and isolating multiple sensor faults in a distributed
manner. The decision logic relies on checking the satisfaction of a set of analytical redundancy rela-
tions (ARRs) [22, 34, 118]. In this work, the ARRs are dynamical constraints, formulated using the

residuals and adaptive thresholds.

Sensor Fault Detection

The decision logic implemented in the modules Mi and M, which are included in the agent M°, is
based on the following ARRs:

. =€ ;s —
& E;j(t)’ -~ (H)<0,j=1,2 (3.22)
where €€ and & are defined in (3.4), (3.7) and (3.12), (3.14), respectively. Under healthy

yr° yz Yy y
conditions, the inequality (3.22) is always true, implying that the ARRs & and & are always satisfied.

The module /\/(‘]3 infers the presence of sensor fault f].e, j=1,2, when 8; defined in (3.22) is violated.
The decision of the module Mf]"., j =1,2 can be described by the following boolean function
0, ift<t}

D(h) = j (3.23)
1, ift>£
]

e _ . .|t _ze
tDj = mtm{t : Iey],(t)l eyj(t) > 0} (3.24)
where ], is the time instant of detection. When D?(t) = 1, the module M;, j = 1,2 detects the sensor
]
fault f‘? . Note that as long as D‘f(t) = 0 either there is no sensor fault affecting S°{;} or sensor fault f?

has occurred, but has not been detected by the module M" until the time instant te If De(t) =1, this

implies that the sensor fault f]? is guaranteed to affect S°{ ]}.
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The sensor fault detection decision logic of the agent M"), I € {1,..., N} is based on the following
ARR

g . |g‘;>(t)| ~#m <o, 1ef1,...,N), (3.25)

where s(yl) and E(yl) are defined in (3.10) and (3.16), respectively. Under healthy conditions the ARR
D, I € {1,...,N} is always satisfied. If ED is violated, then this implies that a sensor fault has
occurred in either SU or S¢{1} or both of them. The decision of M on the presence of sensor faults

O or f{ is represented by a boolean function, defined as

0, ift <tV

@) gy — b
DIt = ! (3.26)

1, ift =)

) = min{t (01 - 2P () > 0) (3.27)

where tg) is the time of detection for agent M. When DUD(t) = 1 the agent M®D I € {1,...,N]}
infers that either f7 or £ or both, have occurred. As long as DU'D(#) = 0 either there is no sensor
fault in both S® and S°{1} or sensor faults have occurred, but have not been detected by the agent
MO yntil the time instant tg). If DED(¢) = 1, then it is ensured that at least one of S? and S°{1} is

faulty.

Sensor Fault Isolation

In the context of smart buildings, it is important not only to be able to detect the occurrence of sensor
faults but also to be able to isolate the location of the fault as soon as possible. The agent M° can
isolate multiple sensor faults in the sensor set S° by comparing the observed pattern of sensor faults,
defined as D¢(t) = [Di(t), D;(t‘)]T to the columns of the sensor fault signature matrix F¢, presented in
Table 3.1. The rows of F* correspond to the ARRs &7 and &, while the columns correspond the three
possible combinations of sensor faults that occur in S, i.e. ' = { ff}, , = { ff} and F; = { fi f;}
The j-th theoretical pattern of the matrix F* is defined as F‘; = [F‘i’j,ng]T, j =1,2,3, where P‘;]. =1
if at least one sensor fault of the combination 77]? is involved in the ARR 8;, and Fi”. = 0 otherwise.

Based on the sensor fault signature matrix presented in Table 3.1, all possible sensor fault combinations

are isolable by the agent M°, since there are three distinct theoretical patterns.

Table 3.1: Sensor fault signature matrix F* (¥} = {ff}, 5= {ff} and F; = {ff, fzg})

%%
| 1[0 |1
&lo| 1|1

Assuming the occurrence of multiple sensor faults, the decision of the agent M® is combined

with the decision of the agent M°. Specifically, when M® detects the presence of sensor faults
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(DED(#) = 1), it requests from ME to transmit its decision D7 on whether the sensor S°{1} is faulty
in order to isolate the sensor faults. The reason for the combinatorial process of the decisions is that
the agent M uses the measurements of sensor S for the generation of the residual and adaptive
threshold as well as the formulation of the ARR . Hence, the distributed sensor fault isolation is
conducted by comparing the observed pattern of sensor faults, defined as DD (t) = [D(I'l)(t), Df (if)]T
to the columns of the sensor fault signature matrix FO, I € {1,..., N}, presented in Table 3.2. The
rows of F{) correspond to the ARRs &P and &{, while the columns correspond the three possible

combinations of sensor fault occurrence, i.e. 771(1) = { f (1)}, 772(1) = { ff } and 773(1) = { f O, ff }

Table 3.2: Sensor fault signature matrix F( (Tla) = {f(l)}, ?72(1) = {ff} and 773(1) = {f(l),ff}).

0 0 0
F T | T
ED | 1 * 1

gl o | 1|1

The j-th column of the matrix FD corresponds to the j-th theoretical pattern of sensor faults,
defined as F;I) = [Fg?,F(z?]T, j = 1,2,3 where: (i) F;Ij) = 1, if the sensor fault combination 7—']@
contains at least one sensor fault that can provoke the violation of (or else, is involved in) the ARR of
the g-throw, g = 1, 2 (ii) F;I].) = 0, if none of the sensor faults of the combination ?}(I)is involved in the
ARR of the g-th row, g = 1,2 (iii) F;Ij) = =, if none of the sensor faults of the combination Tj(l) may
affect the sensor set SO, but all of them are involved in the ARR of the g-throw, g = 1, 2. Particularly,
the semantics of Fgl) = = implies that the sensor fault f can explain why &M is violated, but &0 may
be less sensitive to f] than f !, so it may be satisfied although f{ has occurred. This is based on the
fact that the effects of the faulty transmitted information y{ on the residual e(yl) and adaptive threshold
E(;), used in the formulation of &P, depend on the type of interconnection dynamics h), defined in
(2.14). The sensitivity of ARRs to sensor faults is analyzed next.

For isolating multiple sensor faults, the agents M® and M® check the consistency between the
observed patterns D¢(t) and DY(t) and the theoretical patterns F¢ and F, respectively. As long as
D(t) = [0,0]" and DU(t) = [0,0]", no consistency check is realized; otherwise, the result of the
consistency test is the determination of the sensor fault diagnosis set, which contains the diagnosed

sensor fault combinations. Specifically, the agent M isolates sensor faults in the electromechanical

part of HVAC based on the diagnosis set D5(t), defined as
D) = {FL i e T (b)), (3.28)

where I‘b(t) = {i : F‘l? =Dt), i€ {1,2,3}}. The decision of the agent MD Te{1,...,N)}, relies on
the diagnosis set Z)g) (), defined as

D) = {F i e 1Y), (3.29)
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where I%)(t) = [i : FEI) =DW(), ie {1,2,3}}. It is noted that Pgl) = x is consistent to either 0 or 1

Remark: The proposed sensor fault diagnosis methodology has been developed by applying a dedi-
cated scheme with multiple observers, where each observer of an agent/module is driven by a single
sensor (like in M and M) or a set of one local sensor and one sensor in the neighboring sub-
system (as the observer in M® for all I). The isolation decision logic relies on the fact that the
agents/modules are characterized by (i) robustness, i.e the agents are insensitive to modeling uncer-
tainties and measurement noise under healthy conditions, and (ii) structural fault sensitivity, implying
that the agents/modules are sensitive to subsets of sensor faults. Particularly, the agent MY is de-
signed to be structurally sensitive to sensor faults f® and f{> while the modules M¢ and M are
sensitive to sensor faults ff and f), respectively. The residuals are generated using an observer driven
by a set of sensors, while the adaptive thresholds are designed to bound the residual under healthy
conditions. Therefore, when the magnitude of a residual exceeds the corresponding adaptive thresh-
old, this sensor set is isolated as faulty. An alternative decision logic for isolating sensor faults is to
infer that there are faults in a specific sensor set, when the magnitudes of all residuals generated by the
observer, which is not driven by this sensor set, do not exceed the corresponding thresholds [37]. This
decision logic is applied to a generalized scheme of multiple observers or an unknown input observer
(UIO) scheme [76, 135]. In the case of multiple sensor faults, the number of observers in a dedicated

scheme may be less than the number of observers in a generalized or UIO scheme.

3.4 Performance Analysis

The objective of this section is to analyze the performance of the proposed distributed SFDI method-
ology with respect to the sensor fault detectability and isolability of the agents M¢ and M®D, I €
{1,..., N}. Specifically, certain conditions are derived, under which we characterize the class of sen-
sor faults affecting S¢, SO, T € {1,..., N} that can be detected and isolated. It is important to note that
the class of detectable/isolable sensor faults satisfying these conditions are obtained under worst-case
assumptions, in the sense that they are valid for any modeling uncertainty and measurement noise
satisfying Assumption 1. It is noted that in practice, the modeling uncertainty and measurement noise

may not reach the limit (worst-case) of Assumption 1.

3.4.1 Electromechanical Sensor Fault Isolability Conditions

The conditions for guaranteeing the isolation of sensor faults ff and f; by the modules M‘i and M5,

respectively, are stated in the following Lemma.

Lemma 1. Consider that the sensor faults f{ and f; occur at the time instants te1 and t"’z, respectively.

f f:
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(a)  The occurrence of a fault in the temperature sensor of the cooling coil S°{1} is guaranteed
to be isolated under worst-case conditions, if there exists a time instant t* > t?l such that

the sensor fault f] satisfies the condition

Pa a
=X Qal ) (7)
IHGE f Cle AL 0| e fi (1) MecCo ( ; o)At dt >2€€y](t*), (3.30)
f1

where Eeyl (t) is the adaptive threshold, generated by the module M;.
(b)  The occurrence of a fault in the temperature sensor of the chilled water tank S°{2} is guar-
anteed to be isolated under worst-case conditions, if there exists a time instant t* > tj[z such

that the sensor fault f3 satisfies the condition

.
£ - f AL (| > 28 (1), (3.31)

fz

where Eeyz () is the adaptive threshold, generated by the module M.
Proof. (a) Assume that no fault affects S°{1}, i.e. f{ = 0; then using (2.7) and (3.2), the state estima-
tion error of the module M satisfies
Al ¢ P A (-
%NFEH%@+L 107 (4TS (), Tul), Qul)) —HE(TS(x) + (1), T, (1), Qul))
—Lidi (7)) dr. (3.32)

Fort > t; , the residual e‘;l is described by:

e e t
65,0 =Cie"5(iles o)+ i + ) + f Cie"n T ~ L5y - L £ )
f1

+ h(T{(7), T=(1), Qu(7)) — K (T(7) + d(7) + f1(7), Tr(7), Qa(1)) fd. (3.33)

By adding and subtracting the integral ftt CﬁeAil (H)he(Ti(r) +d{(1), T, (1), Qa(1))d7, and using (3.32),
h

we obtain

ey, (1) = €y, (t) + &, (), (3.34)

where e ., (t) equals to the residual under healthy conditions described by (3.4) and e"’ . (f) describes

the effects of sensor fault f7 on the residual & , defined as:

t
e%@:jY?%*%me+ﬂﬂTMQm»

f1

t
=he(T{(1) + di(7) + f{ (1), Ty(7), Qa(”c))) dt + fi(t) —f Cie AL (=0 Lifi(t)dt. (3.35)

fl
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Taking into account (3.11) and (3.34), it yields

|€eyl (t)' Z |g;1F(t)| - |€;1H(t)| 2 |£;1F(t)| - Ei’l(t)' (3.36)

If there exists a time instant t* such that the effects of sensor fault ff on the residual se satisfy the
i ) > 28 (), 1.e. satisfy (3.30), then, based on (3.36), this implies that |€ ()
Syl (t") and the violation of the ARR &]. Thus, sensor fault f] is guaranteed to be isolated by the
module M.

(b) Assume that no fault affects S°{2}, i.e. f; = 0; using (2.7) and (3.5), the state estimation error
of the module M is

condition |8

t
&, (1) = ¢"'es (0) - f ¢TI (). (3.37)
0
Fort > t; , the residual seyz is expressed as:
e AFL (t_te ) e (q4€ e e t AeL (=D e ( re e
e, () =\ TRl () + A + f() - | RIS (f2(x) + dy(v)) dr. (3.38)
tf
£

By replacing &7, (tg ) using (3.37), we have

&y, () = €, (1) + &,.(B), (3.39)

where 8 . (£) equals to the residual under healthy conditions described by (3.7) and 8 - (t) describes

the effects of sensor fault f; on the residual &} , defined as:

t
yzp(t) =) _f 2 T)Lef2 (T)dt (3.40)

fz

Following the same procedure described in (3.36), if there exists a time instant ¢* such that the effects

> 28 ,(t%), 1.e., (3.31) is valid, then

of sensor fault f7 on the residual 8‘;2 satisfy the condition |8eyzp ()

> E;z (t") and the ARR & is violated. Thus, sensor fault f3 is guaranteed to

be isolated by the module M. O

In general, conditions (3.30) and (3.31) can be regarded as a figure of merit, characterizing the
ability of M] and M to capture the occurrence of sensor fault f7 and f;, respectively. Based on
these conditions, we can define the minimum magnitude of sensor fault f7 and f; that are isolable by
the module M‘i’ and M, respectively. Particularly, if ff is constant, i.e. f1 = 01, and at some time

instant ¢*, the constant sensor fault Qi satisfies

2 ()
ol > 3.41
| 1| lw(t)] (34D
where

. Pacpa N

f . Y. Qu(7)
¢ - M Cy a

w(t):l_f ceen I L0 4 =0 e (3.42)

€
tfl 0
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given thatw(t") # 0, the module M is guaranteed to isolate sensor fault f'. Similarly, if £ is constant,
ie. fze = 07, and at some time instant ", the constant sensor fault 6 satisfies

2¢€,,(t)

T
L

# 0, the module M is guaranteed to isolate sensor fault f;.

|65] > (3.43)

. Le e (p+_ge
given that |1 — 52 (1 _ M tfz))
Ly
Taking into account (3.41) and (3.43), we can characterize the minimum isolable magnitude of
sensor fault 9‘;., j = 1,2, with respect to the bound of sensor noise H;, and the selected design pa-
rameters used for the implementation of the estimator in the module Mj (e.g. L’;.) and the adaptive

thresholds (pj., E;).

3.4.2 Building Zone Sensor Fault Detectability and Isolability Conditions

The conditions for ensuring the detection/isolation of f() and f{ by the agent MD_ are stated in the

following Lemma.

Lemma 2. Consider that the sensor faults f; and f D occur at the time instants t;l and tif), respectively.
(a)  Let t;l) < t;l ; the occurrence of a fault in the temperature sensor of the I-th zone SV is
guaranteed to be isolated under worst-case conditions, if there exists a time instant t* €

[t;l), tjfl) such that the sensor fault fO) satisfies the condition
P
Nm—ﬂ”W”NWN ﬁ”%uﬂﬂw>ﬁ%> (3.44)
t 2C
f
(b) Let tj[l < t;l),' the occurrence of a fault in the temperature sensor of the cooling coil S°{1}

is guaranteed to be detected under worst-case conditions, if there exists a time instant

te [tjﬁ’ t;l)) such that the sensor fault f; satisfies the condition

j; AL =) ]f/f M Qu(Df(d] > 280 (), (3.45)
fi Zl

where Ej(/l)(t) is the adaptive threshold, generated by the agent M.
(c)  The occurrence of faults in the temperature sensors S and S¢{1} is guaranteed to be
detected under worst-case conditions, if there exists a time instant t* > max(t( ) te ) such

that the sensor fault f () satisfies the condition

. D _r Pa a e
o) - f“>Mg%mmwf
g 5

O Pu a
y L E=D| L0 D) - ZF Qal(’[)f(l)(’[ dr| > 28 (t"), (3.46)
f
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Proof. (a) Assume that no fault affects SO, I € {1,...,N}, and S¢(1}, i.e. f(I) = fle = 0; based on
(2.12) and (3.8), the state estimation error of the agent M is

t
() = eD(0) + fo D 0 (2) = LOGO(z) + DT, (1), Qo (1)) + KT (T), Qu (7))

= YT, (0) +d (1), Qu (1)) = (T} (1) + 5 (1), Quy (1) fd. (347)

Fort > t;), the residual 8( ) is expressed as:

Dfp_D
Dty =™ (-1 )g¥>(t§f))+dﬂ>(t) + () + " A0 1D () = LOdD ()
f

~ LOFO() + yD(T;, (1), Quy (7)) + HD(TE (7), Quy (7))
— YT, (1) + dD(7) + fFD(7), Qo (7)) — KO(TS (1) + d5(7), Qay (7)) |d. (3.48)

After some algebraic manipulation and using (3.47) leads to
I I I
ety =D 1)+ ), (3.49)

where s(yz(t) corresponds to the residual under healthy conditions described by (3.10) and e(ylz(t) de-

scribes the effects of sensor fault f() on the residual E(yl), defined as:

T Pa pa
e (®) =) - eAL CINLOFO® = J=E-Qu(@f (@) i (3.50)
f
Taking into account (3.15) and (3.49), it yields
I I I I —(
‘s(y)(t ‘ ] 0 ‘ ] D (4 ‘ > ]s;ga)\ ~ D). (3.51)
If there exists a time instant t* such that the effects of sensor fault f) on the residual é() satisfy

(D) 4+

the condition |£yF(t
D) g
et

(b) Part (b) of Lemma 2 can be proved in a similar way to part (a).

> 2£y (t"), implying that (3.44) is valid, then, using (3.51), this entails that

> E(yl)(t*), leading to the isolation of sensor fault f @,
(c)Fort > tjf t;), the residual E(yl) is expressed as:
0y = A ) ey 2 0 (0 " Aol o M40
e,/ () =¢ Ul () +d00) + O + | A0 (0) - LD ()
tE
h

— LOFO(1) + yD(T;,(7), Quy (1)) = YT (1) + dD() + FD(7), Quy (1))

+ hD(T¢(7), Qu (1)) — KO(TE(T) + d4(7) + f1(T), Quy (7)) JdT. (3.52)
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The term eg)(t;l) is determined through the following equation

(] (0]
A1)

t
00 =Py [ AN 00) = L) = LO O + (T (), Q)
f
=Tz (1) +dV (@) + fO(1), Qu (7))

HO(TS (1), Qo (1) = KO(TS (1) + d (%), Qay (1)) fd. (3.53)

Using (3.47) and (3.53) and after some algebraic manipulation, the effects of sensor faults f () and

fi fort > te > t(f) are described as:

e(yIF)(t) :f(D(t) _ €A<)(t— 7) Patpa. PaCpa L (O fe(r)dr — f eAL t-1) L(I)f(l)(,[)

5 MG
_ PGy n
M.C. Qa (D) f(7) dT. (3.54)

If there exists a time instant ¢* such that the effects of sensor fault f(l) on the residual E(D satisfy

the condition e (I)(t*) implying that (3.46) is valid, then, using (3.51) and (3.54), it is

implied that 'e(yl)(t*

e(yl)(t ), leading to the detection of sensor faults f(I) and f]. Following the

same procedure, it can be proved that (3.46) is also valid for ¢ > t;l) > tjfl. O

Using Lemma (2), we may characterize the class of sensor faults f’ D and f{ thatare detectable/isolable
by the agent M with respect to the bounds of modeling uncertainty and measurement noise, as well
as the selected design parameters used for the implementation of the estimator of M® (e.g. LD)
and the adaptive thresholds (p(l), ED). During the design, we can simulate various types of faults,
i.e. various fault functions and profiles, which may affect a single sensor, and seek the minimum
fault magnitude that satisfies the sensor fault detectability/isolability conditions. This analysis can be
performed off-line for calibrating the design parameters before the real-time implementation of the
proposed agents.

Comparing (3.44) to (3.45), we may infer that sensor fault f(l) affects the residual of M® in a
different way than sensor fault f7 in the sense that the effects of f ! are function of f) and its filtered
version that depends on L), while the effects of f{ are the filtered version of f; that depends on the
interconnection function &) only (defined in (2.14). The fact that sensor fault f{ may affect EDina
different way than f (D is exploited in the design of the sensor fault signature matrix F, I = 1,2, by
differentiating F( ) from F(I) Based on (3.44) to (3.45) and assuming constant sensor faults, we may
determine the minimum magnitude of sensor fault f’ () and f{ that are detectable/isolable by the agent

MWD in a similar way as in (3.41) and (3.43).
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For the modules M{ and M of the agent M’, the detectability analysis is equivalent to the
isolability analysis, since each module is dedicated to monitor the status of a single sensor, leading
to the sensor fault signature matrix presented in Table 3.1. Thus, in Lemma 4.1 we characterize the
minimum effects of sensor faults f7(f) and f3(f) that will be isolable by the modules M¢ and M,
respectively, by provoking the violation of &] and &, respectively. In the case of the agent MDD we
distinguish the case of a single sensor fault occurrence and the occurrence of two sensor faults. In the
first case, we characterize the minimum effects of a local sensor fault (f (Y or a propagated sensor
fault ( ff) that are guaranteed to be isolable (i.e. provoke the violation of the ARR &D) by the agent
MW in conjunction with the sensor fault signature matrix presented in Table II. In the second case,
we characterize the minimum effects of both local and propagated sensor faults that are guaranteed to

provoke the violation of the ARR &7,

3.5 Simulation Results

The objective of this section is to illustrate the application of the proposed distributed SFDI method
applied to the class of HVAC systems described in Chapter 2 consisting of eight zones (N = 8) [148].
The operation of the HVAC system is simulated based on equations (2.7)-(2.14). The dimensions
of each zone are 3.5m X 1.75m X 2m. The parameters used for the simulation of X¢ described by
(2.7)-2.11) are: Yeee—0,02815, LT —1 2084 and % ~0.0007, Topo=5, Hecee=0,02815,
P =5 4566107, vag’”g”“’—l 544><10—5 and 730 = 0.006. The function /¢ is defined us-
ing the parameters M p . -=3.932, U“A“ £=0.02815 and p #i.c (Mg = Cpa)(wz — W4g0)=0.0005. The pa-

rameters used for the simulation of the subsystem = I € {1,...,8} given in (2.12)-(2.14) are:

AD = _0.0006, p“c”” = 0.1144, ”Zl &

= 0.0006, T, = 35. The modeling uncertainty n(I)(t)
is simulated as 17 I)(t)— %Y(I)sm(vat), v = 10 and the noise of each sensor is uniformly distributed,
bounded by d 3%YW) and d = 3%Y§, j = 1,2, where YO, Y;, are the steady state values
of y , y?, respectively, under healthy conditions; i.e., controlling the temperatures of each building
zone and the electromechanical part and assuming no uncertainty, the steady state values are defined
when the temperatures converge to the desired reference signals. Here, Y7 = 10, Y5 = 4 and YD =24
for all I.

Eight feedback linearization controllers [74] were implemented, where each controller is respon-
sible for keeping the temperature of each zone at 24°C. A backstepping controller [44] was applied
for maintaining the temperature of the output air of the cooling coil at 10°C. It is noted that every zone
temperature controller uses the measurements of the temperature of the cooling coil, while the con-
troller of the electromechanical part uses the a priori known set points of the temperature of the zones,
as well as the air flow rate (control input) of every zone. Based on Section 3.3, we design nine agents,

one for the electromechanical part and eight for the zones, while the agent of the electromechanical
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part consists of two modules. The estimators of the agents are structured as in (3.2), (3.5) and (3.8)
with estimator gains: LO=3,I€{1,...,8}, Li= [4.97,5.16]" and LS, = 3. The adaptive thresholds of
the agents, defined in (3.12), (3.14) and (3.16), are designed using the following parameters: p{=1
E‘i’:4, pgzl, 5523 p(I) =1 and £D=3.

We have considered two multiple sensor fault scenarios; in the first scenario, the sensors of the
electromechanical subsystem and zones 3,4,5,6 are affected by faults, while in the second scenario,
the sensors in all building zones become faulty. In all scenarios, the sensor faults are abrupt with time

varying fault functions; i.e., ¢{(t) = 15%Y7 + 0.5sin(0.01¢), ¢5(t) = 15%Y7 + 0.5sin(0.01¢) and

qS(I)(t) = 15%Y" +0.5sin(0.01#), I € {1,...,8}. The time instants of occurrence of sensor faults are:
£, = 2000 sec, £ = 2500 sec, tj}) = 3000 sec, tj? = 3500 sec, t(f3) = 4000 sec, tjj” = 4500 sec,
tif) = 5000 sec, t(f6) = 5500 sec, tff’ = 6000 sec and tjﬁ” = 6500 sec.

The results of the application of the distributed SFDI method to the HVAC system are illustrated in
Fig. 3.2-3.5, with Fig. 3.2 and 3.4 presenting the results for the first sensor fault scenario, while Fig.
3.3 and 3.5 for the second scenario. Comparing the observed pattern, D¢(t) = [De ), D¢ (t)]T, where
the temporal evolution of D] (f) and D5(t) is shown in Fig. 3.2a and 3.2b, respectively, to the columns
of fault signature matrix F° shown in Table 3.1, the agent M isolates the sensor faults initially in the
cooling coil and then in the chilled water tank, based on the following diagnosis set: (i) D(t) = {f{},
since D°(t) = F for t € [2000,2500), and (ii) DX() = {f{, f5}, since D(t) = F; for ¢t > 2500.

It is noted that the effects of the sensor fault in the cooling coil on the residuals and thresholds
of the eight agents that monitor the building zones are low and are not detectable by these agents
(see Fig. 3.2c-3.2j). The distinct effects of local sensor fault (') and propagated sensor fault ( s
which are analyzed in Section 3.4.2, can be observed through the simulation results presented in Fig.
3.2¢-3.2j. Based on Fig. 3.2¢, 3.2d, 3.2i and 3.2j, the agents MM, M® M and M® do not detect
the presence of the faulty temperature sensor in the cooling coil, although they use its measurements.
These agents do not also detect the occurrence of sensor faults in the building zones 3,4,5 and 6, but
this is due to the fact that every agent M is sensitive to faults f) and f{ and not to fault f Q. Q=L

Each of the agents M®, M®  M® and M©® detects the presence of sensor faults just after
the consecutive occurrence of the sensor fault in each monitoring building zone, as presented in Fig.
3.2e, 3.2, 3.2¢g and 3.2h. Then, using the decision of M, the agent M®D compares the observed
pattern DU (t) = [D(I (), D¢ (t)] I € {3,4,5, 6}, where the temporal evolution of D, DG, D@D,
DG and DD are presented in Fig. 3.2a, 3.2e, 3.2f, 3.2g and 3.2h to the columns of the sensor
fault signature matrix FD shown in Table 3.2. Given that D(I)(t) =[1,1]" forall I € {3,4,5,6}, the
resultant diagnosis set is DD(t) = {{fD, fi}, f{}. Based on this diagnosis outcome, the agent MD
for all I € {3,4,5,6} infers that the sensor S in the I-th building zone is possibly faulty, because
it cannot conclude if only the sensor fault ff has occurred, provoking the violation of ED or both

f and f () have occurred. On the other hand, in the second fault scenario, where the sensors of all
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Figure 3.2: Decision making-process of M{, M; and MO Tel1,...,8) for isolating multiple sensor faults
that affect the electromechanical subsystem and building zones 3,4,5,6 consecutively. Every subfigure presents
the temporal evolution of the magnitude of the residual (blue line) and the adaptive threshold (green line), as

well as the boolean decision function (red dashed line).

building zones become faulty, but the temperature sensor of the cooling coil is healthy, the agent M®
not only detects the presence of sensor faults but also isolates the sensor fault in the I-th building

zone. This is realized in conjunction with the decision of the module M‘i (Fig. 3.2a). In other words,
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dashed line).

all monitoring agents M@ — M® can isolate in a distributed manner the consecutive occurrence of
multiple sensor faults in all zones (Fig. 3.3¢—3.3j). Particularly, when the agent M® detects sensor

faults, the observed pattern equals to D®(#) = [1,0]", which is consistent with the first column of
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Figure 3.4: Temperature estimation models (magenta dashed line) of M¢, M5 and M®, T € {1,...,8} com-
pared to actual temperatures (blue solid line) of the cooling coil, chilled water tank and building zones, under
healthy conditions and consecutive occurrence of sensor faults in the electromechanical subsystem and building

zones 3,4,5,6.

the sensor fault signature matrix F) shown in Table 3.2, leading to the diagnosis set DD(t) = {fD}.
By comparing the simulation results illustrated in Fig. 3.3c-3.3;j to the simulation results in Fig. 3.2c-

3.2j, it can be stated that the effects of the propagated sensor fault £ on the residuals and adaptive
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thresholds of M® — M® are much lower than the effects of the local sensor faults. Therefore, in
the first sensor fault scenario, we may infer that the occurrence of the local fault f (D is more likely to
have provoked the violation of ED I € {3,4,5,6), than the occurrence of the propagated sensor fault

ff, and characterize the sensor S as faulty for all I € {3,4,5,6} .
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Figure 3.5: Temperature estimation models (magenta dashed line) of M{, M; and MDD Tefl,...,8} com-
pared to actual temperatures (blue solid line) of the cooling coil, chilled water tank and building zones, under

healthy conditions and consecutive occurrence of sensor faults in all building zones.
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The effects of sensor faults on the actual temperature of the cooling coil, chilled water tank and all
building zones, as well as the temperature estimations derived by the modules M, M and agent MO,
I€{l,...,8} canbeobserved in Fig. 3.4 and 3.5. According to Fig. 3.4a, when the temperature sensor
of the cooling coil becomes faulty, the backsteping controller perceives the positive fault variation in
the sensor output as an increase in the temperature and generates chilled water flow rate aiming at
decreasing the actual temperature of the cooling coil. Also, due to this sensor fault the estimation of
the temperature in the cooling coil is ‘faulty’, i.e. different from the actual temperature. When the
temperature sensor of the water tank becomes also faulty, based on Fig. 3.4a and 3.4b, the actual
temperature in the chilled water tank is less influenced compared to the actual temperature of the
cooling coil, while its estimation deviates from the actual temperature less than the estimation of the
temperature in the cooling coil. The occurrence of the sensor faults in the cooling coil and the chilled
water tank is not observable in the actual temperature of the zones and their estimations provided by the
agents M@ —M®_ As expected, the actual temperature of the building zones and their estimations are
directly affected by faults in their temperature sensors (Fig. 3.4e-3.4h and Fig. 3.5¢-3.5j). Particularly,
due to the positive variation in the output of the sensor in the I-th zone I € {1, ..., 8}, the feedback
linearization controller generates air flow rate (control input) aiming at decreasing the temperature
in the I-th zone. Also, in the second scenario, it can be observed that the actual temperatures of the
cooling coil and chilled water tank are not affected considerably by the occurrence of multiple sensor
faults in all building zones (Fig. 3.5a and 3.5b). By comparing the simulation results illustrated in Fig.
3.5¢-3.5j to the simulation results in Fig. 3.4¢-3.4j, we can observe that the effects of the propagated
sensor fault f7 on the the actual temperature of all zones and the estimated temperature provided by

MDD — M® are much lower than the effects of the local sensor faults.

3.6 Conclusions

In this chapter, a model-based, distributed architecture for multiple sensor fault detection and isola-
tion (SFDI) in a multi-zone HVAC system is presented. The HVAC system was modeled as a set of
interconnected subsystems. For each subsystem, we designed a local sensor fault diagnosis (LSFD)
agent, where every agent was dedicated to each of the interconnected subsystems. The distributed
isolation of multiple sensor faults was conducted by combining the decisions of the LSFD agents and
applying a reasoning-based decision logic. The performance of the proposed methodology was an-
alyzed with respect to sensor fault detectability and multiple sensor fault isolability, characterizing
the class of detectable and isolable sensor faults. The proposed SFDI technique may contribute to
the reduction of energy consumption in large-scale buildings, as well as provide a procedure for the
condition-base maintenance, thus reducing unnecessary maintenance work. Moreover the distributed

deployment of the LSFD agents enhances the reliability with respect to security threats, while it is
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scalable for handling additional building zones in large-scale buildings. Simulation results illustrated
the effectiveness of the proposed distributed SFDI methodology in isolating multiple sensor faults in

a HVAC system with a eight thermally separated zones.
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Chapter 4

Distributed Sensor Fault Detection and
Isolation Architecture for FCU HVAC

systems

4.1 Introduction

In Chapter 3, the design of a distributed approach for sensor fault detection and isolation in VAV HVAC
systems is presented. However, the performance of the fault diagnosis methods in the previous chapter
was evaluated in small-scale buildings and the performance was only examined in a HVAC system
with separated zones where the heat transfer between zones (through walls and/or doors) was not
considered in system’s dynamics (see dynamics presented in Chapter 2.3). Modeling the heat transfer
between zones leads to non-linear, non-Lispschitz dynamic terms that can create a more realistic model
and thus less conservative fault detection thresholds. This can improve the detectability aspect of the
algorithm since the modeling error is reduced and moreover can avert any false alarms caused by the
event of an opened door. However, dealing with hard nonlinearities creates challenges with the design

and analysis.

4.2 Objective

The main objective of this work is the design of a scalable distributed model-based method for diag-
nosing multiple sensor faults in large-scale HVAC systems, while taking into account interconnected
building zones through walls and doors. Based on the topology of the HVAC system and the build-
ing zones, the overall system is divided into interconnected subsystems. A sensor set S® collects the
measurements of each subsystem. A local sensor fault diagnosis agent M is designed to monitor the

corresponding sensor set S® and to detect and isolate single and multiple sensor faults based on local
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state estimation obtained using local information and information transmitted from its neighboring
agents (e.g., control inputs, sensor measurements) as illustrated in Fig. 4.1. Each dedicated sensor
fault diagnosis agent MY is comprised of a distributed sensor fault detection module and a distributed
sensor fault isolation module. The former is responsible for detecting the occurrence of sensor faults
in the monitored subsystem and/or its neighboring interconnected subsystems. A local detection sig-
nal is generated by comparing the residual (that corresponds to the discrepancies between the output
and the expected output) with the corresponding adaptive threshold (designed to bound the residual
under healthy conditions). Based on the local state estimation, each agent can detect sensor faults
affecting either the local or the neighbouring subsystems. The distributed sensor fault isolation mod-
ule, which is activated based on the local detection decision, takes into consideration the connectivity
(due to the exchange of information between the distributed diagnosis agents) in order to construct a
fault signature matrix that can eliminate a number of possible sensor faults and under some conditions
can pinpoint the exact location of sensor faults. The performance analysis of the proposed method is
provided with respect to robustness, fault detectability and scalability, taking into account modeling
uncertainties and strong physical interconnections between the building zones that can improve the
fault detectability of the algorithm since the modeling error is reduced and moreover can avert false
detection alarms caused by the event of an opened door. Finally, simulation results generated by the

application of the proposed method to a large-scale HVAC building system show its effectiveness.
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1 Distributed Intelligent Algorithms 1

S R R

Sensor Fault Diagnosis Decisions for Smart Buildings

Figure 4.1: Subsystems of the FCU HVAC system.
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4.3 Design of the Distributed Sensor Fault Diagnosis Algorithm

The objective of this work is to design a scalable distributed methodology for detecting the faulty
operation of the temperature sensors in the multi-zone HVAC system and isolating the location of the
faulty sensors. Faults may occur at an unknown time in one or more building zones or in the elec-
tromechanical part of HVAC. The proposed methodology is designed taking into account the following

assumption.

Assumption 2. For all t > 0, the modeling uncertainties (), )(t) and measurement noise 1°(t),
n(t) are uniformly bounded such that [r(f)] < 7°, r(i)(t)| <77 and [ns(t)| < 7°, |n(i)(t)| < ﬁ(i), for all

ieN.

The above assumption characterizes known bounds on the modeling uncertainty and measurement
noise, which are required in order to distinguish between the occurrence of sensor faults and the
presence of modeling uncertainties and measurement noise.

Based on the network of N + 1 interconnected subsystems presented in Section 4.2a, a bank of
distributed monitoring agents is developed. Fig. 4.2b illustrates the distributed structure of the sensor
fault diagnosis agents (red boxes), dedicated to subsystem ¢ (left) and to each subsystem L, i €
{1,...,5} (right). Every distributed sensor fault diagnosis agent is composed by the following two
modules:

* Sensor fault detection module: Using the available (local and shared) sensor measurements and
control inputs, an estimator is designed based on the known nonlinear dynamics of its monitored
subsystem. A residual, which corresponds to the deviation of the measured (observed) output of
the monitored subsystem from the expected output, is generated on-line. Based on Assumption
2 and considering a healthy system, an adaptive threshold is designed to bound the residual
at every time instant. Both the residual and the adaptive threshold are monitored on-line. The
violation of the adaptive threshold indicates the presence of sensor faults and activates the sensor
fault isolation module.

o Sensor fault isolation module: The local decision about the occurrence of sensor faults is pro-
cessed in combination with the decisions of the neighboring agents, aiming at isolating multiple

sensor faults.

4.3.1 Distributed Sensor Fault Detection Module

The design of the distributed sensor fault detection module includes the computation of residuals and
adaptive thresholds, and the formulation of the sensor fault detection decision logic.

Residual generation The residual €° generated by the agent M® is defined as,
e = y'(t) = Tult), (4.1)
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Figure 4.2: Distributed Sensor Fault Detection and Isolation Architecture for the FCU HVAC systems with

thermally interconnected zones.

where

Ta(t) = (A° = L) Tu(t) + & O)ua(t) + I (), y(8), u() + 1 (Tu(®) + Ly (), (4.2)

where T is the estimation of the state Ty with Ts:(0) = 0, y(t) = [y(l), . ..,y(N)]T, and LS is the
observer gain selected such that (A® — L°) is negative. Let us define the estimation error as e3.(f) =

Tst(t) — Tst(t); then based on (2.23) and (4.2), e, satisfies
£(1) = (A° = L)) + T (Oua(t) + (1) + (1) - L (0°(H) + (1)), (4.3)

with (1) £ g°(Tu(t) — gV (). 15(H) = I (T(t), T(8), u(®) — H(y*(8), y(t), u(t)) and

Ust max
§ == (P(Ta) - Puy), (4.4)
s
T Usz ] i
== U; max n(l) -n®+ @ _ 5 uj, 4.5
e 1, Ui - ) (4.5)

where P is defined in (2.21). Based on (2.32), the residual ¢° defined in (4.1) can be re-written as

e(t) = ef(t) +n’(t) + f5(1). (4.6)

Remark: Given (2.32), (5.1) and (4.3)-(4.5), it yields that €° can be affected by a fault in sensor S°

and/or any sensor fault in S, i € N.

The residual ¢ generated by the monitoring agent M i.e.,
() = O - To(0), (4.7)

where

Tt = (A0 = LO) T,0) + g0 (6), y O O)(t) + O (T (1), Tans(8)) + KOO @), yac () + LOyYO(1), (4.8)
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where Tzi(O) =0, TZ,. is the estimation of the state T, (i-th zone air temperature), yy (f) = [y(j) (j € 7(1'],
and L% is the observer gain selected such that (A(i) - L(i)) is negative for all i € N. Let us define the

estimation error as eg)(t) =T,() - Tzl.(t); then 5(7{) satisfies
() = (A = L9) Q1) + g tyui(t) + ) + 1) - LO (O () + fO1),  4.9)

where g0(t) 2 gO(Ty(t), To,(5) — g0 (1), yO(1)), HO(®) £ hO(T,,(¢), Toc (B) = KOO (1), yac ()

and

g0 =00 (n® -t + fO - ), (4.10)
—. . , N Az . .
WO =p0Y " Agy (T, T2) = w00, y) + Y =+ £), (@.11)
jeki jex;
with
1wy, wy) = sgn(w, — wi)max(ws, wo)/lwa — wi. (4.12)

Based on (5.1), the residual e® defined in (4.7) can be re-written as
D) = D)+ nD(p) + FO). (4.13)

Remark: Given (2.32), (5.1) and (4.9)-(9.13), it yields that the residual £) can be affected by a sensor
fault in S® and/or any sensor fault in S, j € K (sensors of neighboring subsystems) and/or sensor

faults in S°.

Adaptive threshold design: The adaptive threshold €°(t) € R associated with the agent M° is
designed to bound the residual under healthy conditions (all sensors are healthy), which is denoted by

€},(t). Particularly, €},(f) is defined as

ey(t) = 3yt + (), (4.14)

where €7, (f) is the state estimation error under healthy conditions that satisfies (4.3)-(4.5) with f*(t) =

0and fO(t) = 0 for alli € N and y*(t) = Yy, (£), where
yu(t) = Ts(t) +1°(t). (4.15)
Let us define £5;(t) € R the adaptive threshold such that
el (DI < le (D +7° < E(h), V¢ (4.16)

By bounding the solution of (4.3) and using (4.16), it yields

pPa-e
CS

t
() =Tape <t +7° + @ +|L°| ) + f pSe‘CS“‘T)(?(y;(r» |ust (7))
0

+ 2 ) Uuaa (A 470 (o) )dT, (4.17)
ieEN
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where T is a bound on the initial state estimation error such that |€5T(O)| < Ty, p°, C are positive
constants selected such that |e(AS_LS)t| < pse_cst, for all ¢, and the function gs(yﬁ) is defined in (4.20)
and is designed to bound the difference ¢° defined in (4.4) under healthy conditions. Given (2.21),
¢ = w(P(Ts) — P(y°)) where w = usct—::”” and

1+ A(k—Tg), Tut)<x

P(Tg) = (4.18)
1, Tst > K
1+ A(k=12)), v <x

P(y;) = (1+2(-wi). v (4.19)
1, Yy > K

with A = % and k = AT+ T,. The variable Ty is unknown but belongs to a known interval; i.e.
under healthy conditions (f° = 0), (4.15) is valid, so based on Assumption 2, Ts; € [yfq -, vyt ﬁs].
Due to this inclusion, by applying interval arithmetic we have the following cases

1 if y5, <k =7, then Ty < « and [°] = |wA(y}; — Tet)l = lwAn®| < wAW®

2. ifyj, >k + 7, then Ty(t) < x and [g°] = 0
Howeverify® € (kx—1°, x+1°], Ts; may satisfy either Ts; > x or Ts; < k. Thus, we need to investigate
the following cases:

3. ify}, € (k,k + 7’ and Ty <k, then [§°] = |wA(k — T)l

4. if y5, € (i, x + 7] and T > «, then [g°] = 0

5. ifyj, € (k- 7°, k] and Ty < x, then Ig°| = lwA(y; — Tse)l = lwAn®|

6. ify5, € (k =, x] and T > « then [g°] = wAlx — y3,|.
Given that Ty € [y, = 7, v, + 77|, it yields that wAlc — Tul € wA [ = 3, = 7, |k — 5, + 7|
Therefore, in cases 3 and 4 [¢°| < max(|k — Yy -1, [k — Yy +77°|) irrespective of the exact value of T;.
In case 6, since i, € (k—7", k], then k -y, > Oand k -y, < 71°, we have [¢°| = wA|k—y5,| < WATT.

The following inclusion functions give the bound §°. So, in both cases 5 and 6, [¢°] < wAR’. In

summary,

0 JYy > K+ n
@A max (|K -y -7,

s, s

g ()= . - (4.20)

IK—y;ﬁnl) JY) € (1, x + 1]
—S

WAN Sy S K

Similarly, the adaptive threshold E(i)(t) € R associated with the agent M® is designed to bound

|£§?(t)| that denotes the residual under healthy conditions, defined as

eO(t) = ey (1) + nOp), 4.21)
where ng)H(t) is the state estimation error under healthy conditions that satisfies (4.9)-(9.13) with
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() =0, fOt) = 0and f?) = 0 forall j € K; and yO(t) = y (t) where
Y (H) = To(t) + 0. (422)
Let us define Eg)(t) € R the adaptive threshold under healthy conditions such that
e (O < 10, (0] + 70 <E(B), V¢ (4.23)

By bounding the solution of (4.9) and using (4.23), it yields

g0(#) =T, p0e "t 4 P()(—l o LD 7" + 79 + Z az”—(n
H Zip C(l ]éK
f p(z)e (- T)( (5 |u(’)(’[)| + o7 S|u (@) (7)| +p(z)Z‘Ad”—(z)(y(z)(T)/ yg)(”f)))d’[
jeXi

(4.24)

where Tz,. is a bound such that |¢%,(0)] < Tzl. and p(i), (% are positive constants selected such that

eA~L)) < pDe=tt for all t. The function 7 is defined through (4.26)-(4.30) and (4.32)-(4.34)

and is designed to bound the difference 1 = u(T,, T;) - y(i)(yg yg)) where y ) and y(] )

(4.22). Let us define

satisfy

uO(T(B), T2y (1) = x2(Hxa () (4.25)

where 1 = 4 /|TZ — Z1| and xp = sgn(TZj — Tzl.)max(TZi,TZj). Based on Assumption 2 and (4.22),
€ [yg) 7t , y ) 71 ] for all i € N Taking into account the monotonicity of x1 and applying

interval arithmetic, we obtain

xe 307 (4.26)
[Va=p Va+p|, if a(t) > p
X9, 2] = [Viav Bl la =B, ifa(n) <-p 4.27)

[O, ymax (la - |, la + [‘3|)] , if Ja(t) < B

where a(f) = G )(t) yg)(t), p= 7V + 7, Following the same procedure, we have

x2 e [x0, )] (4.28)
[yg) ", y )+ n(])] ifa>p
[0 70] =1 [ -7, —y@ + 7], ifa<—p (4.29)

[min(W), max(W)], if la] < B

W = {—min(wy, w2), — max(w1, wz), min(wy, wp), max(ws, wz)} (4.30)
where wq = yg)(t) +77 and wy = ( )(t) ). Based on (4.25), (4.26) and (4.28), it yields
uO(T, T2) € [V, 3] (431)
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with

X0 = min(Ox®, xOx0, 200, 7%, (4.32)
27 = max(cOx®, 0%, 20k, 7% (4.33)
Using (4.31) and applying interval arithmetic results in g®@ € [)((i) - v(i),)_((i) — v with v@ =

u® (yH, y(fjl)) The upper bound that satisfies [1?)| < y(l)(yH y(P]I)) is computed as

20, 1) = max(x® - 00, [7 - v0)). (4.34)

The adaptive thresholds °(t) and E(i)(t) that are used for sensor fault detection are described by

the following equations.

—s _7 s -t =S ps(l _e_CSt) —S S| =S t s —C(t—1)[=5(4,5
() =Tap’e™" +1 + T(f +|LP|n") + [ poe 8 (1 (1)) lust ()]
0
+ 2 2 U@ 470 <r>|) (433)
zEN
()(1 —_ e_cl Z
70t =T, p0e "t 4+ 70 + p—( LO| 7 479 4 ”_(7))
(H) =Tzp [0 | | ];
f ple et T>(o<l>n(°|u<’><f>| + o) +p0Y A, 104 0(), y(”(f)))
jEK;
(4.36)

where y° and y® are described by (2.32) and (5.1), respectively. The implementation of €°(t) and
E(i)(t) can be realized using linear filtering techniques; i.e. fot pe_c(t_T)Z(T)dT can be implemented as

o C [z(t)] that corresponds to the output of the stable, linear filter —— w1th input z(t).

Remark: Note that under the occurrence of sensor faults, £ () may be affected by a fault in sensor

S° and E(i)(t) may be affected by faults in sensor S and SV for all j € K;.

4.3.2 Sensor fault detection logic

The sensor fault detection process performed by the agents M® and M is based on checking online

whether the following analytical redundancy relations (ARR), denoted by &° and E?, are satisfied

E B <EW), (4.37)

& 0| <), (4.38)

where ° and € are defined in (4.1) and (4.35), while ¢® and 9 are given in (4.7) and (4.36). Hence,
the boolean decision signal D* (correspondingly D) indicates the violation of & (correspondingly
of MY such as D° (DW) i.e. when the threshold & (E(i)) is violated by the absolute value of the

corresponding residual ° (@, i € N).
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4.3.3 Distributed Sensor Fault Isolation Module

When the detection decision signal D® (correspondingly for D®) becomes non-zero, the agent M®
(correspondingly for M®) initiates the fault isolation process, using local and neighboring detection
decision signals.

The distributed isolation procedure applied by each agent involves the comparison of the observed
pattern of sensor faults that may affect the neighborhood of the agent to a number of theoretical pat-
terns, represented by the columns of a sensor fault signature matrix. In the case of the agent M®,
the observed pattern of sensor faults, denoted by ®°(t) € [0, 1]N*!, where [0, 1]N*! denotes a binary
vector of N + 1 length, defined as @°(t) = [D°, DD, ..., DN, Note that D is transmitted to M®
by the agent M for all i € A(. The sensor fault signature matrix F* consists of N + 1 rows, which
correspond to the set of ARRs {&°, EW,.... EM}, and N, = 2N*! — 1 columns that correspond to all
possible sensor fault combinations that may affect the building zones and the storage tank, where the
k-th combination is indicated by ﬁsk, ke{l,...,N.}. The k-th column corresponds to the theoretical
pattern, denoted by Fi and defined as Fi = [Fik, ..., P;]k]T.

In the case of agent MO the observed pattern of sensor faults, denoted by cp(i)(t) € [0, 1]'7(1'“2, is
a vector made up of the detection decisions D*(t), DU(t) and DU(¢) for all j € K. The sensor fault
signature matrix consists of |%| + 2 rows, which correspond to the set of ARRs {&°, 8@} | jek: {S(f)},
and Ngi) = 21Kil*2 _ 1 columns that correspond to all possible sensor fault combinations that may
affect the storage tank, the i-th building zone and its || neighboring zones. The k-th column cor-
responds to the theoretical pattern, denoted by F](j). For example, taking into account the 5-zone
HVAC system shown in Fig. 4.2b, based on which the observed pattern of agent M® is defined as
O3(t) = [Ds(t), DO(t), DA(t), DO(t), DD (1), D(S)(t)]. Moreover, the sensor fault signature matrix
F* of the agent M°® presented in Fig.4.2b, is comprised of 6 rows and 63 columns as shown Table
4.1, which illustrates a part of the sensor fault signature matrix F° considering 6 single sensor faults,
and one possible combination of two simultaneous sensor faults, {f*, f1)}. The assignment B, =1
implies that f (@) necessarily discloses its occurrence by provoking the violation of 1), while F, =
implies that f1) may justify the violation of &°, but & may be satisfied in spite of the occurrence of
the sensor fault (). Otherwise, Fi5 =0, since £® is not involved in &V [130].

The sensor fault isolation process of the agent M® presented in Fig. 4.2b consists of the observed
pattern @) = [DS, D®, D(3),D(5)] and the sensor fault signature matrix F® comprised of 4 rows
that corresponds to ARRs {85,8(4),8(3),8(5)} and 15 columns. Table 4.2 illustrates a part of @

considering 4 single sensor faults and 3 possible combinations of simultaneous sensor faults (i.e.,

U FOLASS, fO) and {f5, FO)).

Remark: The sensor fault isolation process of the agent M®) is realized in the neighborhood of M®

(see Fig.4.2b) since the sensor faults f @ and f @) do not affect the residual generation of M® (see
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Table 4.1: Part of the sensor fault signature matrix of the agent M° showing in Fig. 4.2b

fe f(l) f(2) f(3) f(4) f(5> {fs, f(l)}

85 1 * * * * * 1

EDV*| 1| *|*]00] 1

ED| x| = | 1| * || * *

EO| x| = * 1 % * *

ED[xl oo * |1 |*] =

8(5) x| 0 * * * 1 *

Section (20)-(24) with K3 = {3, 5}).

Table 4.2: Part of the sensor fault signature matrix of the agent M® showing in Fig. 4.2b

fe f(4) f(3) f(5) {fs, f(4)} I, f(3)} i, f(S)}
ES 1| * | * | * 1 1 1
ED|*]| 1 * | % 1 % *
8(3) k| % 1 * * 1 *
8(5) x| % * 1 * * 1

The outcome of the online comparison of the observed fault pattern @° to the N, theoretical fault
patterns F5, k € {1,...,N.}, and the observed pattern ® to the Néi) theoretical patterns Fg), g €
{1,..., Néi)} is the diagnosis sets Y*(t) and Y(t), which are determined as

v ={F:ie ry®) YO0 ={FPie 191}, (4.39)

with 73.(t) = {k: F; = @%(t), ke {1,..., N}y and I9() = [k : F¥ = 00(t), ke (1,...,NP}}. The

diagnosis sets contains all the possible fault combinations.

4.4 Performance Analysis

In this section we study the performance of the proposed sensor fault diagnosis architecture with
respect to robustness (i.e., the ability to avoid false alarms in the presence of modeling uncertainty
and measurement noise), detectability (i.e., the ability to detect faults in the presence of modeling
uncertainty and measurement noise) and scalability (i.e., the ability to be easily modified in the case

of increasing the number of zones).
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4.4.1 Robustness analysis

The property of robustness refers to the ability of the agents M°® and M®, i € N to avoid false alarms
in the presence of the modeling uncertainties 7°, 7D and measurement noise #n°, . in the absence
of either local and propagated sensor fault. The robustness is accomplished by guaranteeing that the
ARRs & and &Y, respectively defined in (4.37) and (4.38), are satisfied, i.e. the magnitude of the

residual remains below the adaptive threshold, under healthy conditions.

Lemma 3. [f there are no faults affecting the sensor in the storage tank and all the sensors in the
building zones, the ARR &’ is guaranteed to be satisfied and the agent M° does not raise any false

alarm in the presence of the modeling uncertainty r° and measurement noise n° and n® for alli € N.

Proof. If f5(t) = 0 and f®(t) = 0 for all i € N then the residual 5() is equal to &;,(f) defined in
(4.14) and the adaptive threshold €°(t) is equal to €};(t) defined in (4.17). Therefore, (4.16) is valid
and the ARR &° defined in (4.37) is guaranteed to be satisfied. The robustness property is guaranteed

based on the design of the fault diagnosis architecture. O

Lemma 4. [f there are no faults affecting the sensors in the storage tank and the building zone i, as
well as the | K| sensors in the neighboring building zones, the ARR &Y is guaranteed to be satisfied
and the agent MY does not raise any false alarm in the presence of the modeling uncertainty ') and

measurement noise n° and nY) for all i € (% U {i}}.

Proof. If f5(t) = 0 and fO(t) = 0 forall i € {; U {i}} then the residual e?(t) is equal to 8g(t) defined
in (4.21) and the adaptive threshold E(i)(t) is equal to E}?(t) defined in (4.24). Therefore, (4.23) is valid
and the ARR &% defined in (4.38) is guaranteed to be satisfied. O

4.4.2 Detectability analysis

This section contains the analysis on the detectability of the proposed distributed sensor fault diagnosis
architecture where we analyze the ability of the agents to detect local and propagated sensor faults.
Specifically, certain conditions are derived, under which we characterize the class of faults affecting
the sensors in (2.32) and (5.1) that can be detected. It is important to note that the class of detectable
sensor faults satisfying these conditions is obtained under worst-case assumptions, in the sense that
they are valid for any modeling uncertainty and measurement noise satisfying Assumption 2. The
analysis is divided into two parts; the sensor fault detectability analysis of agent M® and the sensor

fault detectability analysis of agent M®, i e N.

Sensor Fault Detectability of agent M°

The residual ¢° described by (4.1) (or (4.6)) and the corresponding adaptive threshold €° of (4.35) are

sensitive to any fault that may occur in the sensor of the storage tank (local sensor fault) at the time
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instant £, or in the sensors of the building zones (propagated sensor faults) that may occur at the time

f’
instances t;), i € N. Under faulty conditions, £ and €° can be expressed as
e (t) = e (t) + €x(b), (4.40)
E(t) = ey(t) + e (t), (4.41)

where ¢}, (defined in (4.6)) and €} (defined in (4.17)) are the healthy parts of ¢° and &, respectively,
and &} and €} are the faulty parts of ¢° and €°, respectively, which include the effects of faults [130].
Given (4.16), (4.40) and (4.41), sensor faults are guaranteed to be detected if there exists a t* such

that
|es ()| - E(t%) > 285(t). (4.42)
Condition (4.42) guarantees the violation of ARR &° given in (4.37). The sensor fault effects ¢} and

€} can be characterized taking into account the occurrence of:

+ alocal sensor fault f°(¢) for t € [tS,mm {tjr)})

« propagated sensor faults f@(t) for t € [mm {9y, ) < #s

fv f f
* both local f°(t) and propagated sensor faults f(l)(t) fort > max(tj: mjavx{ ;l)})
Lemma 5. A4 sensor fault f° affecting the temperature sensor S° at the time instant t

s ) with max {t
ieN

S

f

is guaranteed

to be detected by M, if there exists a time instant t* € (t°,, m/i\r/l {tﬁf)}) such that,
1€

#*

285,87 <| () + f M — L2 (1) + 2’““" (Pe(i(0) = Ps(yi(0) + £()) us(0)

fr

_ds Z U maxui(T) f5(7) JdT —f; piet T ((g (5,(7) + (1)) §S(y;(’f)))|ust(’c)|)d’£,

St jeN

(4.43)
where yf;, is defined in (4.15).
Proof. Under healthy conditions the residual ¢° equals to ¢}, defined in (4.14), where the state esti-

mation error under healthy conditions €., corresponds to the solution of (4.3), taking into account

TH
that f5(f) = 0 and f@(t) = 0 for all i € N and y°(t) = y3,(t) where v}, is defined in (4.15); i.e.,

t
€5 (t) = €3 y(0)e T + f E(AS_LS)(t_T)(i’S(T)+ Usé’”“" (Pu(Tar(1)) = Puly (1)) ()

0

- L) + 22 ) UpnO(0) - S(T))u@(f))df. (4.44)

Cat ieN
where &% ,(0) = €3.(0). Assuming local sensor fault (f°(f) # 0 and fO(t) = 0 for all i € N), the state

estimatlon error is given by the solution of (4.3) fort > #°; i.e.,

g;(t):e;(t;)e‘”‘“)(t‘*?h j; e(AS_LS)(t_T)(YS(’()+ UZ’““" (Pu(Tut(n)) = Pulwy(0) + £())) use(7)

f st

“SZZUIW(W(T) (1) — f(D)ui(t) — L'n’(1) = L°f° (T))dT (4.45)

St ieN
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Based on the sensor output 2.32 and the fault model (2.67), ¢ (t“}) = ET H(t ). By using (4.44) for
t= tj[ in (4.45) it yields

£5(t) = &5 () + f AN T)( L () e = (Pl (1) = Polyy(@) + £(0)) i (1)

f

- Z Ui f( T)ul(’c))d’c (4.46)

1€N

Combining (4.6), (4.14) and (4.40) result in

ep(t) = (t) — ey (t) = ex(t) — EST,H(t) + f5(t) (4.47)

By introducing (4.46) in (4.47), we obtain

t
() = () + ft e<A“—”><f—T>( L5 (a) + = (Pl (1) = Palyiy(@) + £(0)) (1)
f
_ = Z u; maxfs(T)ul(T))dT (4.48)
zeN

The effects of sensor faults on the adaptive threshold can be determined using (4.17), (4.35) and (4.41)

as

() =T (D) —y(t) = f ple T)(gs(in(TH (1) = §(5(0) | lust ()] d. (4.49)

Based on the sensor output 2.32 and the fault model (2.67), f°(t) = 0 for t < tj[ implying that

ff p’e —Clt- T)( (v (D) + f5(7)) - (y;(’c))) |ust(T)| dT = 0. Thus (4.49) becomes

O ft p°e I (15, (0) + £5(1) — T (W5 (D) lust (D] d. (4.50)
f

Introducing (4.48) and (4.50) in (4.42) leads to (4.43). O

The conditions for guaranteeing the detection of (possibly multiple) propagated faults that affect
the sensors located in the building zones by the agent M® is analyzed in Lemma 6. It is worth noting
that the propagated sensor faults f @) can affect the residual &° defined through (4.3)-(4.5) and not the
adaptive thresholds €°(t) defined in (4.35).

Lemma 6. Sensor faults f O affecting the temperature sensors SO in the building zones at the time

instances t}) are guaranteed to be detected by M, if there exists a time instant t* € (m}l\r{l{ ;)}, t})
1S
with max {t( )} < 15 such that,
ieN f
t*
p— a S S * H
28, (H) < | = Z ﬁ T fO (i) (4.51)
Fien tf

Proof. Under healthy conditions the residual ° equals to &}, defined in (4.14), where the state estima-

tion error under healthy conditions ¢, ., is defined in (4.44). Let us consider two propagated sensor

TH
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faults in e.g. zone 1 and zone 2, where sensor fault f) occurs at tj}) and sensor fault f@ occurs at

D, £2)

t? with 1V < #?. Based on the state estimation error dynamics given in (4.3), e7.(t) for t € [t £

f f f

is given by

s s (A5—L9) =t g S_1(t=1)| s Us ,Max S
&(t) =e3(t e (=), ﬁ e )(r (1) + =2 (Po(Tt(0)) = Ps(y (1)) st (@)

¥ st

LsnS(T Z Ul mux(n (T) S(T))u (T) + C ul maxf(l)(T)ul(T))dT (4-52)
zeN

while for t > t}z) &7 () is expressed as

s_Js 2
) = ey (@) ) f

(2)
fr

(ALYt T(ﬁ( )+ ZW (Pu(Ta(1) = Pu(yy(1))) s ()

L s Z Ui max(n () = n°(0)ui(t) = L (1) + i(ul e fO (@1 (T) + Uy maxf(Z)(T)MZ(T)))dT

tieN
(4.53)
By using (4.44) for t = t}z) in (4.52), and then using (4.52) for t = t;z) in (4.53) it yields
t S_Ts
e(t) = €54 (b) 4 &z Ct ﬁ ) eI o fO(T)ug (T)dT

t
f

+ ﬁ €4 TN O U e fO (D () | (4.54)

fy

¢y

Equation (4.54) is also valid in the case that 2 < D 1f we perform the same mathematical manip-

f f
ulations, we can obtain that the state estimation error £3.(f) for f € (min {t ( }, ) with max { t(z)} <t
ieNn [ ieN  f f
is described by
er(t) = e + = Oz Z ﬂ , e g fO (Dui( DT, (4.55)

zeN

By combining (4.47) with f° = 0 and (4.55), the effects of propagated sensor faults on the residual

are described by
¢
a S_TS\(f— i
ext) = Ciszt Z ft;) AN, o FO (D)) d . (4.56)
Using (4.56) in (4.42) and given that £;(t) = 0 leads to (4.51). m|

Lemma 7. The sensor faults f° and f(i) that occur at the time instants tj[ and tj[i), respectively are
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guaranteed to be detected by M, if there exist a time instant t* > max(t°,, maNx {t(fi) 1) such that,
1€

t*

25;1(1&*) < fs(t*) " f | (Ag —L5) ( _T) Lsfs( ) st max (Pmax - 1)ust(T)fs(T)

max(tsf,r};eﬁ( {t;l) ) CstATmux

ﬂsz (i) s
+ 2 ), Uimacti@ (£0(0) - f(0) e

jeEN
1 .
- f oo P “‘”((?(z/z(w + ) = F W)l (o) )da (457)
max(t;,rir;;a\;({tf h
The proof of Lemma 7 is not provided, but it can be obtained similarly as in Lemmas 5—6. Lemma

5-7 provide certain conditions that characterize analytically the class of local and propagated sensor

faults that are guaranteed to be detectable by the agent M®.

Sensor Fault Detectability Analysis of agent M®

The residual € given in (4.7) (or (4.13)) and the corresponding adaptive threshold D of (4.36) are
sensitive to any faults that may occur in the building zone i (local sensor fault) at the time instant t(i),

or in the sensor of the storage tank at the time instant 5, or in the || neighboring zones (propagated

t(]) =(@)

e j € K;. Under faulty conditions, ¢ and &

sensor faults) that may occur at the time instances

can be expressed as

et = D)+ D), (4.58)

() = e + D), (4.59)

where eg) (deﬁned in (4.13)) and Eg (defined in (4.21)) are the healthy parts of ¢) and E(i), respec-

g are the faulty parts of ¢ and E(i), which include the effects of faults. Given

tively, and 8 ) and o
(4.23), (4.58) and (4.59), sensor faults are guaranteed to be detected if there exists a time instant £*

such that

%)

~ () > 280 (). (4.60)

Condition (4.60) guarantees the violation of ARR & given in (4.38). The sensor fault effects eg) and

E(Fl) can be characterized taking into account the occurrence of:

* alocal sensor fault f(i)(t) for

te [t() mln(mm {t( Lt ))

* propagated sensor faults f ()(t) for t € [min {t(i)}, £2) with max(max {t(j )}, ts) < ¥
jex; [ S jex; | f

« both local f?(t) and propagated sensor faults f5(t), fU)(t) for t > max(t;]) tj(, max{ }1)})
The proofs of the following Lemmas 8—10 are not given, but they can be obtained s1rn11arly as the

proofs of Lemmas 5-6.
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)
f

Lemma 8. The sensor fault f O affecting the temperature sensor SO at the time instant " is guar-

anteed to be detected by MY under worst-case conditions, if there exist a time instant

t* e [t} ,mm(mm {t;)} ££)) such that,

28 () <|fO) + f A1) ( O fO@ui(r) +p? Y Ag, (1O, ) ()
f

jeKi

@+ fO@), Y () - L(”f‘”(f))df

>

, pe 00y Ay ( Oy + FO), y () — B0 (2), 4 (T)))

b jeKi

Lemma 9. The sensor faults f° and f () occur at the time instants 5. and tV ), respectively, are guaran-

f f

teed to be detected by MY under worst-case conditions, if there exist a time instant t* € [min {t( )} g )
JjeKi

with max(max {t(])} £) < 9D such that,
jeKi f f

*

. t S
2% () < f {(,)}e“(”‘””)“‘”( o £ () +p0 Y Ag, (1O (0, 57 (1)
min {t"

jeX; ]E(](
(z)(y(l)(,[ (]) ,.[) +f(])(,.[)))
t*
Z Zij f(])(r))dr - f . p(i)e_c(i)(t_T)p(i)
i=C min {t/)
x Y Aq (FOG@, v @) + FO) - FOWR@, v o) Jir

jEK

Lemma 10. The sensor faults f9, f* and f occur at the time instants tﬁt) tj( and t;]) respectively,

are guaranteed to be detected by MY under worst-case conditions, if there exist a time instant t* >

(]) tS

()
£ f,max{t ) such that,

max(t

t*

280(*) < [ + f

() 4s (O]
max(tf ,tf,rlxéilx {tf N

e(A(z‘)_L(i))(t_T) % (G(i)(f(i)(T) — F(0)ui(t) + p(i)ZAdij

j€ki
x (O, v () = 1@ + FD), 31 (1) + F(0)))

t* .
Z l]f(]) L(Z)f(l)(’l'))d"[ _f ' ‘ p(z)e—C(l)(t—T)

() 4s (@)
]€7< max(tf /tf/rl[;?\;( {tf })

xpY A (FOG@ + £, 1 0 + £00) - T, v o) e
jEK;

Lemmas 8—10 provide certain conditions that characterize analytically the class of local and prop-

agated sensor faults that are guaranteed to be detectable by the agent M.
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Remark: The detectability conditions obtained in Lemmas 5—7 and 810, give an indication of the
class of local and propagated sensor faults that are guaranteed to be detectable by the agents M°
and M@, respectively, based on the system’s available parameters and proposed algorithm’s design
parameters. However, due to the non-linear and switching terms in systems’ dynamics, the aforemen-
tioned conditions depend on real-time signals; thus, obtaining off-line predefined, fixed conditions is

not possible.

The above issue can be addressed by creating a Monte-Carlo analysis, examining the detectability
performance by varying the sensor noise, modeling uncertainty and observer design parameters (see

simulation-based analysis presented in the Section 7.4.)

4.4.3 Scalability analysis

This subsection provides a discussion on the scalability of the proposed distributed sensor fault di-
agnosis technique in the case that the multi-zone HVAC system is enlarged with respect to the num-
ber of building zones. For example, a new building zone may be constructed, whose temperature is
monitored by a sensor and controlled by a fan-coil unit. In the following analysis we consider the
aforementioned example. A similar discussion can be considered for the case that some buildings

zones are removed.

j"Heat Pump \[7omeT Zone 2 [E e Z (1) B m y(l.)/\/t(l y(z)4_
175 u 1 — v (2) T
Ol @ gl || T 2@ | M -
Condenser| [ [Zone 3 Ugt I g . « st W I -— y®
S 3 s 3
1= uzg >Zlme5 i Z U, Z; ) I i M 5 I( ) In
Zone 4 usg _» - ) (5) Us = — (4 (5)
‘ “4% U T 2(4) ) Al y M(4). e ¥
.S,E‘,’,‘,',",‘,S?I?'!!?
6 4_ 6)<—
z M‘
(a) (b) (c)

Figure 4.3: Reconfiguration of the distributed sensor fault diagnosis architecture for the enlarged HVAC sys-
tem. The 6-th zone (green floor) is added to (a) which is connected to the 5-st zone. In (b) and (c) the reconfigu-
ration of the network of interconnected subsystems and the reconfiguration of the sensor fault diagnosis agents
are presented, respectively. Green color denotes the added components/subsystems/agents while the purple

color denotes the modified components/subsystems/agents.

Consider that a 6-th zone is constructed next to the 5-th zone of the HVAC system shown in Fig.
4.3a, while there is a door (and walls) connecting the two zones. The 6-th zone is comprised of a
temperature sensor and a fan-coil unit connected to the central electromechanical part. Given the
architectural/thermal parameters and the manufacturing properties of the fan-coil unit installed in the

new zone, the subsystem X© (green box in Fig. 4.3b) is defined according to (2.26) with i = 6
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Figure 4.4: Reconfigured agent M®. The gray boxes and arrows denote the plugin blocks and signals added
to the existing agent M® at t > t,,, with yg, = {y@,y®, y@}.

and K = {5}. The equations in Table 4.3 describe the modification of the existing HVAC model
according to the physical variation of the HVAC system for ¢ < t,,,, where t,, is the time at which the
HVAC system is enlarged. Note that x° and x® collect the dynamic terms of the electromechanical
part and the 5-th zone, respectively. The agent M© is designed based on (4.7), (4.8), (4.36) and

Table 4.3: Model variations after the enlargement of the HVAC system.

s st = xX’(Tst, T, M) + &= u6 max(Tst — z(,)ué

2O, K =12,3,4} | Tay = xOTas, Tst, T, us) + Ciﬁaziézrz6 +pO Ay 1T, Tey)

Table 4.4: Design plug-in blocks to the Sensor Fault Diagnosis scheme.

M & e <+ 80

N

S = ys —Ts — j\—‘sl‘(6)

(95}

st(6) (A* = L) Toye) + 2= = U max(y° = — ¥ ©)us,
st(6)(ten) =0

_ s w4
5(6) _ fte pse—C (t—T)%UQmm(nS + n(6))|u6(’[)|

MO | EB |€(5)| <&® 4540
€)= 4O _ T _ Ty
Tss = (A® ~LO) s + oz y© + pOAg 1O, y©),

Ts6(ten) = 0

—(56 t —O) (- —5 O 1-¢) a5 (6
z00) — fte p(5)e Ot T)p(5)Ad5,6‘u( )(y(S),y(é)) 4+ P = Ci; 7©

(4.38). Only the agents M® and M®, presented with purple boxes in Fig. 4.3c, should be modified
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Figure 4.5: Down-view of a 83-zone building. Red squared boxes denote the zones with the faulty sensors.

Table 4.5: Design parameters of the 83-zone HVAC system: zones 1-5 (1% apartment), 81 (left stair hall) and
83 (corridor).

’ Parameter Value ‘ Unit ‘
{Cst, Czy, Cay, Coy, Coy, Cog, Cagy, Crgs } { 8370, 29.96, 57.71, 54.38, 26.63, 26.63, 3819, 30557} | kJ/°C
(U, max Uz max, U3 max, Us maxs Us max, U1 max, U3 max) {3700, 7125.9, 6714.8, 3700, 3700, 7400, 59200 } kg/h
(a2, 02y, 825,82y, Ozg, Ozg , Az, | 740 kJ/h°C
{0205, 82, 5,825, 02y 5, 025 4, 025 5 ) 50 kJ/h°C
{Aw,, Awy s Aws, Ay Aws, Awgy s Awgy ) {31.21,43.69, 54.09, 29.72, 29.72, 45.74, 297.24 } m?
VAdyar Adygr Adsar Adssr Ady 1 Adgy 53} 1.951 m?

based on a plugin process shown in Table 4.4. The existing estimator and adaptive threshold of these
agents (M° and M®) are not modified but some new plug-in blocks are added. For agent M®), the
plug-in blocks are illustrated with gray color in Fig. 4.4. This allows to scale the sensor fault diagnosis
scheme even without re-designing any agents of the 5-th zone HVAC system. The scalability property,
which is possible due to the distributed monitoring architecture of the proposed scheme, is important
in large-scale systems since it allows the evolution of the HVAC with additional zones without having

to redesign the overall system.

4.5 Simulation Results

The objective of this Section is the evaluation of the proposed distributed fault diagnosis method ap-
plied to a large-scale building. Let us consider a 83-zone HVAC system whose down-view is presented
in Fig. 4.5. Table 4.5 provides a list of parameters for the 83-zone HVAC system. Asshown in Fig. 4.5
the building consists of 16 apartments (5-zones each), 2 stair halls and 1 corridor. The structural prop-
erties of each apartment are the same, hence the Table 4.5 contains the parameters of one apartment
(i.e., zone 1-5), one stair hall (i.e., zone 81) and the corridor (i.e., zone 83). The remainder param-
eters of the 83-zone HVAC system are: ag; = 12 kJ/kg°C, a5, = 0.6 kI/kg’C, Ustmax = 27.36 X 10°
kJ/°C, Pyax = 3.5, ATy = 45 °C, h = 8.26 W/m?°C, Ty =20°C, To = 5°C, Ty = 5°C

and Ty = 10°C, i € {1,...,83}. Moreover, the specific heat capacity of air at constant pressure is
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Figure 4.6: ARRs of agents M° and M7, j € M. The residuals ¢° and ¢ (blue line), adaptive thresholds &°

and g7 (red line) and boolean decision signals D* and D') (green dotted line) for j € M are presented.
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Figure 4.7: Temperature responses for subsystems -° and ) for all j € M. The temperature reference points
v, P yx } (black dashed line), the sensor measurements y°, y(j) (green solid line), the temperatures Ty, T7; (red

dashed-doted line) and the estimations Ty, TZ]. (blue dotted line) of subsystems £° and =) for all j € M.
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Cp, = 1.004 kJ/kgK, the specific heat capacity of air at constant volume is C, = 0.717 kJ/kgK, and
the air density is py, = 1.225 kg/m3. The modeling uncertainty associated with each subsystem is
modeled as 7*(t) = 5%T,; sin(0.1f) °C and r(t) = 5%T sin(0.1¢) °C, i € {1, ..., 83}. For simula-
tion purposes, the noise corrupting the sensor output is simulated by a uniform random variable with

n(t) = [~ B%yref, 3%y, f] and n(t) = [-3% y(lf, 3°/y f] where yief
temperatures selected as 7, ref = =55°C and y(l) =24°C,ie N ={1,...,83}. The design parameters

and yi?f are the set points of

of the fault diagnosis methodology are selected as follows: L° = 5, p° = 1, C° = 40, L® = 5, for
allie N, pW =1.1,(W =22, je D ={il5i,i € {1,...,16}}, ¢V = 15, j € N'\ {D U {81,82,83}}
and L&D = 12 = [83) = 15 pBD = 562 = 43 = 1.1, (D = {62 = (B3 = 12, The 83-zone
HVAC system is simulated for 4 hours with initial conditions T(0) = 30 °C and T,(0) = 22 °C,
i€f{l,...,83} and a single fault scenario is executed with multiple simultaneous sensor faults such
as fU‘)(t(ff)) = —15%y§ff at ) = 2, j € T = {2,18,27,42,57,58,60, 73,83}, where J contains the
indices of the faulty temperature sensors. The zones with the faulty sensors are indicated with a red
square in Fig. 4.5.

In Fig. 4.6 the ARRs of the sensor fault diagnosis agents M® and M), j € M, are presented,

where M is the set of indices given by
M =1{2,17,18,27,42,43,57,58,59,60,72,73,81, 83}.

Note that due to space limitation we have not included the results of all 83 agents. Specifically, each
plot of Fig. 4.6 contains the residuals &°, e, the adaptive thresholds e, 7 and the decision detection
signals D°, DU), j € M. Note that sensor fault diagnosis agents MO M) AT M@ AG7)
M8 AO0) A7) and M®3) detected the corresponding local sensor faults, while the remainder
agents M° and M), j € N\ J do not detect any sensor fault. From Fig. 4.6 it can be noticed that
the adaptive threshold in (4.35) is affected by the local sensor faults, while the adaptive thresholds in
(4.36) are affected by both local and neighboring sensor faults.

Every agent that detects sensor fault activates the isolation process (see Section 4.3.3). For exam-
ple, for the sensor fault isolation process executed by the agent M© the sensor fault signature matrix

F(®0) is designed and a part of it is presented in Table 4.6. The observed pattern ®©0 at t = 2.015 h is
@9(2.015) =[D*, DY, D5 D7) DE&) P9 D(E3)]

=[0,1,0,1,1,0,1], (4.61)

and is compared to all theoretical patterns given by the columns of the sensor fault signature matrix

F0) and the agent M©? contracts the diagnosis set Y0

Y(60) — f(60), f(58), f(60,57)/ f(60,78)/ f(60,83)/ f(57,58)/ f(57,83)’ f(58,83)/ f(60,57,58)/ f(60,57,83)/

f(60,58,83)’ f(57,58,83)’ f(60,57,58,83)}, (4.62)
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where f@) represents fi) = {f®, D}, Note that M©® can be affected by 2Kel2 — 1 = 127

combinations of sensor faults, however the diagnosis set Y narrows down the combinations to 13.

Table 4.6: The sensor fault signature matrix of the agent AM(©"

fs f(60) f(55) f(57) f(58) f(59) f(83) f(60,57,58,83)
E 1] * * * * * * *
E60) | | 1 * * * * * 1
EN#E| = 10|00 * *
ENxl x o | 1| *]0]0 1
EGO| x| = 0 * 1 % % 1
EOCN | *| * 0 0 % 1 * *
EB | *| * * 0 * * 1 1

0)
ie f? Yy ref
y(f) (green solid line), the actual temperatures Ty, TZ], (red dashed-doted line) and the estimations

Fig. 8.3 presents the reference points y (black dashed line), the sensor measurements 1°,
To, sz (blue dotted line) of the subsystems X, (), j € M, respectively. It is noted that for those
subsystems that the sensor fault occurs locally (e.g., f (M is the local sensor fault of (1) the actual
temperature (red dashed-dotted line) deviates from their corresponding reference point (black dashed
line). Furthermore, it can be observed that also some zones with healthy local sensor are affected by
sensor faults occurring in sensors of neighboring subsystems. For example, the temperature in subsys-
tems L(17), £(43) and = deviate from their corresponding reference point although there is no local
sensor fault. This is due to the distributed control scheme that is implemented, where each controller
aggregates local and neighboring sensor measurements in order to obtain the local control input, thus
the temperature of a zone can be affected also by neighboring sensor faults. Also it is worth mention-
ing that the corresponding neighboring monitoring agents of the affected subsystems (i.e., (17, 2(43),
Y59 as illustrated in Fig. 4.6 do not detect the sensor faults occurred in their neighboring subsystems
(ie., X°, ), j € M). This is due to the fact that the ARR of each distributed sensor fault diagnosis
agent is more sensitive to the occurrence of the local sensor fault and less sensitive to the occurrence
of a propagated sensor fault. Further, we can observe that even if the actual temperatures of X.(17),
Y43, 59 are affected by neighboring faults (i.e., do not track their corresponding reference temper-
ature), both the estimation and measurements of the temperatures are close to the actual temperature.
We may infer that the residuals of the neighboring agents are not severely affected from propagated
sensor faults, and thus it is more possible to detect a local sensor fault that to detect a sensor fault
occurred in a neighboring subsystem. To conclude, the design of the proposed methodology allows

to detect and isolate sensor faults even if the use of a distributed control scheme is affected by the
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Figure 4.8: Sensitivity analysis of the FDI algorithm with respect to sensor noise variance: Percentage of
detected local sensor faults with respect to local sensor noise variance n®(t). Each blue dot corresponds to
the times that the corresponding diagnosis agent detected the presence of the local sensor fault from the 100
simulations obtained for each sensor noise variance 7 (t). Note that the percentage of sensor noise variance is

the same for all sensors in the building.

propagation a sensor fault.

In order to investigate the effectiveness of the proposed sensor fault diagnosis method, we imple-
mented numerous simulation scenarios modifying the range of noise corrupting the sensor measure-
ments; i.e. n(t) satisfies Assumption 2 with [O.S%yi?f 12%3/%] foralli e {1,...,83}. For the mul-
tiple sensor fault scenario denoted with the red squared boxes in Figure 5, we run 100 times the same
simulation while keeping the sensor noise magnitude of all 83 air temperature sensors the same. The
simulated sensor faults occur at t(fj) = (0.5 hours with f () = 15%y§£ )f forj € {2,18,27,42,57,58,60, 73,83}
and the simulation time is 1 hour. Figure 8 shows the percentage of detected local sensor faults (%),

given by

G) No. of Detected Local Sensor Faults o
= x 100% 4.63
D No. of Total Generated Local Sensor Faults ( )

for each agent with respect to the local sensor noise variance n(t). Specifically, each blue dot in
Figure 8 corresponds to the instances (from the 100 simulations obtained for each sensor noise variance

n@(#)) that the corresponding sensor fault diagnosis agent detected the presence of the local sensor
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fault. As illustrated, the percentage of detected local sensor faults of the sensor fault diagnosis agents
is decreasing as the variance of sensor noise is increasing. Note that detection decision of each agent
is not only affected by the noise from its local sensor but it is also affected by sensor noise from its
neighbouring subsystems (see (4.9)—(4.13) and (4.36)). Therefore, the agents that monitor zones that
have the same number of neighbouring zones (i.e., same |%;|) and same design properties (see Table
4.5) may have a similar percentage of detected local sensor faults (see M@ with M©#?). However,
agents that have the same |K;| and same design properties, may not have a similar percentage of
detected local sensor faults (see M{18) with M®®)), since due to the distributed topology of the agents,

the detection decision can be affected by sensor fault from neighbouring subsystems (i.e., S®”) and

8(60) ).

4.6 Conclusions

The formulation of large-scale, complex HVAC systems as networks of interconnected subsystems
allows the design of scalable distributed model-based sensor fault diagnosis methodologies. The de-
sign process of each distributed agent consists of: (i) the sensor fault detection that is based on the
generation of ARRs constructed by residuals (resulted by discrepancies of the output and the estimated
output of each subsystem) and thresholds that bound the residuals under healthy conditions and (ii)
the sensor fault isolation that is obtained using a sensor fault signature matrix which is constructed
based on the connectivity of the fault diagnosis agents and allows to eliminate the number of possi-
ble locations of the sensor faults. The distributed design of the proposed fault diagnosis method is
analyzed in terms of robustness, detectability and scalability. The methodology is evaluated under a
multiple sensor fault scenario for a large-scale HVAC system consists of 83 building zones. Further,
the sensitivity of the proposed method is evaluated with numerous simulation scenarios modifying the
sensor noise variance.

It is important to note that the proposed distributed sensor fault diagnosis algorithm can be also
applied for diagnosing process or actuator faults. Specifically, the same algorithm is able to detect
process and actuator faults, however, the isolation process needs to be modified or extended in order
to distinguish between the different types of faults i.e., process, actuator or sensor faults. In the two
forthcoming chapters (Chapters 5—6) the detection, isolation and identification of both sensor and

actuators faults is studied.
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Chapter 5

Distributed Fault Identification using an

Adaptive Estimation Scheme

5.1 Introduction

In the previous chapters (Chapters 3 and 4), the development of a distributed detection and isolation
approach for faults on sensors located in the electromechanical part and zones of a HVAC system
for both non-interacting and interacting zones are presented. This goal of this chapter is to design a
distributed diagnosis algorithm for sensor and actuator faults that can isolate faults (i.e., reveal their
location) and identify faults (i.e., distinguish between actuator and sensor faults). The first challenge
is the identification of sensor and actuator faults since the occurrence of either a sensor or an actuator
fault, within the same subsystem, can lead to a same detection alarm (see Fig. 5.1). An additional
challenge arises from the distributed detection architecture, since there is shared information between
the neighboring distributed monitoring agents and also possibly an exchange of shared information
between the distributed control agents. The isolation of sensor faults in a distributed architecture is
addressed in the two previous chapters, however this chapter deals with the occurrence of both sensor

and actuator faults.

The goal and the main contribution of this work is the design of a model-based distributed FD
architecture for isolating bias sensor and actuator faults in a multi-zone HVAC system that is consid-
ered as a network of interconnected subsystems as presented in Section 2.4. The proposed FD scheme
uses several distributed monitoring agents, where every agent combines local and neighboring infor-
mation to diagnose faults in its monitored subsystem. The monitoring agent performs a sequence of
diagnostic processes, including: (i) distributed fault detection for capturing the occurrence of (both
sensor and actuator) faults in the monitored subsystem and its neighborhood (Section 5.3.1), (ii) local
fault identification for specifying the type of local faults, i.e., actuator or sensor fault (Section 5.3.2),

and (iii) distributed fault isolation for isolating multiple local faults and/or propagated sensor faults
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(Section 5.3.3). The proposed FD scheme is applied to a 5-zone HVAC system, presented in Section
5.4.

5.2 Objective

The objective of this work is to design a methodology for diagnosing actuator and sensor faults that
may occur in one or more building zones, assuming that there are no actuator and sensor faults in
the electromechanical part of HVAC. The output of the sensor S used to measure the state (air

temperature in zone i) of subsystem L is expressed as
SO y () = T,,(t) + nD(t) + D), (5.1)

where ) € R is the sensor output, 7° € R is the measurement noise and f) € R denotes the
permanent bias sensor fault (modeled as in Chapter 2.6). The input of X is affected by actuator

faults modeled as
ud(t) =) + £, (52)

where fa(i) is the actuator bias fault that may affect the valve regulating the flow of water in fan-coil
unit of the i-th zone. The signals ¢® in (2.23) and cg) in (5.2) are generated using a distributed feedback
linearization controller based on some (differentiable) reference signals yie f and yf for the states x°

)
ef
and T, i€{l,...,N}

5.3 Design of Distributed Diagnosis Agent

For the design of the fault diagnosis method for the multi-zone HVAC system described in the previous
section we follow a distributed approach. Figure 5.1 illustrates the distributed diagnosis architecture
for a simple example of two interconnected subsystems X1 and =?). For each subsystem, we design
a monitoring agent M®, i € {1,2}. The agent M exchanges information with its neighbor, where
the exchange of information is coherent with the form of the physical interconnections. The diagnosis
process is executed in three steps: distributed fault detection; local fault identification; and distributed

fault isolation.

5.3.1 Distributed Fault Detection

By using the local input and sensor output information, ¢ and y(i), as well as sensor information
transmitted by the neighboring agents y(j), j € K, the agent M® detects the occurrence of faults that
may have affected the local actuator or sensor, or may have been propagated due to the exchange of
the sensor information. The fault detection decision logic of M is based on an analytical redundancy

relation (ARR) &7, defined as

gD 1V <), (5.3)
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Figure 5.1: Distributed fault diagnosis architecture for two interconnected building zones.

where s(i) (t) is the residual and E(yi) (t) is the adaptive threshold, defined next. Under healthy conditions,
i.e. when f(l) =0, f(] )=0 for all j € {9 U {i}}, &Y is guaranteed to be satisfied by designing the
threshold Ey)(t) to bound the magnitude of the residual. Therefore, if there is a time instant that &7
is not satisfied, the agent M infers the presence of faults in its monitored subsystem X and/or its

neighbors. The output of the agent M is the boolean decision signal D, defined as

) 0, t< t(i)
DO(t) = b, (5.4)
1, t> 1)

where t(l) inf{t>0: Ie(l @®)| > _(Z)(t)} When DO(t) = 1, the agent M® detects the occurrence of
faults.
Residual Generation:
The fault detection process of the agent M® is executed by monitoring the residual
ey () =y - 1=, (5.5)
where T, is the estimation of T, generated by the following distributed nonlinear estimator
.0 = AVTL () + g2 (1), yO (D)) + @O (B) + OO (1), yac () + LO (yOt) - To.(0),  (5.6)

5 T S - -
where g (t) = [y(])(t) 1 j € 7(1] , T2,(0) = 0 and L is the observer gain selected such that A(Ll) =
A®D — 10 js stable and y® and y(i) are defined in (2.32) and (5.1).
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Computation of Adaptive Threshold:

The adaptive threshold E(yi) is designed to bound the corresponding residual as shown in (5.3) when

a(i)=0, fs(j )=0 for all j € {%K; U {i}}. In this case, the residual is described by
ety = () +nO), (5.7)

where eg) =T, - Tzi is the state estimation error that satisfies,

eD(t) = AVeD (1) + §0(Ta(t), Toy (1), T (), yO )V (t) + BT, (1), Ty (1), yO (), yac (1)

+790() — LO»O (1) (5.8)
FNTa(®), T8,y (6), y (1) =8 X(Ta(), To (1) = 89 (1), y 1) (59)
RO(T2,(8), T (8), 00, ye (1) =hO (T2 (), T (B) = KOO (1), yac (1)). (5.10)

The adaptive threshold is computed by introducing the solution of (5.8) in (5.7) and bounding each

term, taking into account the following assumptions:

Assumption 3. The measurement noise 1°, n)) and the system disturbance ) are uniformly bounded;

ie. [nf(®)] <7, n®®)| <7, and [FO(p)| < 7.

Assumption 4. The states Ty, T, and control inputs c°, ¢, foralli € {1,...,N} remain bounded
under both healthy and faulty conditions; i.e., Tt € X°, T, € X @ and ¢¢ € U, D € UD, where X5,

XD U5 and U are compact closed sets, respectively.

Based on (2.27) and (2.28), the bounds on the functions g@, 19 (see (5.9), (5.10)) are computed
by setting fs(i)ZO in (5.1); i.e.,

8N(Ta(t), To (O, v (0, yO 1) < 0@ (77 + 7°) = 30 @7, 7, (5.11)
e . - —(i i h azi,‘— 1
HOT=0, T8, v, Oyac )] < PO Y Aq FOGOW, Y0 0) + Y =7
. : Zi
jeKi jexi
=),
=1 (), yx, (1)), (5.12)

. T . . .
where ngc = [ﬁ(]) (jE (KI] . The function ﬁ(l)(y(l), y\) is computed such that

HO(T2(0), T2y () = 00, y )] < 5O, y (1)), (5-13)

where
u(T, (1), T, (B) = sgn(T,(t) — To(D)max (T, (1), Tz, (D)+f|T=, (B) — T= (1), (5.14)

The detailed computation of ﬁ(i)(y(i), y(j)) is presented through (4.26)-(4.30) and (4.32)-(4.34) and is

designed to bound the difference ﬁ(i) = y(i)(Tzl., T;) - y(i)(yg), yg)).
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The adaptive threshold E(yi)(t) is defined as
20(t) = p0e 120 1 70 4 fo p(l)e_A()(t_T)( ILO| 7 + 79 + gm0, 7°) D)
+h (Y1), yx () Jd, (5.15)

where ¥ is a known bound such that T, ()] < Tzi for all f (see Assumption 4), and p(i) >0, A0 >0
are respectively selected such that At < pDe=2"t for all t. The ARR &? is robust to system

disturbances and noise, implying that M® does not raise false alarms.

5.3.2 Local Fault Identification

The primary goal of this step is the identification of the type of the fault that may have affected the
local system, i.e. actuator or sensor fault or both. This is realized using two identification modules,
I ff) and 1 S’ and an aggregation module A® for fault isolation. The fault identification decision logic

of I, fzi) and 7, S) is based on two ARRs, 83) and Sg) described by
&V eI <ENWD), &7 1)) <E ), (5.16)

where e(yia)(t), s(y?(t) are the residuals generated by 7, fli) and J S) respectively and E(yiﬂ)(t), E(y?(t) are their
corresponding adaptive thresholds. Due to the design of the adaptive thresholds, which is presented
next: (i) the ARR 8() is guaranteed to be satisfied when f(])*O for all j € {K; U {i}}, and (ii) Bg) is
guaranteed to be satisfied when f; D=0 for all j € K;and f, ) = 0. Therefore, as long as Sy) is satisfied,
I fl) infers the occurrence of local actuator fault. As long as 89 is satisfied, 7, S’ infers the occurrence
of local sensor fault .

The outputs of the modules 7 Ef) and 7, S) are two local boolean decision functions Ig), Igi), defined

as
, 0,t<t 0, t < O
19(t) = " = P (5.17)
1, t> 47 1 ts 0
! Lo ’ Is
where £ £ inf{t > 19 : e]) (1) > ) (B)) and £ 2 inf{t > £) : 1) (0] > €5 (1)),

Residual Generation:

The residuals associated with the modules . Ej') and 7 S) are defined as,
Dy =D () — T (¢ 5.18
ey, (1) =y (1) = T2,(b), (5.18)

D =y - 15,1 - ), (5.19)

where Tgi and T;i are both estimations of T, and f;(i) is the estimation of the sensor fault fs(i). Assuming

only local faults (i.e. fs(j)=0, Y j € K)), the state estimate Tgi and fgi) are computed based on the
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following distributed adaptive nonlinear estimation schemes

T2 (1) = AOTE (1) + g (O, YO D)D) + f21) + KOGOW), yac (1) + D@ (t))

1060w + Q00 £, (5.20)
AP0 = AP0 + 000,y 0), (521)
f;(l)(t) — )/,(;)Qt(;)(t) @(1) [S(ylg (t)] , (522)

T3 (8) = AOT (1) + P (), y () = FOB) () + KOO (B) = FOB), yac (D) + 1P @D (1))

+ 100 + QP fO ), (5.23)
Qgi)(t) :A(L?Qgi)(t) _ LS) + G(i)c(i)(t), (5.24)

where LEP, Lgi) are the estimation gains, such that A(Ll; 2 A0 — Lfli), A(Li) £ A0 - Lgi) are stable. The

term f;(i) and f;(i) are the estimation of the fault f;i) and fs(i), respectively. The positive constants yl(f),

yg) are the learning rates of the adaptive laws in (5.22) and (5.25), and ij), Qg) are filtering terms
necessary for ensuring the stability of the adaptive schemes. Note that Tgi(tg)) =0, T;i(tg)) =0,
f}i)(tg)) = 0 and f;(i)(tg)) =0, Q,(Zi)(tg)) = 0 and Q(i)(tg)) = 0, where tg) is the detection time. The
term DU [.] represents the dead-zone operator

0, if DO(t) =0

0[] =1 , (5.26)
el (), itDOF) =1

where e(yi) represents either e(ylz in (5.22) or '5;3 in (5.25) and D% is defined in (5.4).

*

Computation of Adaptive Thresholds:

Assuming fs(i) = 01in (5.1), the residual in (5.18) can be expressed as,
ety = (1) + nO), (5.27)

where ega)(t) = T,(t) - Tgi(t) is the state estimation error. By using (2.26) and (5.20) and replac-
ing g(i) (ys(t), y(i)(t)) f}i)(t) with (Q((;)(t) - A(Li)Qg)(t)) f}i)(t) (see (5.21)), and after performing some

mathematical manipulations, egfa)(t) satisfies

et =P + D), (5.28)
0ty =AD20(1) + FO0(Tat), T= (1), v (1), yO () ()
+ BT (), T (O, YOO, yac (B) = Lm0 (1) + 7O (p). (5.29)

where f;i)(t) = u(i) — f}i)(t) is the actuator fault estimation error and f;(i)(t) =- f;(i)(t).
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The residual in (7.5) can be expressed as,
ety =) + FO) + nO(p), (5.30)

where ex)(t) = x(t) - A(i)(t) is the state estimation error and f(i)(t) = f0 - fA(i)(t) is the sensor fault
estimation error with f(l) t) =- fA(l)(t) Assuming that f(l) = 0 in (5.2), the dynamics of ei? can be
described by

() =AVeD + Q1) fO 1) + 0D fOBuL (1) — LY FO (1)

+p0 Y A [HOT0, T, 0) - kOO0 - fO0), 0 1)
jeKi

Az , ' ‘ o '
= Y 200 + FOTuD, To 0, ¥ (0, OO0 - LB + 190, (531)
jek 7

Using (5.24), (5.31) can be re-written as:
e (t) = Q0 FO 1) + &), (5.32)

&0 =A@t +p® Y Aq [T, T (1) - 1Oy - £O0), yO(1)
jeki

lel.,._ o _ l s l l 1 l l
= 2+ g0Tut), T2 0,y 0,y )0 ~ L) + 0. (5.33)
jeki

Note that under the assumption of zero system disturbance and measurement noise, the errors e()

(5.29) and & ~(l) in (5.32) converge. If we also assume the persistence of excitation of the filters QS)

and Qg') in (5.21) and (5.24) respectively, then f;(i) and f~(i) converge as well.
Taking into account (5.16), the adaptive threshold E(ylj(t) is computed by using (5.28) and the

solution of (5.29) in (5.27), and the adaptive threshold and E(y:) (t) is computed by using (5.32) and the
solution of (5.33) in (5.30), and bounding each term, based on Assumptions 3 and 4 and the following

assumption:

Assumption 5. The actuator and sensor faults fa , f are bounded; i.e. | f(l) (Hl < f and IFO()] <
()

f.

The adaptive thresholds é(l)(t) and é(l)(t) are defined as:
; N (gD (D))= ; ; —(0)\  —(
20(t) = oS THNT, 4 [0 o) (|f§l)(t)| + fs)) + 7

+f()6(1) (~&'¢-) |L(1 1+ 70 1+ 307, 7% |9 (o)|
Tl

+§(i)(ﬁ(l) —S)f +h (y(’)(’[) (7)) ldr, (5.34)
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20 =s0e T (0] 1) (0] + ) 70

! i ) ; - , a i
+ f 50680 206, 70) (D r)] + Y 27t
™ R o

+ L0704 70+ p0 Y A 7@O(x) - fO ), y (e far, (5.35)
jeKi
where g(i) and E(l) are defined in (5.11) and (5.12) respectively and 655), fzi) and 69, S) are selected
(@) i i (@) i i ; . . .
such that e“1a) < 6,(;)6(_5‘(1)0 and ") < 621) e(‘ég)t), respectively, and ﬁ(fl) (y® — O, 41Dy is defined
in 4.34 in Chapter 4.
It is noted that based on the design of % and E(yis), the ARRs 8,(;) and 89 defined in (5.16) are

Ya
respectively insensitive to fa(i) and £,

Remark: The distributed fault detection process is applied before the local fault identification in order
to reduce the computational effort of the agent M® during the healthy operation of the system that
may be long. Particularly, as shown in Section 5.3.1, one non-adaptive estimator is used, generating a
single residual that is compared to its corresponding threshold. After the first time of fault detection,

the local identification process is continuously active.

5.3.3 Distributed Fault isolation

The decisions of the two modules fj) and 7 S) are collected by the aggregation module A® that

processes them in combination. The decisions Iff), Ig) constitute the observed fault pattern defined as
19(0) = 1)), 10 0] (5.36)

This pattern is compared to the columns of the fault signature matrix denoted by F®) shown in Table
5.1, where the term fg collectively amounts for the sensor faults propagated by the neighboring agents
due to the exchange of information, and ¥y represents all the combinations of local and propagated
faults. The element of F¥) equals to 0 when the corresponding ARR has been designed to be insensitive

to this fault, and equals to 1 otherwise.

Table 5.1: Fault isolation signature matrix F®

DS | T
Mo |1 |1 1|1
g1 o |1 1|1

The outcome of the comparison between the observed pattern I9(t) to the columns of F® is

the diagnosis set Agi)(t), including the diagnosed fault combinations that may have occurred. When
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19(t) = [1,1]7, the diagnosis set contains more than one combinations, and the distributed fault isola-
tion process is activated in order to decide if only local faults have occurred or also sensor faults have
been propagated. Otherwise, it is inferred that a single local fault has occurred which is either actuator
fault (if I(t) = [0,1]7), or sensor fault (if I)(t) = [1,0]T). The decision about the propagation of

sensor faults is defined as

0 0, if (f7 ¢ AV () & fix, ¢ AP(1) or DO(t) = 0
19() = o .
i 1, if £ € AD(t) or fir, € AD(p)

When I;?y = 1, the agent M® requests from all neighboring agents M), j € K;, to transmit their

decisions I,(}]g_(t), creating the observed pattern of propagated sensor faults, determined as
]

T

Iy () = [ Dw:jetuti (5.37)

This pattern is compared to the columns of a fault signature matrix denoted by Fg, with ¢ = card(%;)+1
rows and 2° — 1 columns. Each row corresponds to the ARR &y = 8;0 U 8,(;) and each column
corresponds to a combination of sensors faults in the set f@ U fy.. The element (p,q) of Fyc, p €
{1,...,c},g € {1,...,2° = 1} equals to 0 when the g-th ARR is structurally insensitive to the fault
combination g. If the g-th fault combination includes the sensor fault f) and the p-th row corresponds
to the ARR &y, then the element (p, q) equals to 1, since fs(i) is a local sensor fault for &g. If the g-th
fault combination includes only faults f(, j € % and the p-th row corresponds to the ARR &g, then
the element (p, q) is set to the symbol *, which represents either 1 or 0 [130]. An example of the matrix
Fg, is shown in Table 5.2 of the simulation example. The outcome of the comparison is the diagnosis
set Ag;, which includes the possible fault combinations of propagated sensor faults. If f 0) ¢ Ag for
all j € K, then the agent M infers the occurrence of local faults, while if there is at least one fault
f@ ¢ A, q € K then the agent MU infers that sensor faults may have been propagated from the
agents M) j € (% \ {g}}.

Table 5.2: Distributed fault signature matrix Fg, (f1? = {f®, f@}, f03) = {fO fO} (@3 = (@) (O} 123 =
{f(l)’f(z),f@)})

O | @ | £ | 02 (1.3) @3 | 123
Ex, | 1 * * 1 1 * 1
Ex, | * 1 * 1 * 1 1
Ex, | * * 1 * 1 1 1
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5.4 Simulation Results

In this section, we illustrate the application of the distributed diagnostic scheme, presented in Section
5.3 to a 5-zone HVAC system whose down-view is presented with solid black lines in Fig. 2.4a.
Based on Fig. 2.4b, we define the following index sets K7 = {2,3}, K> = {1,3,5}, K5 = {1,2,4,5},
Ky = 1{3,5}, K5 = {2,3,4}. The parameters of each subsystem are: a,=740 KJ/h°C, a,=50 KJ/h°C,
as=12 KJ/kg°C, a5,=0.6 KI/h°C, C5=8370 kI/°C, C,=1.004 kJ/kgK, C,=0.717 kI/kgK, p4i=1.22
kg/m3, C;,=30, C.,=58, C;,=55, C,= C.;=27 kI/°C, U, 1uax=3700 kg/h, p=2.5, Ust yuax=27.36X10°
ke/h, ATysy=45 °C, Ay, =120 m?, h=8.29 W/m**C, Ay,=1.95m?, dj=d\'=d\’=10°C, d}=5°C. The
modeling uncertainties are modelled as r*= 10%d; sin(0.1£) (°C/h), r= 10%d§” sin(0.1¢) (°C/h), i €
{1,...,5}). The desired temperatures are selected as ¥, ref = 55°C, y = 24°C, Vi. The design

re f

parameters of the monitoring agents are: 7° = = 3%y, refr 11 7 = 3%yr6 o 7 = 10%ds, 7 = 10% d(z)

LO = 15, L(l =4, L9=22, p = 1.1, A® = 25 6V=1.1, £9=35, s=1.1, £¥=15, V=5, =32,

7U-15, =6, ¥=20°C, Vi.

To illustrate the decision-making process of the agents a multiple fault scenario is performed.
Specifically, two consecutive faults occur in zone 1 and they have been simulated such that f(l) =
20%y£1} att = 0.4h and f(l) 25%0511) att = 0.6h, with cs) = 0.2 where 6511)=C(1) in steady state
and healthy conditions.

Fig. 5.2 presents the fault detection process of the agents MY, i € {1,...,5}. The agent M
detects a fault at the time instant té) = 0.4h. Note that, the activation of the local identification process

is realized at the first time instant that the agents detect faults. On the contrary, none of the remainder

agents (M®, i € {2,...,5}) detected any fault.

Fig. 5.3 presents the simulation results of the local identification process of M. At the time
instant 0.4871h the aggregation module AM collects the decisions of the two identification mod-
ules and compares the observed pattern 10(0.4871) = [1'21)(0.4871),1’21)(0.4871)]T = [1,0]T to the
columns of Table 5.1. The agent M) decides that a single sensor fault has occurred in zone 1.
The local fault identification continues being active, as well as the comparison of the observed pat-
tern IV (#) to the columns of Table 5.1. As shown in Fig. 5.3 at the time instant 0.6551/, the pat-
tern I becomes 11(0.6551) = [1{"(0.6551), 1(0.6551)]7 = [1,1]", leading to A!"(0.6551) =
{{ fu(l), f(l)} s fx, (1),¢7(1(1) } and I(l)(0.6551) = 1. Then, the agent M requests the transmission of
the decisions 1;2 and 1(3) of the agents M@ and M® respectively, creating the observed pattern
Iy, (0.6551) = [1;2 (0.6551), 17(2 (0.6551), 1;2 (0.6551)] = [1,0,0]". This pattern is compared to the
columns of the matrix shown in Table 5.2, leading to the diagnosis set Ag, = { fs(l) }. Based on this set,
the agent M excludes the propagation of sensor faults and infers the occurrence of local actuator

and sensor faults.
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Figure 5.2: Fault detection process of agents M®, i € {1,2,3,4,5).
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5.5 Conclusions

In this chapter a distributed model-based fault diagnosis (FD) methodology for identifying actuator
and sensor faults in a multi-zone HVAC system is presented. The proposed architecture relies on
the deployment of a number distributed monitoring agents, one for each zone, which are allowed
to exchange information. Every agent is designed to detect the presence of faults, identify the type
and infer the number and location (local or propagated faults). Specifically, each agent consists an
observer-based distrubuted fault detection module, that is able to detect the presence of faults (i.e.,
both sensor and actuator faults). Since the detection module detects a fault, then, with in the same
agent, the local fault identification module is activated, that consists two observer-based adaptive
estimation schemes. The one is designed to estimate/approximate the magnitude of a local actuator
fault, while the other is designed to estimate/approximate the magnitude of a local sensor fault. In
the same sense, a couple of ARRs is obtained such that in the presence of local sensor fault the one
ARR will be violated while in the presence of an actuator fault the other ARR can be violated. The
identification decision signal is passed to the distributed fault isolation module and by combining the
identification signals of the neighboring agents, a binary logic is used to identify the type and infer

the number and location (local or propagated faults).
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Chapter 6

Distributed Fault Identification using a

Dedicated Observer Scheme

6.1 Introduction

This chapter deals with the detection and isolation of sensor and actuator faults in large-scale buildings,
of which climate is regulated by Air Handling Units (AHUs) (see Chapter 2.5). In the previous chapter
(Chapter 5), a distributed methodology to detect, identify and isolate both actuator and sensor faults
in FCU HVAC systems using adaptive estimation schemes is presented. However, the performance
of the fault identification methods in the aforesaid study relies on the assumption that sensor and
actuator faults are distinguishable by the proposed ARRs. Moreover, the aforementioned algorithm
was evaluated by simulating the HVAC system using the model of the system, while in this work the
proposed algorithm is evaluated using a realistic model provided by the EnergyPlus software, that
performs a whole building energy simulation used to model energy consumption for HVAC, lighting,
plug and process loads.

The main contribution of this work is the design of a distributed fault diagnosis algorithm that
can detect, isolate and identify faults that can affect the actuators of the air handling units (AHUs)
(i.e., water flow valves) or the sensor devices (measuring the zone air temperature, supply air temper-
ature, heating and cooling coil’s water temperature), that are used to regulate the thermal conditions
in large-scale, multi-zone buildings. The presence of actuator and sensor faults can result to a similar
behavior, making it challenging to comprehend the type and location of either single or multiple faults.
Moreover, in the case of novel distributed control designs [53,91,92,111,169,177], in the sense that a
local controller can also use sensor measurements from its neighboring subsystems, sensor faults may
result to propagation of their effect making it even more difficult to pinpoint the location of a fault.

Modeling the temperature dynamics of each component (i.e., mixing box, fan, cooling coil and

heating coil) within each local AHU and its underlying zone with respect to its neighboring zones
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as presented in Chapter 2.5, a local monitoring agent M) is designed. Each local monitoring agent
MO utilizes local control inputs and both local and neighboring measurements to detect faults and
identify their type and location, considering bounded modeling uncertainty and measurement noise.
Each local diagnosis agent consists a number of modules that can estimate on-line: (i) the temper-
ature of the air in the underlying zone, (ii) the temperature of the supplied air to the zone from the
AHU, (iii) the temperature of the water in the cooling coil and (iv) the temperature of the water in
the heating coil. For every estimation, a residual is developed, that is calculated as the difference be-
tween the measured and estimated value at each time step. Under healthy conditions, in the absence
of any of the possible faults, the residual is bounded by its corresponding adaptive threshold that is
also calculated at each time step, taking into account the bounds on modeling uncertainties and mea-
surement noise, in order to avoid any false alarms. Each pair of residual and adaptive threshold forms
an analytical redundancy relation (ARR). The violation of any of the ARRs indicates the detection
of a fault. Exploiting the dependency of each (actuator and sensor) fault with every ARR, a decision
logic is obtained, that can reveal the location and type of the fault during the operation of the system.
The proposed distributed fault diagnosis algorithm is evaluated through a simulation example using
a prototype primary school building model with 25 thermal zones, offered in the suite of ASHRAE

Standard 90.1 prototype buildings.

6.2 Objective

The objective is to design a distributed model-based fault diagnosis (FD) algorithm that can effectively
detect, isolate and identify both actuator and sensor faults in multi-zone AHU HVAC systems. The
proposed distributed FD algorithm consists of number of FD Agents, dedicated for each zone-AHU,
considering that each zone is served by a single AHU. Each FD agent can collect control inputs and
sensor measurements from the AHU, its underlying zone and their neighboring zones. Using the avail-
able building and electro-mechanical system parameters, such as dimensions, material coefficients,
coil efficiencies, etc, and moreover taking into account modeling uncertainties as a result of internal
heat gains and measurement noise, the distributed FD algorithm can trigger alarms in the presence of
faults, both in sensors and actuators and it can derive the possible location(s) of fault(s).

Each FD agent is designed for each zone-AHU and consists of four modules (MS),MSQ, Mg})l and
MSC) as illustrated in Fig. 6.1b) that monitor the zone air temperature T, the supply air temperature
Tsa; and the water temperature that pass through the cooling coil T, and heating coil T}, respectively.
The architecture of the modules inside the agent M® is based on the partitioning of the subsystem
Y. presented in Fig. 6.1a. The available sensor measurements for each AHU that are given in (2.61),
(2.62)(2.63) (2.64) where f,., fsa; feei» fn, are the possible sensor faults. Moreover, faults can occurred

in the actuation devices of the AHU, that are the mechanical valves used to regulate the water mass
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flow rate of the cold/hot water that pass through the cooling and heating coils, respectively as it is

illustrated in (2.66) and (2.65) where fI fffl are the possible actuator faults.

cc?

Uee, Unc, Uce, Unc,

0 il) (L gy 5 1(2> (] ;)
2sc T_Ccr Zch T Zsa ch) TC-CZ Z“ch Tee Zsa

TZI‘ T, T, T, ﬁ T, ‘_' T,,
Tsal Tsaz

> ] =D | @] w2

(a) Subsystems of the AHU HVAC system

Yee; Ceey Chey  Yhe Ysa, Yee, Cec, Che, Yhep Ysa,
1 ) — | (1)1 —- l(1) 1 2) — @ == )
Msc Yee Msh — Msa Msc Vee, Msh m Msa

Ya 4 yzl' y:“ } Y Yo 4 yZZ' — } Vor
MDD MY MZ A2

Yz,
L. o {b. I

(b) Agents of the AHU HVAC system

Figure 6.1: Distributed Fault Diagnosis Architecture for AHU HVAC systems.

Note that for the purposes of this work the measurements of heated and chilled water temperature
in the storage tank T?t and T§,, respectively and ambient air temperature T, are considered known

and healthy.

6.3 Design of the Distributed Fault Diagnosis Agent

This section presents the design of the proposed distributed fault diagnosis algorithm. As illustrated

in Fig. 6.2, an FD Agent is designed for each zone-AHU that uses:

* the local control inputs for the water mass flow rates for the heating coil uy,, and for the cooling
coil up, determined by the controller,

* the local measurements from the sensors installed in the local AHU i.e., zone air temperature
VYz;, supply air temperature ys,,, water temperature in the heating coil y,, water temperature in
the cooling coil Yy,

* the air temperature measurements from the sensors located in the neighboring zones y,, for all
j € Nj, and

* the detection decision signals D, from the N; neighboring Fault Diagnosis Agents.
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Figure 6.2: The design of the Fault Diagnosis (FD) Agent 1 of zone 1. Since zone 1 is interconnected with
zone 2, the air temperature measurements of zone 2 (1,,) and the detection decision of Fault Diagnosis Agent

2 D,, are used in the fault diagnosis process of FD Agent 1.

Fig. 6.2 illustrates the architecture of the local Fault Diagnosis Agent of zone 1, where zone 1 is
physically interconnected with zone 2. The diagnosis procedure of each agent consists the following

on-line processes:

1. State Estimation. Estimation of zone air temperature by module M(Zi), supply air tempera-
ture by module Mg’;, heating coil water temperature by module Mg})l and cooling coil water
temperature by module Mg’g

2. Fault Detection. In every module, the fault detection process is based on the development of
analytical redundancy relations (ARRs) for each estimated quantity. Each ARR corresponds
to the comparison of a residual (i.e., the difference between the measured and each estimated
quantity) with an adaptive threshold calculated considering a healthy system (i.e., absence of
faults). Thus, the residual should be maintained below the adaptive threshold under healthy
conditions for all time instances and the violation of the ARRs triggers an alarm and indicates
the detection of a fault or faults.

3. Distributed Fault Isolation is responsible to reveal the location of fault. Local and neighboring
detection signals form an observed decision pattern DO = [DCCZ.,DhCi, Dga i D,, DZ].] that is
online compared with a number of theoretical decision patterns obtained by the Fault Signature

Matrix illustrated in Fig. 6.2 and Table 6.2. The matrix uses binary logic and assigns “1” if a
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fault pattern can directly affect an ARR, if a fault pattern can indirectly (through shared
measurements) affect an ARR and assigns “0” if a fault pattern can not affect an ARR. If the
outcome of comparison is unique, then we can reach to a decision about the location of fault(s)

or if is not unique we can reduce the number of candidate faults that trigger the alarm.

The design of the proposed distributed FD algorithm considers the following assumptions:

Assumption 6. The modeling uncertainty term Q;(¢) produced by the internal heat gains, that is not
available, is considered to be bounded by known bound Q such as |Q;(t)| < Q(t), forall tandi € N.

Assumption 7. The noise in measurements 71, s,;, 1inc; Hec; are unknown but using sensors accuracy
given by manufactures’ technical specifications we are able to obtain upper bounds on the measure-
ments noise such as; |nzl.(t)| < My, |n5al.(t)| < Nsa;, |nhci(t)| < Np, and |nCCi(t){ < N, for all t and

i€N.

Using the above assumptions and the model presented in Chapter 2.5, the design of the distributed
fault diagnosis algorithm is presented next.
6.3.1 Distributed Estimation Algorithm
In this section the design of the distributed estimation algorithm for each module within every FD
agent MV for all i € N, is presented.
Zone Air Temperature Estimation

This section illustrates the design of the estimator of the zone air temperature of module Mg), where a

dedicated Luenberger observer is designed to estimate the air temperature T, in the ith zone as follows

~ ~ a; i 7
Tk + 1) AL T () + B yea () + Y Ly () +

- Tamb(k) | + Ly, (v2,(0) = T,,)),
jeN; saj —pa

Mgq; Cpa
(6.1)

where TZ,. is the estimation of the ith zone air temperature with ’IA’ZI.(O) = 0 and L, is the observer gain
selected such that IA(A%_ - BSI-inN < 1, in order to ensure the asymptotic stability of the observer.
Then, let’s define zone air temperature estimation error &,,(k) = T, (k) — TZL. (k), where zone state-

estimation error dynamics are the following:

k4 1) = (AL =BIL,) e (k) + B oo (= Fea () + ), — ”l'gp (=112, = £, )
jeN; saj “pa
+ % + Ly, (ng,(k) + f,(k)). (6.2)
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The solution of ith zone estimation error can be obtained as

B

-1
k k-1-z
e2,(K) = (A3 = BIL,,) €,(0) + BS Y (A% -BiL,) M5, (2)~ fra,(2)

z

]
—_

£ Y - (@ - @) 2L (@ + ). (63)

Mlsa, Cpa

Supply Air Temperature Estimation

In order to design a proper observer that can estimate the temperature of supply air, which is produced
by the AHU, A dedicated Luenberger observer is designed to estimate the supply air temperature Tk,
that is vector containing the air that passes through the cooling coil T o, and the air that passes through

the heating coil T}, g5, in the ith AHU as follows

. . Yee; (k)
Tsai (k + 1) = AgaiTsai(k) + Bgal. + Gf,sai + Gamb,sai Tamb (k) + Gma,sai Y Zi(k)
th,‘(k)
+ Lag, (Y5 (k) = CT (k). (6.4)

where Tsa,- = [ Tc,sai(k) Th,sai (k) ]T is vector that contains the estimation of the air temperature
in the cooling and heating coil with Tsa,.(O) = 02«1 and Lg,, € R is a vector that consists of the
observer gains selected such that IAmaX(Agai — Ls,,C)| < 1 in order to ensure the asymptotic stability
of the observer. Then, let’s define zone air temperature estimation error &g,,(k) = Ty, (k) — Tsal. k),

where zone state-estimation error dynamics are the following:

_ncci (k) - fcc,- (k)

£say(k + 1) = (AL, - Lea, C) £6a (k) + B,
111, () = fic,(K)

+ Gmaysa; (112;(k) + f2,(k)) | + Lsa; (11sa,(k) + fsa; (k) (6.5)

The solution of supply air estimation error can be obtained as

k-1 I
£sa;(k) = (Agai - Lsa,-C)k Esa,-(o) + Bgai Z (Agai — Lsaic)k_l_z x Mee; (@) f /()

=1 “MNh; (z) - fhci(z)
* Gmasa, (nzi (@) + fa (@) |+ Lsa, (nsai (2) + fea, (2))- (6.6)
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Cooling Coil’s Water Temperature Estimation

A dedicated Luenberger observer is designed to estimate the supply air temperature that pass through

the cooling coil T, and the water temperature in the cooling coil T, of the ith AHU as follows
Tsc,-(k +1)= Agci'fsci (k) + Bgci CT(Tgt(k) - ycc,-(k))ccci (k) + Gf,sci + Gamb,sc,vTamb(k) + Gma,sci ]/Z,-(k)

+ Lsci (]/cci (k) — C'i—'sc,'(k)) ’ (6.7)

where Ty, = [ Tesa (k) Tee,(k) ]T is vector that contains the estimation of the air temperature in the
cooling and heating coil with TSCZ. (0) = 0257 and Ly, € R is a vector that consists of the observer
gains selected such that |Amax(A§‘q — Ls;C)| < 1 in order to ensure the asymptotic stability of the
observer. Then, let’s define zone air temperature estimation error &, (k) = Ts, (k) — TSCZ. (k), where

zone state-estimation error dynamics are the following:

£,k +1) = (ASCI. - Lscic) Esc; (k) — B(sicl-CT (”cci (k) + fcci(k)) Ce; (k)
+ BELCT (TS0 — oo (0) fE4 09 + B Ganase 1m0 + £,0)
# Lo 1ea0) + fec ), (6.8)

The solution of cooling coil’s air and water temperature estimation error can be obtained as

k-1
fa6) = (Aue) £ (0~ B Y (B) €7 (1ec @) + fea ) ece
z=1

B Y B C"(T4@) - T )1 2) + B, Y A Gnase1(2) + )
z=1 z=1
Ly B L (e + £iaD), (6.9)

1l
-

zZ

where Ksci = Ag‘q — Ly, C.

Heating Coil’s Water Temperature Estimation

A dedicated Luenberger observer is designed to estimate the supply air temperature that pass through

the cooling coil T}, s, and the water temperature in the cooling coil Tt of the ith AHU as follows

T+ 1) = AG, T, (0 + B, | CZ( TS0 = Cae Tty ) Joce (9 + (T 06) = Co Tty ) Jones 0
+ Gf,shl- + Gamb,sh,— Tamb(k) + Gma,sh,-yzi (k) + Lsh,' (yhci(k) - CTShi (k)) ’ (6-10)
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where Ty () = | Tom® Te® Toss® Thed)

T

is vector that contains the estimation of

the air temperature in the cooling and heating coil with Tshl.(O) = 041 and Ly, € R*1 is a vector

that consists of the observer gains selected such that [Aax (Agh- -
1

Lsh,Csn)l < 1 in order to ensure the

asymptotic stability of the observer. Then, let’s define zone air temperature estimation error &g, (k) =

TSh,‘ (k) - T

The solution of cooling coil’s air and water temperature estimation error can be obtained as

Eshy; (k)

where Kshi = Ad

e, (k +1) = (A,

sh; (k), where zone state-estimation error dynamics are the following:

+ Lshi nhc,' (k) + fhc,' (k) .

sh)k Egh; (0) Z (—sh " Bd CT (”cc, (2) + fcc, (k)) Cec; (Z)

k-1

~ Y Ba) T BECT (10D + fie(0) ene @)
z=1
k-1

+ Y Ba) T BLCL(TSG) - Tee ) £2(2)
z=1
k-1

+ Y (An) B CL(ThE) - The@) £

> N
_ =
o~
—_

- LshiCsh) Esh; (k Bd CT (ncc, (k) + fcc, (k)) Ceg; (k)
— BLCT, (e, (K) + fire, () e, (K) + BLCL (TS (6) = Tee, () £t ()
+BCT (TR = The (0) £ () + Bscicma,shi(nz,(k) AC)

(6.11)

k—=1-z ~ k-1-z
+ (Ash,-) BgciGma,sh,' nz,-(z) + fzi(z) + (Ash,-) I-'sh,- Nh; (Z) + fhc,-(z) ’

—_

N
Il

—_

z=

sh; =\ Lsh,‘ Csh-

6.3.2 Distributed Fault Detection Algorithm

(6.12)

This section presents the design of the fault detection algorithm that involves the creation of analytical

redundancy relations (ARRs) comprised of residuals and adaptive thresholds assuming healthy system

i.e., f2,()= fsa, (k)= foc; (k)= fuc, (k)= fec, (k)= £ (k)=0 for all i € N. The ARRs should be valid in the

absence of faults and violated in their presence. The residuals are formed as follows:

e(k) = yu, (k) — T, (k),
€sa,(k) = Ysa; (k) — CTq,(K)
ecei(K) = Yoo, (k) = CTsei(K),
€ne; (k) = Yne, (k) — CnTen. (k).
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where the estimations Tzl.(k), Tsai(k), Tsci(k), Tshi(k) are obtained by the observers given in (6.1),
(6.4), (6.7) and (6.10).
Thus, the fault detection process involves the computation of an adaptive for each one the above

residuals such that under healthy conditions the following ARR’s must be satisfied for all k > 0;

&t |enb)] < & k), (6.17)
Esart [esa(b)] < Esay(0), (6.18)
Bt lece(®)] < Eeeilh), (6.19)
Enet Jene (k)] < Ene k), (6.20)

where € denotes the corresponding adaptive threshold. The computation of the adaptive thresholds

are presented next.

Computation of Zone’s Adaptive Threshold

The first step in the computation of adaptive threshold is to express the residual with respect to the cor-
responding estimation error. Thus, the residual €, (k) can be defined using the zone’s air temperature

estimation error &, (k) given in (6.3) as follows

€2(K) =y, (k) = T,,(k) (6.21)
= &4,(k) + nz, (k) + f,(k). (6.22)

From (6.3) and (6.22) can be concluded that residual €,, (k) can be affected by the sensor faults f,., fsa,
and f,, for all j € N;. Considering healthy conditions (i.e., fz=0, fsa,=0 and f, =0, for all j € N;),
taking into account Assumptions 6 and 7 and by applying the Minkowski inequality on (6.22) we can

obtained the adaptive threshold €, (k) that corresponds to the residual €,,(k), i.e.,

e,.(k)| <&,,(k) (6.23)
ez, (k)|

Q;

TMsa; pa

0+, +B Z G [nsa, + Z - 7’12] +L,, (ny,) + , (6.24)
sal

with (Ad BdL ) < az < 1 and|e5(0)| < €7, where a7, and €7, are design parameters.

Computation of Supply Air Adaptive Threshold

The residual €g,,(k) can be defined using the zone’s air temperature estimation error &,,(k) given in

(6.6) as follows

€sa; (k) = Ysa; (k) — CTsai (k) (6.25)
= Césy, (k) + 115a,(k) + foa, (k). (6.26)
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From (6.26) is concluded that residual €5,,(k) can be affected by the sensor faults f,., fc., fsa;. Consid-
ering now healthy conditions (i.e., f,=0, f.,=0, fsa,=0) and by applying the Minkowski inequality on
(6.6), the computation of the adaptive threshold €, (k) on the residual €y, (k) is described by

k-1 _ ,
W@WS%@J%MWW@W+3; (A) | T
z=1 _nhCi (Z)
= ~ k-1-z k-1 3 1oz
i CBSai Z (Asa,-) Gma,sai (nzi(z)) + CBS&i (Asai) Lsa,' (nsa,'(z)) .
z=1 —

(6.27)

where Ksai = Aga’_ — Lso,C. Then, using the Assumption 6 and by applying Schwartz inequality the

above equation results to the following adaptive threshold

|€sa, ()| <Ea, (k) (6.28)
k-1
= (Ofsai)k €ga; + Mlsa; + Z (Ofsa,-)k_l_z ||Bsdai|| (ﬁcq * ﬁhcl-)
=1
k-1 ; k-1
+ (asai)k_l_z ||B(siaiGma,sai|| ﬁz,' + Z (a»’sai)k_l_Z ||Lsa,'|| ﬁsair (6.29)
z=1 z=1

where

=k
C(Asal.) H < (asa,.)k and ||£sai(0)|| < €, for all k > 0. Note that as,; < 1 and €, are design
parameters.
Computation of Cooling Coil’s Adaptive Threshold

The residual €, (k) can be defined using the cooling coil’s air and water temperature estimation error

&sc; (k) given in (6.9) as follows
€cc; (k) = Yo, (k) — CTe, (k) (6.30)
= Cégq; (k) + nee, (k) + foe,(K), (6.31)

From (6.26) is concluded that residual e, (k) can be affected by the sensor faults f,. and f.,. Consid-
ering now healthy conditions (i.e., f,=0, fo,;=0, fsa,=0). The computation of the adaptive threshold

€54, (k) on the residual eg,, (k) is presented in Appendix B and the result is the following

|ecc, (k)| <Ecq;(k) (6.32)

k-1
k — k—1— —
= (se;) €g¢; + My + Z (ase) ™ ||Bgc,'|| Meg; |Ccc,~(z)|
z=1

k-1 k-1
+ Z (aSC,')k_l_Z ||BgciGma,sc,~|| EZ,' + Z (aSC,')k_l_Z ||LSC1'H ﬁCC,'I (633)
z=1 z=1
where C(Asci)k < (asci)k and Hfscz'(o)” < €g, forall k > 0. Note that a5, < 1 and €], are design
parameters.
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Computation of Heating Coil’s Adaptive Threshold

The residual €}, (k) can be defined using the heating coil’s water temperature estimation error &gy, (k)

given in (6.11) as follows

ehci(k) = Yng; (k) - CshTshi (k) (6.34)

= Cshssh,' (k) + NMhe, (k) + fhci (k)/ (6-35)

From (6.35) is concluded that residual egp,, (k) can be affected by the sensor faults f,, and f;,.,. Consid-
ering now healthy conditions (i.e., f,=0, fo.,=0, fsa,=0). The computation of the adaptive threshold

€54, (k) on the residual e,, (k) is presented in Appendix B

From (6.26) is concluded that residual €s,,(k) can be affected by the sensor faults f,, and f,.

Considering now healthy conditions (i.e., f,,=0, f.,=0, fsa,=0)

k-1
ecc,-(k) =C (Ksci)k t‘3sc,-(0) + Heg; (k) - Z C (Asc,-)k_l_z Bgc,- (”cci (Z)) Ueg; (2)
z=1

k-1 k-1
+Y CAw) Crase| @ |+ Y. CAL) Lufne@| (636
z=1 z=1
By applying the Minkowski inequality on (6.36) results to
k = k-1 =g
||ecc,~(k)|| < HC @sci) ssci(O)l‘ + ||nccz.(k)|| + Z C @scl) sc, (Mee;(2)) thee;(2)
z=1
= k-1-z = k=1-z
+ Z C @sci) Gma,seiz(2)|| + Z C @sc,) Lsc,| 11ec;(2) |||, (6.37)
z=1 z=1
Then, by applying Schwartz inequality the above equation results to the adaptive threshold
= k-1-z
lece )] < H ( o) e+ o] + Z - T e
=1
k-1
@sc k ' ||Gma SC; | Ny, + Z @sc k . Z scl ﬁcclr (6-38)
=1
(accz)k €oq; + e, + Z‘ (acq )k - || sq” [ |”cc,(z)|
+ }:(am)"*-z Gumasci|| 7 + Z(acc,)k-l—z Lsci|| e, (6.39)
z=1 z=1
with HC (RSC,) < (acq )¢ for all k and ||£SC (0)” < €,-Note that a.; < 1and €, are design parameters.
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6.3.3 Local Fault Detection Logic

The detection logic is based on a detection signal D, designed for each pair of residual and adaptive

threshold as follows:

1 k=KD

D, (k) = LR = ke fen (0] > 240, (6.40)
0 otherwise
1 k>kD

Dq, (k) = LK, = (ki fesa(0)] > &), (6.41)
0 otherwise
1 k=kg, _

Dee, (k) = KD =k Jece (0)] > 2 ()], (6.42)
0 otherwise
1 k>k) B

Dhe,(K) = Lk = (ke Jene (0] > Ene (0)]. (6.43)

0 otherwise

where kZD]_, ksDa]_, k]ch,- and qu represent the detection time step of the corresponding ARR.

6.3.4 Distributed Fault Isolation Logic

The Distributed Isolation Logic is based on binary logic of ARRs given in (6.17)-(6.20). The Table
6.1 is the Incidence Matrix that summarized how each fault can affect, directly or indirectly, the ARRs
using the residuals included in the fault detection algorithm of Section 6.3.2. Based on the dependency
matrix the local fault signature matrix consists the logic on how all possible combinations of faults can
affect the corresponding ARRs, where “1” refers to the case that the corresponding ARR is mainly
affected by the corresponding fault, “*” refers to the case that the corresponding ARR is affected
by the corresponding fault due to the sensor measurement exchange between the estimators and “0”

denotes the case that the corresponding ARR is not affected by the corresponding fault.

Table 6.1: Incidence Matrix for i-th Fault Diagnosis Agent

1: Direct x; Indirect

SCCi fCrgi’ fCCi fZi

Ene; || froo fooi || S feeir foi
Esa; fea; feeir foeps foi
& | £ | farfs
&y fz; fz

In order to reach into a decision about the possible location of a fault in the each AHU, at each

time step we can compare the observed diagnosis set D® designed as

DO(k) = [Dec, (K), D, (K), Dea, (0), Dz, (6), Dy (0], (6.44)
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Table 6.2: Local Fault Signature Matrix for i-th Fault Diagnosis Agent

w | foo | feoi | fooi | foai | fu | foy
Eq| 1O 1 ][00 ]=*]0
En | * | 1L | x| 1 0] *]o0

0

Ea | O | O | x| x| 1 | *
E,| 0o o] o | |1]|*
E, | 0o Lo o] o=

with a set of theoretical patterns 7 obtained based on the local fault signature matrix for given in

Table 6.2.
The outcome of the online comparison of the observed fault pattern @ to the Néi) theoretical

patterns Fg), gefl,..., Néi)} is the diagnosis set Y(t), which is determined as
YO = {7 ie 191}, (6.45)

with T g?(t) = {k : F](:) =00, kefl,... ,Nf)}}. For each fault diagnosis agent, the diagnosis sets
contain all the possible fault combinations. In the case the observed fault pattern has a unique match
with one of the theoretical fault patterns then the isolation algorithm can accomplish to obtain the

location and type of the fault, otherwise it can reduce the number of candidate fault combinations.

6.4 Simulation Analysis

In this section the application of the proposed distributed fault diagnosis scheme to a multi-zone HVAC

system is presented and its performance is analyzed in the presence of sensor and actuator faults.

6.4.1 Building description

The distributed fault diagnosis algorithm is implemented in a prototype primary school building
model. The building model is chosen among the ones offered in the suite of ASHRAE Standard 90.1
prototype buildings, which was developed by Pacific Northwest National Laboratory [1], which it is
modified for the purposes of this work [2]. A 3D plan of the building is presented in Fig. 10.2 and cor-
responds to the ANSI/ASHRAE/IES Standard 90.1-2016 Primary School model, located in Denver.
The building consists of 25 thermal zones that are presented in Table 6.3. The zones have different
sizes, their use varies and are physically interconnected via walls and doors. Table 6.4 presents the
set of indices N; for alli € N = {1,...,25}. For example, there exist several classrooms, corridors
and activity areas, such as the gym or the cafeteria, which correspond to different occupancy patterns
and heat loads from equipment and lighting. This implies that the temperature in each zone can be

affected by various sources of heat that can not be available or modeled.
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Figure 6.3: 3D plan of the ANSI/ASHRAE/IES Standard 90.1-2016 Primary School.

Each zone has an AHU to provide proper temperature regulation. The AHUs are customized
to allow regulation of water mass flow rate i, through the coil by a controller. The Energy Plus
input data file (.idf) that describes the building and HVAC system is provided in the following Github
link [2]. The fault diagnosis algorithm is implemented using Matlab/Simulink. The overall system
with the EnergyPlus building and HVAC model and the Matlab/Simulink fault diagnosis scheme is
co-simulated using the Buildings Control Virtual Test Bed (BCVTB).

6.4.2 Simulation Details

The performance of the proposed distributed fault diagnosis algorithm of this test-bed of multi-zone
HVAC system is simulated for 2 days period (1st of April to 2nd of April) using the prototype Denver
weather data from EnergyPlus. The HVAC system is operating on weekdays, from 6am to 6pm during
the winter period and from 7am to 7pm during the summer period. Occupancy schedules are specified
for each zone according to its use. In addition, internal and external doors are scheduled to open and
close at several times in order to capture the possible changes in the way thermal zones interact with
each other. For all zones the desired temperature is selected as Tif = 23°C. All details about the
building and HVAC system size are included in the aforementioned Github link. The sampling time
is selected as Ts = 60s.

The implementation of the proposed distributed fault diagnosis algorithm requires the choice of
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Table 6.3: List of building zones Table 6.4: List of the N; set foralli € N

’ No. ‘ Zone Name H No. ‘ Zone Name ‘ ’ Set ‘ No. of Neighboring H Set ‘ No. of Neighboring
1 Bath 14 Kitchen N1 2,15,17,18, Nig 2,13,18
2 Cafeteria 15 Library Media Center No 1,14,18 Nis 1,3,12,21
3 Computer Class 16 Lobby N3 12,15,24 Nig 17,18,19,25
4 CornerClass 1 Pod 1 17 Main Corridor Ny 10,19 N1z 1,10,11,16,18,20,22,23
5 CornerClass 1 Pod 2 18 Mech Ns 11,20 Nis 1,2,13,14,16,17,25
6 CornerClass 1 Pod 3 19 MultiClass 1 Pod 1 Ne 12,21 Nig 4,10,16,
7 CornerClass 2 Pod 1 20 MultiClass 1 Pod 2 Ny 10,22 N 511,17,
8 CornerClass 2 Pod 2 21 MultiClass 1 Pod 3 Ng 11,23 Noi 6,12, 15
9 CornerClass 2 Pod 3 22 MultiClass 2 Pod 1 No 12,24 Nao 7,10,17
10 Corridor Pod 1 23 MultiClass 2 Pod 2 Nio 4,7,17,19,22 Nos 8,11,17
11 Corridor Pod 2 24 MultiClass 2 Pod 3 N11 5,8,17,20,23 Noy 39,12
12 Corridor Pod 3 25 Offices N1io 3,6,9,15,21,24 Nos 13,16,18
13 Gym Nis 14,18,25
Table 6.5: FD agents design constants.
’ Variable ‘ Value Table 6.6: Design parameters for fault modeling.
L, lace(A,.,1,0.1 - A(A,
il place(A (42)) Faults Model 1 Model 2 Model 3
L, place(A,;, C, [1 X 10713 2x 107197 - AMAsy,))
fu®) | =y8)ps | (L=Y)T(0) | (A= yp)es
Ly, place(A;, C,[0.8 0.0087] - A(As,)) P P .
fsa,- (k) (1 - Vab)(Ps (1 - Vab)Tsa,-(k) (1 - yin)(i)s
Lqy, place(Agp,, Coh, [0.1 0.2 0.5 0.7] - A(Agp,)) f p p
3 5 feiB) | A=y )ds | A =vi)Te(®) | (1=70)0s
; AW
— foe(K) | (L=7E)bs | (1= 2E)The,(K) | (1 =75 )b
nziansa,‘ 0.3°C » P P P
—— k) | A=yp)Pa | (1 =7 (k) | (L=7)Pa
ncci,nhc,- 0.3°C » P p .
B | M=y)Ps | (L =y )une(B) | (1=7;)¢a
Qsh; < 1 0.7
(—:Zh’_ 100 °C

several design parameters, such as zonal modeling uncertainty bounds, sensor noise measurement
bounds and observer gains that are presented in Table 6.5. The observer gains for each observer L,,,
Lsa;, Ls;, Lgh, are chosen to guarantee stability of the estimator for all AHUs i € N. It should be noted
that the observers initial condition are chosen to be equal to zero and there are reset when the HVAC
system is not operate in order to avoid fault alarms during the transient behavior. The design bounds on
the modeling uncertainty for each zone éi is selected to be 2 W and represents the maximum unknown
(not modeled) heat sources. The design bounds of the sensor measurement noise can be obtained by
the technical specifications of the manufacturer, while for this simulation example where selected to

be 0.3°C.

6.4.3 Simulation Results

The proposed distributed fault diagnosis algorithm is implemented in Matlab/Simulink and are con-

nected to the EnergyPlus model using BCVTB. Its performance is evaluated with respect to the three
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fault models that are presented in Table 6.6, where:

* Fault Model 1 represents an abrupt additive fault with fault function ¢s=10 °C for the sen-

sor faults and ¢,=0.1 kg/sec for the actuator (valve) faults, where y,,=1 x107* determines the

fault’s time profile. In simulations is indicated with a red color.

* Fault Model 2 represents an abrupt multiplicative fault that it’s function is selected to be an

increase of 10% on the corresponding temperature for the sensor faults and 50% increase on the

control input for the actuator faults, with y,,=1x 1074, In simulations is indicated with a blue

color.

» Fault Model 3 represents an incipient additive fault that has the same fault functions as Fault

Model 1, where the time profile of the faults is selected such as y,,=0.97. In simulations is

indicated with a green color.

For simplicity, the time of fault occurrence for all fault cases is selected as k=129600 sec that corre-

sponds to day 2 of the simulation at 12:00 p.m. i.e., 01:12:00:00. To evaluate the performance of the

proposed FD algorithm we run the following simulations scenarios:

* Scenario 1: Sensor fault f,,, with Fault Model 1,

* Scenario 2: Sensor faults: fs,, with Fault Model 1, fs,, with Fault Model 3,

* Scenario 3: Sensor faults: f.., with Fault Model 1, Sensor fault f.., with Fault Model 2,

* Scenario 3: Actuator faults: f&¢ ~with Fault Model 1, & with Fault Model 3.
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Figure 6.4: ARRs of the AHU 10 and 19 for Scenario 1.

Fig. 6.4-6.7 show the ARRs of the affected AHUs for the aforementioned fault scenarios. Specif-

ically, in each box the absolute value of the residuals €], |€sal, |€cc,l, |€ne,| that are denoted with the
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black dots, their corresponding thresholds €,,, €sa;, €cc;> €nc; that denoted with purple dots and the
detection decision signals Dy, Dsy,;, Dee, Dpe, indicated with the yellow dashed line. The red dot
represents the location of sensor fault with Model 1, the blue dot represents the location of sensor
fault with Model 2, the green dot represents the location of sensor fault with Model 3. Moreover, the
red star represents the location of actuator fault with Model 1, the blue star represents the location of
actuator fault with Model 2 and the magenta star represents the location of actuator fault with Model
3. Note that background light blue and red color on each plot represents the cooling and heating mode,
respectively, where cooling mode means that the cooling coil valve is open and cooling mode means

that the heating coil valve is open.

Fig. 6.4 shows the ARRSs results for AHU 10 and 19 in the fault Scenario 1. According to Table
6.4 zone 10 is connected to zone 19. The purpose of this result to show the effect of a sensor fault to
the ARRs of the local FD Agent and also the effect to one of its neighboring FD Agent. Specifically,
the sensor fault f, , is applied with a Fault Model 1, which is fault of 10°C magnitude that can be
consider a large one. According to Table 6.2, f,,, can cause the violation of ARR &,,, and may cause
the violation of ARRS &gy, Encyy> Eccyy Of the local FD Agent and may also cause the violation of
ARRs &,,, E,,, E,,,, E,,4, E,, due to the exchange of the sensor information from the neighboring
zones included in Njg for the estimation of the zone air temperature. From results in Fig. 6.4, the
detection observed pattern is D10 (k) = [0,0,1,1,0]", D1 (k) = [0,0,0,0,0]". This means that this
fault Scenario cause the ARR &, and &Es,,,, while the remainder ARRs involved did not violated.
The outcome of the Distributed Isolation logic presented in Section 6.3.4 is that this observed pattern
may caused by the following fault combinations: {f;,}, {fsaj}> OF { f210, fsay,}> based on which we can
exclude the occurrence of faults fhc,;, focys f{l'f:lo, ccry? fz4> f275 f217> fa19> f2y, and their combinations.
Indicatively, we choose only the ARRs of FD Agent 19 only, but also the remainder ARRs in FD
Agents 4, 7, 17 and 22 did not violated.

The Fig. 6.5 shows the ARRs results of AHU 4 and 6 caused by Scenario 2. Specifically, the
sensor fault fs,, with a Fault Model 1 and the sensor fault fs,, with a Fault Model 3 are applied.
According to Table 6.2, fs,, and fs,, can cause the violation of ARR &q,, and Eg,,, and may cause the
violation of ARRs &, and &,,, respectively. From results in Fig. 6.5, the detection observed pattern
is D@ (k) = [0,0,1,0,0]", DO (k) = [0,0,1,0,0]". This means that the fault Scenario 2 cause the
violation of ARR &s,, and &s,,, while the remainder ARRs involved did not violated. The outcome
of the Distributed Isolation logic presented in Section 6.3.4 is that this observed pattern may caused
by only the following fault combination: {fsa,, fsa,}, based on which we can exclude the occurrence
of the remainder fault combinations. Hence, the proposed distributed fault diagnosis algorithm is
able in real-time to detect and isolate the presence of sensor fault fs,, and fs,,. Consequently, by
using the proposed algorithm we can reduce the maintenance time. Note the fault {fs,, (red dot) that

corresponds to an abrupt sensor fault that is detected at the occurrence time, while the { fsa, (green dot)
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Figure 6.5: ARRs of the AHU 4 and 6 for Scenario 2.

that corresponds to an incipient sensor fault is detected approximately 1 and 15 minutes after at the

occurrence time.
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Figure 6.6: ARRs of the AHU 6 and 7 for Scenario 3.

Fig. 6.6 shows the ARRs results of AHU 7 and 8 caused by Scenario 3. Specifically, the abrupt
sensor fault f., with a Fault Model 1 and the multiplicative sensor fault f.., with a Fault Model 2 are

applied. According to Table 6.2, f., and fe, can cause the violation of ARR &, and Ec,, and may
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cause the violation of ARRs &y, , Gsa, and Engg, Esag, respectively.

From results in Fig. 6.6, the detection observed pattern is D (k) = [1,0,0,0,0]", D® (k) =
[1,0,0,0,0]". This means that the fault Scenario 3 cause the violation of ARR Ecc, and Eeeg, While the
remainder ARRs involved did not violated. The outcome of the Distributed Isolation logic presented
in Section 6.3.4 is that this observed pattern may caused by the following fault combinations:{ fcc,},

certs OF {foey, fE&,} for the FD Agent 7 and {fece}, {f{5}, OF {fecs, fiog )} for the FD Agent 8. Based on

the above logic we can exclude the occurrence of the remainder fault combinations.
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Figure 6.7: ARRs of the AHU 10 and 12 for Scenario 4.

Fig. 6.7 shows the ARRs results of AHU 10 and 12 caused by Scenario 4. Specifically, the
actuator fault fi¢ with a Fault Model 1 and the actuator fault fc,, with a Fault Model 3 are applied.
According to Table 6.2, f¢, “and f[ can cause the violation of ARR &, and Ec,,, and may cause
the violation of ARRs &y, and Ey,,,, respectively. From results in Fig. 6.7, the detection observed
pattern is D19 (k) = [1,0,0,0,0]", D®(k) = [0,0,0,0,0]". This means that the fault Scenario 3
cause the violation only of ARR &,,, while the remainder ARRs including &,, involved did not
violated. The outcome of the Distributed Isolation logic presented in Section 6.3.4 for the FD Agent
10 is that this observed pattern may caused by the following fault combinations: {fcc,,}, { anC110}’ or
{fecior fioy, 1> based on which we can exclude the occurrence of the remainder fault combinations. On
the other hand, the presence of the actuator fault f..,, with a Fault Model 3 could not detected by the

FD Agent 12 and this is one of the cases of missed faults.
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6.5 Conclusions

In this chapter a distributed model-based fault diagnosis algorithm is presented, that in real-time, is
able to detect, isolate and identify sensor and actuator faults that can affect the operation of the AHUs
in large-scale, multi-zone buildings. Faults, in opposition to failures, can not be easily diagnosed
from the ruled-based algorithms integrated in the existing Buildings Management Systems, causing
uncomfortable thermal conditions and in some cases a huge waste of energy in a long term duration.
Moreover, due to the system complexity and control closed-loop can complicate the fault diagnosis
procedure of several sensors and actuators in each AHU. Modeling the thermal zones and the com-
ponents of AHUs, we can design a local fault diagnosis agent for each AHU. Each fault diagnosis
agent can estimate the states of measured quantities (i.e, zone air temperature, supply air temperature,
cooling and heating coil’s water temperature). Assuming bounded on the modeling uncertainty and
sensor noise, and using the estimation of each state, we can obtain adaptive thresholds that their vio-
lation can indicate the presence of a fault or faults. By combining the local and neighboring detection
signals, a binary isolation logic is designed to reveal the location and type of the fault or to decrease
the number of candidate faults. Consequently, this process can reduce dramatically the maintenance
time by the building’s operators/staff in an abnormal operation of the HVAC system. The performance
of the proposed algorithm is evaluated in a realistic simulation using a primary school building with

25 zones, offered in the ASHRAE Standard 90.1 suite.
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Chapter 7

Distributed Sensor Fault Accommodation

using a Virtual Sensor Scheme

7.1 Introduction

This chapter deals with the accommodation of sensor faults in FCU HVAC systems that are presented
in Chapter 2.4 using a virtual sensor scheme. In Chapters 3-6, the development of distributed fault
diagnosis schemes for multi-zone HVAC systems are presented. Using the outcome of the diagnosis
process, a distributed fault accommodation scheme can be online activated to alleviate the effects of
faulty measurements during the operation of the HVAC system i.e., without interrupting its operation.

In this chapter the concept of virtual sensors is employed, in the sense that instead of adapting the
nominal controller to compensate the faulty measurements, an intermediate block that corresponds
to the “virtual sensor” that is located between the sensor and nominal controller is implemented to
alter the faulty measurements. The faulty plant, that corresponds to the plant whose measurements
are faulty, together with the virtual sensor should produce, for a given input c(¢), the same (or approx-
imately the same) output y(t) as the nominal plant i.e., healthy system. Hence, the nominal controller
“sees” the same plant and reacts in the same way as before [22]. Particularly, in this work, an adap-
tive estimation scheme is used to adapt the faulty sensor measurements to the nominal controller (i.e.
the nominal controller remains unchanged) by estimating or learning the isolated sensor faults. The
virtual sensor schemes are effective when the nominal control scheme is not available and/or can not

be accessed.

7.2  Objective

The main objective of this work is the design of a distributed fault accommodation scheme for com-
pensating the effects of sensor faults that impact the operation of a HVAC system with multiple and

strongly interconnected building zones. By considering the HVAC system as a network of strongly
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interconnected subsystems, several local monitoring and control agents are designed, for every sub-
system. The local monitoring agent is responsible for detecting, isolating and estimating local sensor
faults. The main task of each local control agent is the tracking of a corresponding desired signal
under both healthy and faulty conditions. Both the local monitoring and control agents are allowed to
exchange information with neighboring agents. When sensor faults are isolated by a local monitoring
agent, the local and neighboring control agents are reconfigured by using the adaptive estimation of

sensor faults transmitted by the neighboring monitoring agents.

7.3 Design of the Virtual Sensor Scheme

The backbone of the distributed sensor fault accommodation scheme is the design of two agents ded-
icated to each of the interconnected HVAC subsystems, where one agent monitors the status of the
subsystem, and the other agent controls the subsystem, based on the information stemming from the
monitoring agent. As illustrated in Fig. 7.1, the monitoring agents, denoted by M° and M®, are
responsible for detecting and isolating sensor faults in subsystems X° and =), i € N, respectively,
and estimating the magnitude of the local sensor fault after been isolated. The control agents C° and
C% are responsible for tracking the reference signals for subsystems X° and X respectively, under
healthy and faulty conditions using the virtual sensor measurements y; and yy), for all i € N, that are
constructed based on the sensor fault estimations. The monitoring and control agents are allowed to

exchange information with neighboring agents.

In this work, the emphasis is on sensor faults, so we assume that there are no imperfections in the
communication between the control and monitoring agents (e.g. time delays in transmission, packet

dropouts), and the exchange of information is continuous and uninterrupted.

y
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Figure 7.1: Architecture of the Distributed Virtual Sensor Scheme.
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7.3.1 Distributed Adaptive Estimation Scheme

The decision of the monitoring agents M° and M® on the occurrence of sensor faults is obtained by
checking the satisfaction of analytical redundancy relations of residuals and adaptive thresholds, as

presented next.

Residual Generation

For estimating the water temperature in the storage tank a nonlinear adaptive estimation model is used

by M®; i.e.,

() = A0 + SO ~ L), O ) + 1 (1) = £, y(®), () + 17 (& (1)

+ L (i) - #) - () + O ), (7.1)

5(f) = ASQ%(t) - L° + ut”ét(Ap%” — 1)us(t) + %Zumxu(i)(t), QE)=0, (7.2)
S, max S lGN

£ =@ 0 + D2 [g50)] (1.3)

A A T
where f5(£) = 0, &(t) = y°(t) — £(t) — f°(t), 2° is the estimation of x°, y = [y(l),...,y(N)] is a
vector that collects the sensor measurements shared through monitoring agents M®, i € N and L*

is the estimation gain, such that A = A — L% is stable, 5 is the estimation of the fault f°, Q° is a

A

filtering term [44], ] = min{t > 0 : I’(t) = 1}, and D° a dead-zone operator such that

rlaw)={ 07 (7.4)
’ &1, FH=1 |

where I° is the isolation signal computed by the monitoring module M° (see Section 7.3.4). The

residual Sfj is defined by E;(t) = 1°(t) — £°(t), which can be expressed as
S t S
50 =0 + 0+ [ eAL“—”(rS(r) — L)+ (£65(0), () - (), () (D)

+ 17 (x°(7), x(7), u(7)) = I (y* (1), (1), M(T)))dT- (7.5)

For estimating the air temperature in zone , a nonlinear adaptive estimation model associated with

MW i e N is generated by

#0(t) = AD2O() + g0 (1), yO 1) = OO ) + HOO®) - FOb), Y (1) + 0@ (1)

+ 10 (y(i)(t) — 20t - fA(i)(t)) + Q(i)(t)fi(i)(t), (7.6)
. (i ) (i i Ui,max Sz (4 YU
Qi () = AP0 () — LO - T,-au()(t)’ Q) = o, 7.7
f;(i)(t) = D@0 #) + 1)p® [5(;)(15)] , fA(i)(t?)) =0 (7.8)
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where , é(yi)(t) = y(i)(t) — 20t - fA(i)(t), £ is the estimation of x® and L% is the estimation gain,
such that A(Li) 2 A0 — 10 ig stable, fA(i) is the estimation of the fault f(i), QO is a filtering term,
ty) £ min{t > 0 : I9(t) = 1} and D a dead-zone operator such that
o 0, D% =0
Olfol=1 19)
&), 19()=1

where I® is the isolation signal computed by the monitoring module M® (see Section 7.3.4). The

residual e(yi) is defined by e(yi)(t) = y(t) — £(t), which can be re-written as
- i - . t i . . .
eD(t) =MD (0) + nO(t) + f eA(L)(t_T)(}’(l)(T) — 19n0(x)+
0

@wuﬂwa@u»—é%fwxw%ﬂﬂw%n+mwﬁ%nm@w»—M%w%ﬂm@u»yr
(7.10)
7.3.2 Computation of Adaptive Thresholds

The adaptive thresholds bound the residual under healthy conditions taking into account the following

assumption:

Assumption 8. The noise corrupting the measurements and the modeling uncertainty are unknown
functions but uniformly bounded by known positive constants 72°, ), 7 and 7® such that [n°(t)| < 7°,

InD@)| < 7D, |[r5(t)] < 7 and [rD(#)| < 7D, respectively.

The adaptive threshold &} for the monitoring module M is designed based on (7.5) and assuming
healthy conditions (i.e., f°=0, f®=0 for all i € N) such that |e5(t)| < &(t). The adaptive threshold
&%(t) is defined as

gsy(t) — pse—/\stxs + 7 +f pse—/\s(t T)(

| Ot Z u; max ﬁ ﬁ(i)) (o) + fs)dr, (7.11)

zeN

ust,max(P max — 1)
CstATmax

| (7)] + |L°| 72

where X° is a known bound such that |[x*(0)| < ¥° and p* > 0, A° > 0 are selected such that leLt| <
p%e 't for all t.

The adaptive threshold E() for the monitoring module M® is designed based on (7.10) and as-
suming healthy conditions (i.e., =0, f®=0, f()=0 for all j € K;) such that |e l)(t)l < (l)(t) Thus,
the adaptive threshold eg/) is defined by

£0(t) = @-Wuw+wulf¢°“%T(w%wu4® @%ﬂz(®+nﬂ”aﬂ
§

+%Z%( ﬁﬂ’m.ﬁk chWW%m%ﬂ (7.12)

Zi jeKi jeKi
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Figure 7.2: Schematic diagram of the 7-zone FCU HVAC system.
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where %) is a known bound such that |x?(0)] < ¥, and p(i) > 0, A® > 0 are selected such that
IeAg)tI < p(i)e'wt, for all £, i € N. The detailed computation of ﬁ(i)(y(i), y) is presented through

(4.26)-(4.30) and (4.32)-(4.34) and is designed to bound the difference ﬁ(i) = y(i)(Tzi, T;) - ‘u(i)(yg), yg)).

7.3.3 Sensor Fault Detection Decision Logic

The sensor fault detection decision logic implemented in every monitoring module relies on analytical
redundancy relations (ARRs) of the residuals and adaptive thresholds. In more detail, the ARRs

associated with the agents M° and M® are respectively determined as
& leml<am, 7 10wl <. (7.13)

The agent M® (correspondingly for M®) infers the presence of sensor faults at the first time instant
that & is not satisfied (correspondingly for &?). Note that the ARR &° is sensitive to faults in sensors
S°and SO, i € N, while & is sensitive to faults that may affect S°, S®) and SO, j € K. The outputs
of the agent M°® and M are the boolean decision signasl D* and D%, defined as

0, t<t _ 0, t <t?
Di(t) = P DO = b (7.14)
1, t> 8 1, t> 1Y

where £ 2 inf{t > 0 : [e(B)] > &)} and &) £ inflt > 0 : QD] > (). 1f & and EV are

always satisfied, then #], — oo and tg) — o0o0.
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7.3.4 Distributed Sensor Fault Isolation Decision Logic

The sensor fault isolation process of the agent M® initiates the isolation process when it detects the
presence of sensor faults, or when at least one of the N agents M®, i € N does it, while the agent
M is activated when the agent itself, or at least one neighboring agents M), j € ¥, detects the
presence of sensor faults.

The distributed isolation procedure applied by a monitoring agent involves the comparison of
the observed pattern of sensor faults that may affect the neighborhood of the agent to a number of
theoretical patterns, represented by the columns of a sensor fault signature matrix. In the case of
the agent M®, the observed pattern of sensor faults, denoted by ®*(t) € [0, 1]N*!, where [0, 1]N*!
denotes a binary vector of N + 1 length, and defined as ®°(t) = [D5, DY), ..., D™]. Note that D
is transmitted to M® by the agent M® for all i € N. The sensor fault signature matrix consists of
N + 1 rows, which correspond to the set of ARRs {&°, EW .., EMN} and N, = 2N*1 _ 1 columns that
correspond to all possible sensor fault combinations that may affect the building zones and the storage
tank, where the k-th combination is indicated by ?'Csk, ke {1,...,N.}. The k-th column corresponds

to the theoretical pattern, denoted by F; and defined as F} = [F},, ..., Fi]k]T. In the case of the agent

Table 7.1: Sensor fault signature matrix F().

fe f(l) f(2) f(3) f(4) f(5) f(6) f(7) I, f(l)}

85 1 % * % * * * * 1

ED*| 1| *|*=lo|lo|0o]|0]| 1

EDx| x| 1| *|x|lolo|o| =

EAD*| x| =1 *]10]|0]|0| *

M _ the observed pattern of sensor faults, denoted by ®@(¢) € [0,1]%i*2, is a vector made up the
decisions D, D® and DY) for all j € K. The sensor fault signature matrix consists of || + 2 rows,
which correspond to the set of ARRs {&F, &0} U {E(j)}, and N, Ei) = 21Kil+2_1 columns that correspond
to all possible sensor fault combinations that r]nez{ll; affect the storage tank, the i-th building zone and its
|%Ci| neighboring zones. The k-th column corresponds to the theoretical pattern, denoted by FI(:). For
example, taking into account the 7-zone HVAC system shown in Fig. 7.2, K; = {2, 3}, based on which
the observed pattern of agent M is defined as PM(t) = [Ds(t), DO (t), DA(p), D(3)(t)]. Moreover,
the sensor fault signature matrix F()) is comprised of 4 rows and 15 columns, while Table 7.1 illustrates
a part of F1) assuming the occurrence of 4 single sensor faults, and one possible combination of two
simultaneous sensor faults. Hence, the assignment F(zlz) = 1 implies that f (M necessarily discloses its
occurrence by provoking the violation of 1), while F 512) = » implies that f(!) may justify the violation

of &, but & may be satisfied in spite of its occurrence. On the other hand, FSS) =0, since f ®) is not
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involved in &M,
The outcome of the comparison of the observed fault pattern @° to the N, theoretical fault patterns
F, k € {1,...,N.}, and the observed pattern ®@ to the Ngi) theoretical patterns F(i), geil,... ,Ng)}

is the diagnosis sets Y*(t) and Y®(t), which are determined as
() = {7 ie i) YO ={FYie 190}, (7.15)

with I5(t) = {k: F{ = @%(t), ke (1,...,Nc}f and T79(t) = {k: F) = @O(t), ke (1,...,NP}}. The
isolation signals that activate the estimation of local sensor faults in (7.1)-(7.4) and (7.6)-(7.9) and its

use in the distributed fault accommodation control scheme are defined as

1, if fFeYs() . 1, if O e YO(t
IS(t):{ e L0 = AR ) (7.16)

0, otherwise 0, otherwise
Additionally, the isolation signal related to the propagated sensor faults f @, i € N, which is generated
by the agent M° and used in the distributed fault accommodation control scheme, is defined as
, 1, if f5 € Y5(t)
Pt = , (7.17)
0, otherwise
while the isolation signal related to the propagated sensor faults f° and f1), j € K, which is generated
by the agent M® and used in the distributed fault accommodation control scheme, are defined as
1, if £ € YO() 1, if 9 e YO ()

109t = 10D (E) =
0, otherwise 0, otherwise

(7.18)

7.3.5 Distributed Fault Accommodation Control Scheme

The control agents C* and C%, i € N is not necessary to be available for the design of the proposed
sensor fault accommodation scheme. However, the control agents C* and C%” should be programmed
to collect the virtual sensor measurements instead of the actual measurements. Note that the virtual
sensor measurements are generated by the monitoring agents based on the fault estimations according

to (7.1) and (7.6), and the isolation signals I* and I), defined in (7.16)-(7.18); i.e.,

C*18(h) = X°(yo(8), yo(D), u(1), (7.19)
CO:ul(t) = X0 0), ¥57 @), v 1), (7:20)
where
v =yt -2 [f1), (7.21)
yo(H) = yt) = [D [fO0)],.., oV [N )]], (7.22)
]/g)(f) — y(i)(t) — [fA(i)(t)] , (7.23)
v =y -2 [fw], (7.24)
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and yz("(t) is a vector made up of |K;| elements y) — D) [ fA(]')(t)], j € K;. The terms D°[-] and D[]
are dead-zone operators defined similarly to (7.4) and (7.9), that is D°[ fAS(t)] =1if P(t) = 1, and
D[ fAs(t)] = 0 otherwise (correspondingly for D@[.]), while D*[-], D@*)[.] and D[] are dead-zone
operators that equal to their input arguments when the associated isolation signals I*/, I(5) and I¢)) are
non-zero. Based on the design of the distributed fault accommodation scheme, every time that sensor
faults are isolated in the neighborhood of the i-th building zone, its associated control agent C®), and
the control agents of the neighboring subsystems, that is C* and C17, j € K, are accommodated to the
isolated sensor faults by using their estimations.

For the purposes of this paper, we assume that a local control agent can be accommodated to
isolated sensor faults several times, without requiring a dwell-time between accommodation actions,
or a bound on the estimations of isolated sensor faults that are transmitted by the neighboring local

control agents in order to ensure subsystem’s stability and good tracking performance.

7.4 Simulation Results

In this section, we illustrate the application of the distributed adaptive FTC methodology to a 7-zone
HVAC system where the architectural arrangement of the 7 zones is presented by the shaded area in
Figure 7.2. We consider eight subsystems {X°, x® 2(7)}, with the interconnections between the
zones, defined by the sets K7 = {2,3}, K> = {1, 3,4}, K5 = {1,2,4}, K4 = {2,3,5,6,7}, K5 = {4, 6},
Ko = {4,5,7}, K7 = {4,6}. The subsystems are described by (2.20)-(2.22) with: a,=740, i € N,
az,;=50, a4=12, as; =0.6, Cy=837, C,=1.004, C,=0.717, py=1.22, C;,, 1 € {1,2,3,4,5,6,7} =370,
Ui max=3700, i € N, Ust max=27.36x10%, Piax=3.5, AT nax=45, A4y, =120, i € N, h=8.29, Ag,=2.60,
i € N, j € K. Itis assumed that the exogenous uncontrollable signals are constant, defined as follows:
To = 5°C, Ty = 10°C, Ty = 5°C, Tip =10°C, i € N. The modeling uncertainty in each subsystem
r* = 5%d] sin(0.1¢) and @) = S%d? sin(0.1¢), i € N. For simulation purposes, the noise corrupting
the sensor output is defined as: 7° = 3%Y* and i@ = 3%Y® where Y° and Y are the steady state
value of sensor measurements 1° and y(i), respectively, i € N, under healthy conditions. The design
constants for the monitoring agents are: L’=10 and L()=1, p5=p(i)=1 3, A5=30, A)=¢, °=8, )/(i)=5. In
this example, we simulated the following multiple sensor fault scenario: two bias abrupt faults occur
affect sensors S and S7) at tﬁ}) = tﬁz) = 20 h. The faults are modeled as fV(t) = —20%YD(1 —
8_104(t_20)) and f(7)(t) = —ZO%Y(7)(1—e‘lo4(t‘20)) [127,129]. For comparison purposes, we performed
simulations with and without using the proposed distributed fault accommodation control scheme
described by (7.19)-(7.20). The desired values of the temperatures are set up as follows: yie f=55 °C
and y:?f=24 °C,i € N.

Fig. 7.3 presents the response of the temperatures, controlled either by the nominal distributed

control scheme (blue solid line) or by the distributed fault accommodation control scheme (red dashed
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Figure 7.3: HVAC system temperature response in multiple simultaneous bias sensor fault scenario in sensors

SO)

, S?): Controlled by the nominal control (NC) scheme (blue solid line) and controlled by the adaptive fault-

tolerant control (AFTC) scheme (red dashed line).
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Figure 7.4: Decision-making process of the monitoring agents MM, M: Residuals e, ¢? (blue solid
line), adaptive thresholds £?, &7 (red dotted line) and detection signals DV, D) (yellow dashed line) of the

monitoring agents MM, M©),

line). The faults occur in SU, 87, significantly effect the temperature dynamics of the local sub-
systems (1), ©(7), respectively, as well as the dynamics of their associated neighboring subsystems
(X@, 20} (=@ x©)}) while X° is less affected by these faults. The use of the proposed distributed
adaptive FTC scheme, contributed to the successful compensation of the sensor faults effects on the
local and neighboring dynamics of subsystems X1, ). Fig. 7.4 shows the residuals ¢, &)
(blue solid line), adaptive thresholds €, &7 (red dotted line) and the detection signals DV, D)
(yellow dashed line) of the monitoring agents MM, M@ while the rest of the monitoring agents
(M5, MO M(G)) are not presented since their ARRs are not violated.

At the time instant tg) =20 h, a fault is detected by M) which initiates the isolation procedure
in the monitoring agent M and its neighbouring agents M°*, M® and M©. In the case of M®, the
observed pattern ®° equal to ®° = [0,0,0,0,0,0,0, 1], which is compared to the theoretical patterns
F: forallk € {1,...,255}, leading to Y® = {f?} and IF = I*! = ... = [*® = 0 and I = 1. In the case
of M®, M® M) the observed patterns are @4 = [0,0,0,1], ®© =[0,0,0,1], ®? = [0,1,0,0],
respectively, which are compared to the theoretical patterns of FI(:}), Pl(<6)’ F,(Z), forallk € {1,...,15}.
The comparison leads to YO = YO = v = { f(7)}. Based on these diagnosis sets the non-zero
isolation signals are I¢7), I67) and I7). The dead-zone operator D) [.] activated the estimation for
the sensor fault fA(7) executed by agent M) The local control agents that are accommodated to the
isolated sensor fault f) using its estimation transmitted by the agent M) are C*, C*, C®), and C?).

Similarly, at the time instant tg) = 20.05 h, a fault is detected by M) which initiates the isola-

tion procedure locally and its neighboring monitoring agents M®, M® and M®. By applying the
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distributed isolation process shown in Section 7.3.4, the new non-zero isolation signals are generated:
1, 1@D and IGY. The dead-zone operator DM [.] enables the estimation for the sensor fault fA(l) in
MO followed by the accommodation of control agents C°, C?, C®, and C(V) to the new isolated

sensor faults. Note that C® has been accommodated twice.

7.5 Conclusions

In this chapter, the design of a distributed sensor fault accommodation scheme for HVAC systems
that may be affected by multiple sensor faults is presented. Exploiting the HVAC system topology,
a bank of distributed monitoring agents, that correspond to the virtual sensor, which are allowed to
exchange information with neighboring agents. The virtual sensors were designed to detect, isolate
and estimate the isolated sensor faults. In order to compensate the sensor fault effects, the estimation
of sensor faults is used by neighboring control agents in order to compensate the effects of the faults
of the isolated sensors. A simulation example illustrates the effectiveness of the proposed scheme,
which is applied to a 7-zone HVAC system.

The virtual sensor schemes are effective when the nominal control scheme is not available and/or
can not be accessed. This however comes at the cost of increased computational complexity since
a nonlinear state estimation is required and furthermore, the stability analysis for the closed-loop
system cannot be rigorously performed. In the following chapter (Chapter 8) the nominal control
design is available and can be accessed, therefore the stability analysis of the closed-loop systems can

be performed.
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Chapter 8

Distributed Sensor Fault Accommodation

using a Control Reconfiguration Scheme

8.1 Introduction

As we have seen in Chapter 7, a sensor fault accommodation algorithm based on a virtual sensor
schemes can be used to adapt the faulty sensors to the nominal controller (i.e. the nominal controller
remains unchanged) by estimating (learning) the isolated sensor faults. The virtual sensor schemes are
effective when there is no access to and/or no available knowledge of the nominal control scheme. This
however comes at the cost of increased computational complexity since nonlinear state estimation is
required; as a result the stability analysis of the virtual sensor-based FTC scheme for nonlinear systems
cannot be rigorously performed.

The main contribution of this work is the design of a stable distributed sensor fault accommodation
scheme for multi-zone HVAC systems for maintaining the desired temperature in the building zones
and the electromechanical part under both healthy and faulty conditions. For each building zone and
the electromechanical part, an adaptive nonlinear controller is designed to compensate the effects of
the isolated sensor faults on the local control input. The adaptive law is activated when local faults are
isolated, aiming at the estimation of the local sensor fault. Due to the distributed control architecture,
where sensor measurements are shared between neighboring controllers, the local fault estimation is
also provided to the neighboring controllers to reduce the effects of the sensor fault propagation. The
control performance of the proposed distributed sensor fault accommodation scheme is investigated

based on the stability analysis, first under healthy and then under faulty conditions.

8.2 Objective

The objective of this chapter is twofold. The first objective is to design a stable distributed feedback

control scheme to track the desired water temperature of the storage tank Ty and the desired air tem-
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peratures in zones T, ..., T, taking into account modeling uncertainty and measurement noise. In
the presence of a sensor fault that has been detected, the second objective is to design a distributed
fault accommodation scheme to compensate the effects of sensor faults. In this chapter, we do not
consider the issue of fault detection and isolation, which has been considered in previous chapters (see
Chapter 3-6). Instead, we assume that a monitoring scheme has detected the presence of a fault at a

particular sensor and we investigate the problem of distributed fault accommodation.

8.3 Design of the Control Reconfiguration Scheme

This section presents a distributed feedback control scheme for multi-zone HVAC systems. The dis-
tributed feedback control scheme consists of N + 1 controllers (one controller for X° and N controllers
for the N zones). Each controller can exchange control input and sensor data with its neighboring con-
trollers. First, we consider the design of the control law for the temperature in the storage tank. Taking
into account the bilinear structure of the subsystem X° (see (2.23)), a feedback linearization control

law ¢° for controlling the water temperature in the storage tank is designed as

ug(£) = ¢°(y° (1), u(t), y(t), y; (1))
= (S O) " [0 (Tp®) = F (1), y(t), u(®) - A% = (A + p°) (¥ () - (1) + 550)],
(8.1)
where ugt is the controller’s output, y; is the differentiable reference signal for the state Ty, iy = [y(i) :
i €{1,...,N}] is a vector comprised of the sensor signals from all zones of the HVAC system and

p® > 0 is a design constant. The reference signal y; is generated by the following reference model

) = Ay + SN () + 0, velt), u(®) + °(Tp(B), (8.2)

ref

where 1, is a bounded input signal for the reference model. Similarly, the feedback linearization

control law (p(i) for controlling air temperature of the ith zone is designed as

ui(t) = OO0, y (), y" ), 1 (1)
= (22GP®, y®) " [-1OTa(®), Tans(®) = KOO, () — Oy
— (A9 + o) (Ot - 4P ()) + 99 (1)] (83)

where 1 is the controller’s output for the ith zone, yf) denotes the desired (reference) temperature of
ith zone and ywi = [y(j) : j € K] is vector that collects the sensor signals of the |%;| neighboring

subsystems and p(i) > ( is a positive design constant. The reference signal yﬁi) is generated by:

y0(t) = A0 1) + g,y O O + KOO,y 1) + nTa ), Ta(),  (8:4)

“f is a bounded input signal for the reference model. Note that the control laws in (8.1)

where u:
and (8.3) can be designed such that ug,(f) = [0,1] and u7(t) = [0,1] for all # > 0 and therefore,

ust(t) = ug, () and u;(t) = u(t), forall £ > 0.
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By applying (8.1) on (2.23), under healthy conditions (i.e., f* = 0 and f@ = 0, for all i €

{1,...,N}), the tracking error dynamics of L° are described by

) = — pei(t) + (b, (8.5)

where €° = Ty — y; is the tracking error of X° and v° contains the uncertain terms (due to modeling

uncertainties and measurement noise) given by

st maxp

v*(t) =r°(t) — (A® + p°) n’( t)+ CoAT

nOus() + 25 ), Uipasln(0) = m°(O)ust). (86)

zeN

Similarly, by applying (8.3) on (2.26), the tracking error dynamics of Z.) under healthy conditions

are expressed by

e(l)(t) - _ p(l)e(l)(t) + U(i)(t), (87)

where ) = yﬁ” is the tracking error of 2 and v contains the uncertain terms indicated by

00(0) =100 - (A0 + ) n06) + o000 = ) i) + Y 2 a0

jEK;
+p0 Y Ag TG00,y ), (8.8)
e
with
w0, y0) =u(T,, o) - pO 2, y). (8.9)

In the sequel, we assume that the uncertain terms v°(t) and v given by (8.6) and (8.8), respec-
tively, which represent the modeling uncertainty and measurement noise, are all uniformly bounded.

However, the bounds are not assumed to be known.

8.4 Distributed Sensor Fault Accommodation

In this section, we consider the design and analysis of a distributed fault accommodation scheme for a
single sensor fault. The problem of designing fault detection and isolation algorithms is not considered
here, since it has been investigated in previous works (for example [31, 107, 129]). At the time that
a single sensor fault is isolated, a local online adaptive law is activated to estimate the sensor fault.
The estimation of the sensor fault is used by the local and neighboring controllers to compensate the
effects resulting from the distributed control architecture. Taking into account the controller structure

of (8.1), the following reconstruction of the distributed feedback control ¢° is proposed, such as

ug(t) = §°(2°(1), u(®), 2(t), v (1), (8.10)
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where z° is the reconstructed sensor signal given by

5(H), F<
2(t) = e = , (8.11)

v - ), t2£
where #] is the isolation time of the sensor fault f* and F is the estimation of f°. Similarly, taking
into account the controller structure of (8.3), the following reconstruction of the distributed feedback

control qb(i) is proposed, such as

u(t) = o0 (1), 20, 2% (1), yP (1)), (8.12)

where z%i = [z() : j € K] is a vector consists of the reconstructed sensor signals of the neighboring

subsystems and z() denotes the reconstructed sensor signal given by

yO(), t<t?

z20() = , (8.13)

YOO - FOW), =)
where t;i) is the isolation time of the sensor fault f' @ and Fi) is the estimation of f @, The design of the
online adaptive law that estimates the sensor fault in S® is presented next. Due to page limitation the
design of the online adaptive law for a single sensor fault in S° is not included, but it can be obtained
=)
following the same procedure. The online adaptive law f that estimates the magnitude of the local

sensor fault @ is given by
=) N , N ( (i —
F) =P (aDu(t) - A - p0) (e9t) - FO))}, (8.14)

with Fi)(ty)) = 0 where F") is the estimation of the sensor fault f@, e(yi) =y — yii) is the output
tracking error and y(i) > 0 is the learning rate of the online adaptive law. ${.} denotes a projection
operator given in (8.15), which constrains Fi) in a bounded set such that Iﬁi)(t)l < ?(i) forall t > ty).
Fig. 8.1 shows a schematic representation of the distributed sensor fault accommodation scheme,

where with blue color is denoted the reconstructed part of the local controller.

Y0 (00, — AD — o) () - 7Y, {’f?i)l < J‘c@} Or{ | fTi)| — 7"
) m¢ﬁw®@®w_Aw_¢®@y—ﬁwso}
o ol-7
and f0y0 (60, — AO — ) () - F0) > 0}
(8.15)

Given that a sensor fault @ is isolated at ty) (there are no other faults in the remainder zones
or the storage tank), the tracking error dynamics of € in the presence of a local sensor fault f @ js

obtained by applying (8.3) to (2.26), i.e.,
el = - p(i)e(i)(t) + (a(i)ui(t) - AD — p(i))ﬁi)(t) + Uﬁi)(t), (8.16)
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where ]?(i) 20— Fi) is the fault estimation error and U?) is defined as

. A, .
Dpy = 1D gy — (AD 4 @) o DD ) — 1) s ZEi )
o(t) =r0(t) - (A9 + ) n(t) + o (n 0) n(t))u,(t)+j§€%CZinJ(t)

+p0 Y Aq TGO - FOB, y ),
€Ki
with

OO = 7O,y = WO(T, To) = w0 - 79, 40),

)
53

Vr s T s '
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(a) Distributed Control Reconfiguration scheme
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(b) Design of the local controller C%).

Figure 8.1: Distributed Sensor Fault Accommodation scheme based on control reconfiguration.

8.5 Stability Analysis

(8.17)

(8.18)

The following result presents the stability properties of the proposed distributed control scheme under

healthy conditions.

Theorem 1. In the absence of any sensor fault the distributed control scheme of (8.1)~(9.4) guaran-

tees that:

1. the tracking errors €5(t), €(t) are uniformly bounded i.e., €(t) € Leo, €D(t) € Leo, for all
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2. there exist constants A1, Ay such that for any t > 0,
t N ot ) t
psf e (D) dr + Z p(’)f |e(l)(’[)| dt <A+ /\‘;f [o(7) dr, (8.19)
0 P 0 0

2 1521N(z‘)(i)2
where v-(t) = 3 [ ()" + 3 Zl P |v (t)|
i=
N o
3. ifu(t) € Ly (i.e., v(t) is square integrable) then lim;_, (ps eGP + X p(’) |e(l)(t)|2) =0.
i=1

Proof. To analyze the stability properties of the overall closed-loop system under healthy conditions

the following candidate Lyapunov function V' is proposed, given by

N
_Losm2 L 0%
V= @) +§;(e ®) . (8.20)
The time derivative of V is given by
N . B
V=emeE®) + Y eDmed), (8.21)
i=1
N . . 2 N . .
= —p O - ) p" (e2®) +Be® + Y ot (8.22)
i=1 i=1
o s e o g ) Do &
= -0 = ) SO0 - S e OF +e0r® - ) S 0l + ) 0w
i=1 i=1 i=1
< - e - i e o0 - Z{ e - 2 enio)
=72 i 2 2 05
Nooi | 4
- {0 - 2 60| [0 (8.23)
L2 o0
i=1
s N N
<_ﬂkmy_121@kmmﬂ_mew+EZ:mbmm2
=72 2 Laf 20° 2P
i=1 i=
P’ 1 2
_F v sn2 2 @) | ~() 2
< - S 1e) 2;p eDn)|” +2(t), (8.24)

N
where v%(t) = ZLpS [0S ()% + % Y p® |v(l)(t)|2. Based on (8.24) if
=1

N
P sp, L AROING
FleOr+ 5 ;:1 p@ D" > o), (8.25)

S N . . 2
then V will be decreasing and therefore the summation of the tracking errors i.e., % le® (t)|2+% Y p(l) |€(l) (t)l
i=1

will be also decreasing. Furthermore, by integrating (8.24) from 7 = 0 to T = ¢, we obtain

t N t t
p° f e (D) dr + Z p® f |€(i)(T)|2d’C <2[V()- V(] +2 f lo(7)]? dr,
0 e} 0 0
t
<A+ A f lo(7)|* d. (8.26)
0
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where A1 = 2sup,,, [V(0) = V(#)] and Ax = 2.

Based on (8.26) if the uncertain terms v(t) are uniformly bounded, then all the tracking errors €°,
€D foralli={1,...,N} will also be uniformly bounded.

Moreover, if the function v(f) is square integrable i.e., v(t) € Ly, then for all t — oo (all t in the

absence of any sensor fault) leads to V(t) € L, and from (8.26) implies that
S 2
oSl P + Z p@ 1@t € Lo. (8.27)
i=1
Then, according to Barbalat’s Lemma,
lim | p° () + Y pPed) | =0. (8.28)
i=1

Since the sum of the squares of the tracking errors converges to zero, this implies that each individual

tracking error will also converge to zero. O

The above result shows that the overall closed-loop system is stable and the tracking errors for
each subsystems X5, 2, ..., 2 is approximately of the same order as the magnitude of the corre-
sponding uncertainty term v(t). In the special case of no modeling uncertainty or measurement noise,
i.e., v(t) = 0, implies that the tracking errors €°, eD ... e will converge to zero.

The following result presents the stability properties of the proposed distributed sensor fault ac-
commodation scheme after the isolation of the sensor fault. For simplicity purposes we analyze the
stability of the corresponding subsystem that contains the faulty sensor. The Lyapunov synthesis
method is used to obtain the online adaptive law of j??i) (see [44]) and moreover, the boundedness of
the tracking error €% and fault estimation Fi) are examined. Note that the analysis of the tracking
error € for t(fi) <t< ty) (i.e. after sensor fault occurrence and before the sensor fault isolation) is not
included. However, if the sensor faults remain bounded i.e. f* < oo and ) < co the tracking errors

will remain bounded as well.

Theorem 2. When the local sensor fault f @) is isolated the distributed sensor fault accommodation

scheme of (8.12)—(8.14) guarantees that:
1. the tracking error €)(t) is uniformly bounded i.e., €(t) € Lo

2. there exist constants A(li), /\(Zi) such that for any t > t?),
t . 2 . . t . 2
f;) |€(l)(’c)| dt < /\(11) + /\g) f;) |U§Z)(T)| dr. (8.29)
t t

Proof. To examine the convergence and boundedness of the tracking error e for t > t(i), the following
candidate Lyapunov function is defined as
2

Vo = %(e(i)(t))z + ﬁ (Fm) (8.30)
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such that V@ > 0 for any € and j?(i). The time derivative of (8.30) can be computed as
. . . 1 ~ =)
VO =ed0edn) + =5 FOOf
y 1
0 O — L 70 il @ (1) @) O _ 5O £ (5
= — p?|eD)|" - Wf Of &)+ e (t) + (6Dui(t) - AD = p@) fA1)eD(t), (831)

where for a bias sensor fault f), the time derivative of the sensor fault gives f® = 0. Since e =

yy) and e(yl)

= y(i) - yii), the tracking error e)(t) can be expressed as a function of ﬁi), ie.,
() =¥t - fO) - FO). (8.32)
Replacing (8.32) to (8.31), V@ is given by

VO = — p0 [0t + (0ui(r) - A? — p) f“)(t)(e;"’(t) — Ot - )| - %F%t)f“ ')+ 00000,

(8.33)
= — O OB ~ (oOue) ~ A9 — pO) [FO8] + 0 ) - 3 L |7
— 0 (6Ouy() — A p<">)(e§)(t) _ ]’cTo(t)) ‘ (8.34)

The physical properties of the system guarantees that A?) < 0 and u;(t) < 1, and since p® is designed

p(i) > 0, the first two terms of (8.34) can be negative, if

0 < p¥ <@, (8.35)

=)
The last term of (8.34) can be zero based on the adaptive law f  defined in (8.14). Hence, by applying

the online adaptive law presented in (8.14) on (8.34), the time derivative of V® is given by
V0 = = pOle@(t)f" = (oDui(t) - AD - p) |00 + Pt} 1) (8.36)

The time derivative of V@ satisfies
7(i) (@) @ _ (l) ) (l) i 0 (p? 2 | 6 (@)
V0 < — (6u;() - A |f (t)| O - £ | e _W'vl (t)||e (®)

(8.37)
LR
( By, i(H) — AD _p(z) |f(l)(t)| (’)(t)| ;(:‘) |v§l)(t)‘ ) (8.38)
Based on (8.38) if
] > |v§i’(t)| /0. (8.39)
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then V® will be decreasing and therefore the tracking error € will be decreasing as well. Further-

more, by integrating (8.38) from 7 = ty) to T = t, we obtain

0] (i) () (i) (@)
ﬁ) () dT< VO - VO] + —(p()) ﬁ)) ()| dr,

S)\g“ + A9 f |
#?

where 1V = % suptzt(l,)[V(i)(t?))—V(i)(t)] and A =

v}i)(f)| dr, (8.40)

( )(t) is uniformly bounded,

G )

based on (8.40) we establish uniform boundedness of the tracking error e(z) ie., €D € L. O

8.6 Simulation Results

Zone 1 I Zone 2

# # # #

Figure 8.2: Down-view of 3 building zones that composite the 3 HVAC subsystems =@, with i € {1,2,3}. The

blue circles represent the fan-coil units and the air temperature sensor located in each zone.

This section consist of the simulation results for a 3-zone HVAC building system consists of an
electromechanical subsystem X° and 3 interconnected building zones. The down-view of the 3 build-
ing zones is illustrated in Fig. 8.2, where the temperature dynamics of Zone 1, Zone 2 and Zone 3 are
represented by the subsystems L1, £ and £, respectively. =) and ) are thermally connected
through a wall, while both () and £? are thermally connected through doors and walls with £,
such that K7 = {2,3}, K> = {1,3} and K3 = {1,2}. The blue circle objects in Fig. 8.2 represent the
fan-coil units and the temperature sensors located in each zone. The parameters of the 3-zone HVAC
system are: Cs; = 8370 kJ/°C, Ujmar = 3700 kg/h, a,, = 740 kJ/h°C, a;,, = az,, = 50 kJ/h°C,
Ay, = 31.21 m?, Adi,j = 1951 m?, i € {1,2,3} and C;; = C;, = 29.96 kl/°C, C,, = 60 kJ/°C.
The remainder parameters of the 3-zone HVAC system are: ag; = 12 kJ/kg°C, as; = 0.6 kl/kg°C,
Ust max = 27.36 X 10° KJ/°C, Py = 3.5, AT gy = 45 °C, h = 8.26 W/m?°C, T, =20°C, T, =5°C,
Tuwy = 5°Cand Ty = 10°C, i € {1,2,3}. Moreover, the specific heat capacity of air at constant
pressure is C, = 1.004 kJ/kgK, the specific heat capacity of air at constant volume is C, = 0.717
kJ/kgK, and the air density is p,;» = 1.225 kg/m®. The modeling uncertainty associated with each
subsystem is modeled as 7°(f) = 5%T}; sin(0.1¢) °C and r(f) = 1%, sin(0.1t) °C, i € {1,2,3}.
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Figure 8.3: Air temperature responses of the 3-zone HVAC system represented by subsystems (), 22, 2.0,

1

— @ > 1
s Ly XN B —® — @
0 7
- F 9 E)
5r B 05t " }/c\( ) 0.5 f
'
Sl ! _ -
=3l : 2o g0
'
ot '
4 0.5 0.5
1F ;
'
!
0 -1 -1
0 02 04 06 08 1 12 1.4 0 02 04 06 08 1 12 14 0 02 04 06 08 1 12 14
Time (hours) Time (hours) Time (hours)
Figure 8.4: Online adaptive estimation of sensor faults V) and f©@.
0.5 0.25 0.3
Sensor 1 failed 0.25 Sensor 1 failed
0.4 ) 0.2
pensor 1 isolated 0.2 Sensor 1 isolated
~ Sensor 1 failed -
303 S'o.15 o5
Sensor 1 isolated
0.1
0.2 0.1
0.05
0.1 0.05 0
0 02 04 06 08 1 12 14 0 02 04 06 08 1 12 14 0 02 04 06 08 1 1.2 14

Time (hours)

Time (hours)

Time (hours)

Figure 8.5: Control input responses for subsystems (1), 2@, £.0),

For simulation purposes, the noise corrupting the sensors is defined as a uniform random noise with

7 = 3%y and 1) = 3%

1
yV

)

Yr's

age tank and the desired air temperature of the ith zone, respectively, selected as v

where 7 and v,

()

are the desired temperature for the water in the stor-

55 °C and

= 23 °C, yg) = 24 °C and y£3) = 25 °C. The 3-zone HVAC system is simulated for 1.5 hours

with initial conditions T(0) = 30 °C and T,,(0) = 20 °C, i € {1,2,3}. The design parameters of the
distributed sensor fault accommodation scheme are the controller gains and the learning rates of the
online adaptive laws chosen as p°=6, p(1)=23.4, p(2)=14, p(1)=14.87 and y(i)=4, fori e {1,2,3}.

A permanent bias sensor fault is simulated with constant magnitude given by f' M = 25%y§1) =
5.75°C at tj}) = 0.6 hours. Based on Fig. 8.5, we can observe that the sensor fault f(l) at t}l) =0.6
hours, affects both the local (i.e., uM) and neighboring controllers (i.e., u®, u®) because of the
distributed feedback control architecture. Note that the effect of f( is not distinct in u® but its
effect can be slightly noticed in the temperature response T, in Fig. 8.3. As shown in Fig. 8.3,
the air temperatures T,,, T,, and T, are affected due to the distributed feedback control loop. The

effect of sensor fault propagation is more noticeable in £, since the dynamics of 2 are strongly
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connected with () due to door interconnection, while the deviation of the air temperature in £ is
less intensive, since the dynamics of 2 are weakly connected with £(!) due to wall interconnection.

The preinstalled sensor fault diagnosis algorithm, isolates f(l) at t;l) = 0.8 hours, as presented
in Fig. 8.4. Immediately, at t§1) = 0.8 hours, the local online adaptive law in the controller of ()
is activated as denoted in (8.14), while the remainder adaptive laws in the controller of @, ¥ are
inactive (see Fig. 8.4). Furthermore, at the same time instant, tgl) = 0.8 hours, the reconstructed
sensor signal z(1) is modified according to (8.13) by using the fault estimation Fl). Since the control
laws ¢)(1), cp(z) and ¢(3) are reconfigured according to (8.12), the temperatures 1,, T, and T, begin

to return close to their desired temperatures yil), yiz) and yf’) , respectively.

8.7 Conclusion

This chapter illustrates the design of a distributed methodology for control and sensor fault accommo-
dation in multi-zone HVAC systems. The distributed feedback control scheme is designed according
to the physical connectivity of the HVAC subsystems. Each local controller allows exchange of con-
trol input data and sensor information between the neighboring controllers to reduce the disturbances
resulting from the physical interconnections. Perceiving the location of the sensor fault, a local online
fault estimation scheme is activated. The estimation of the sensor fault is used by the local and neigh-
boring controllers to compensate both local and propagated effects. The stability for the distributed
sensor fault accommodation scheme is examined in healthy and faulty conditions, taking into account
modeling uncertainty and measurement noise. The simulation of a single sensor fault in a 3-zone
HVAC system illustrates the effectiveness of the proposed distributed sensor fault accommodation

method.
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Chapter 9

Distributed Sensor Fault-Tolerant
Control for Preserving Comfortable

Indoor Conditions

9.1 Introduction

In the previous Chapters, the design of fault accommodation schemes offers alleviation from the sensor
fault effects that directly affect the operation of HVAC system with online learning of sensor fault
characteristics i.e., unknown fault magnitude, either with virtual sensor scheme (Chapter 7) or with
control reconfiguration (Chapter 8). Specifically, in Chapter 8, the tracking performance of the closed-
loop HVAC system is examined in both healthy and faulty conditions. However, the delay from the
fault occurrence time until the fault diagnosis and recovery, beside the impact to energy consumption
can also cause violation of the indoor thermal comfort conditions. Since the impact of faults in HVAC
systems to the indoor thermal comfort conditions is not investigated throughout this thesis, this chapter

aims to consider this issue in the design of fault accommodation algorithms.

9.2 Objective

The contribution of this chapter is to design a distributed fault-tolerant control (FTC) scheme for pre-
serving thermal conditions in the presence of sensor faults. The objective is to obtain the necessary
conditions for the control gains not only to stabilize the local controlled subsystem but also to achieve
thermal comfort for both healthy and faulty conditions. The computation of the appropriate control
gains takes into consideration bounds on the measurement noise, modeling uncertainty and sensor
faults. During the healthy operation of the HVAC system, the distributed sensor FTC scheme utilizes

the computed control gains obtained to achieve thermal comfort. By employing a sensor fault diag-
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nosis scheme (see Chapter 3—6) the distributed sensor FTC scheme is activated when a sensor fault is
detected and isolated and then its local control gain is reconfigured in order to achieve thermal comfort
in the presence of the sensor fault despite the possible propagation of the sensor fault effects. In pre-
vious works of the authors [108, 128], the faulty sensor outputs were reconstructed without changing
the structure of the controller. Here on the other hand the goal is to change the control gain in order

to compensate the effects of sensor faults.

9.3 Design of the Distributed Sensor Fault-Tolerant Control Scheme

The design of the proposed distributed FTC is realized taking into account that the occurrence of a
sensor fault affecting a single zone only and the following assumptions:

Assumption I: For all t > 0, the modeling uncertainties °(t), '/)(t) and noise measurements 7°(t),
n®(t) are uniformly bounded such that |°(f)] < 7, |r(i)(t)| < ?(i), [ns(t)] < 7°, and |n(i)(t)| < ﬁ(i),
ieN.

@) @i)
£ \yhere ‘t ¥
sensor fault is bounded fO(t) € [ fr(rll)in’ lﬁ?ax], forallie N.

Assumption 2: Forall t > t is the time instant that fault has occurred, the permanent

The distributed feedback control scheme is constructed by the control agents C° and C%) that
generate the control signals ¢® and c’, defined in (9.1) and (9.2). A general representation of a model-
based distributed control scheme is shown in Fig. 9.1c¢ for a 3-zone HVAC system. The control agents

C* and C% can be described by the following control laws, i.e.,

¢ +{ ) = o), y(0,ul), %, 1) ©.1)

C:{ ety = o000, (5, ¥, 2,5 ©:2)

i
where xie and "

f ref
. T
respectively. The controller C® uses the sensor measurements y° and y = [y(l) ciefl,...,N }] ,and

are (differentiable) reference signals for the states Tg; and T, i € {1,...,N},

the controller C% uses the sensor measurements y), y* and y’ = |y<f)(t) 1] € ‘K,]T, where y%i
denotes a column vector of length card(7%;).

The goal of this work is to reconfigure C% only, when a sensor fault @ is diagnosed, without
re-configuring the neighboring control agents C* and C1/), j € K. Based on a feedback linearization
approach (i.e., cancelling the nonlinearities by the combined use of feedback and change of coordi-

nates) [44], a distributed feedback linearization control agent C?) is designed as

. . . -1 . . . , . . .
(e = (89w ®), yO1)) [—n@(Tﬂ (1), Tams(8)) = KO (), ¥ (1) = (A? = K (1)
_KOyO () + xjjf(t)] 9.3)
where KU is selected to stabilize the term A®) — K and xfg £ is generated by the following reference
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Figure 9.1: Configuration of the distributed FTC scheme for a 3-zone HVAC system. (a) Schematic repre-
sentation of a multi-zone HVAC system that consists of the hot water unit (gray box) and the 3 building zones
that are interconnected through walls and doors. The black rectangular boxes located in each zone represent
the fan-coil units. (b) The subsystems configuration of the 3-zone HVAC system. The black arrows denote the
shared states (temperatures) between the interconnected subsystems. (c) The distributed control agents C° and

CW,...,C¥. The black arrows denote the exchange of information between controllers.

model
H0(0) =AOR) (1) + 80065, (B, 20 (N (H) + KOG (B, X (1) + 1T (8, T (), (9.4)

where u] is a bounded input to the reference system and x;]:} = (]) (t) j€ 7(] The following
design takes into consideration that a sensor fault diagnosis scheme (e.g., [107]) monitors the subsys-
tems = for all i € N and can provide an isolation signal I) where for I¥)(t) = 1 the sensor fault
diagnosis scheme decides that a local sensor fault has detected and isolated. Based on the isolation
signal I) the controller gain K can be reconfigured such as
‘ KY, 10t =0
KOty =4 , 9.5)
KV, 10@) =1
where Kgl) is obtained in order to satisfy thermal comfort conditions under healthy measurements while

Kg) is obtained to satisfy thermal comfort conditions after the occurrence of sensor fault f@.

9.3.1 Tracking error satisfying comfort conditions

The tracking error of subsystem L), denoted by ¥ is described by

T() = T (1) = 23 (0). (9.6)

The fulfillment of the comfort conditions described by T, (t) € [Tg‘m, Tg‘ax] can be guaranteed by

ensuring that the tracking error of the i-th zone is included in a closed interval given by
700 €| -2, 0 + T, =200 + 7).

145



T, T, T,
T T,
1 2
2()T Z()Tz(3)
e T, ) @ T, i ? T,
5( 1) 5(2) 3(3)
O] [y ) [y? O] [y®
M M M3
[(1) ](2) ](3)
) 2 H 3
C )71 C e C
4 4 [}
¥l

Figure 9.2: Configuration of the distributed FTC scheme for a 3-zone HVAC system. Note that this diagram

do not consist the subsytem X° that corresponds to the storage tank.

For all t > 0, tracking error can be expressed as

#(t) = () + X0, 97
where 52(;1) is the healthy (fault-free) part of the tracking error, which is associated with the bounded

modeling uncertainties only, and 55?) is the faulty part of the tracking error. Taking into account As-

sumption 1, it can be proved (see Section 9.3.2) that under healthy conditions
2 e [-x) 0,30 (9.8)
Then, a design requirement for selecting the controller gain K;? is that
[-x0 ), )1 [—xfgf(t) + Tin, —xfgf(t) + Tg‘aX] . (9.9)

Taking into account Assumption 2, it can be proved (see Section 9.3.3) that the tracking error under

faulty conditions described by (9.7) satisfies
20ty e [xOt), ¥0)], vt =Ty
The controller gain Kl(f) is designed such that
ref

EROELO) = [—x(i) 0+ T, 20 (1) + 7.

In the next section, we analyze the tracking error x)(t) defined in (9.6).

In the sequel, the dependence of the signals on time (e.g. x(t)) will be dropped for notation brevity.
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9.3.2 Analysis of the tracking error

In this section the tracking error X is obtained analytically by applying the proposed distributed
control scheme presented in (9.3)—(9.4) to (2.26). Hence, the dynamics of the tracking error X are

computed as

AJ(l) .(7)

ref
=AN(T, = x0)) + (T, To)u® = g0, ¢, )l + WO(T, Toc) = O]

ref’ ref

_Tzl - x
(@)
ref’ ref ) + 1
(9.10)

Adding and subtracting the terms ¢ (1°, y@)u and h®(y1, yq(f) on (9.10) results in

D _ (070 o 2Ty, o) = 807, y) |u® + D + KO(T,, Tye) = KOYD, yac)

+ ¢, yu + Ay (’)f f + 0(Ti1, Tomp) + BO WD, yac)-

Assuming that c® € [0, 1], we have u® = ¢, After some mathematical manipulations and by adding

and subtracting the term K@ T3,, the dynamics of tracking error x are computed by
) =(AD — Kx® 4 ?i)c(i) +HO 4+ K(i)(TZ,, - y(i)) + 79, (9.11)

where g0 2 (¢0(Ty, T,,) — g@(v*, y®) and KO 2 WO(T,, Tyc) — KO (yD, y5) with

7 =0 (na) — 4 f(o), (9.12)
a;.. . .
7 _pz)z Agy (u(T, To) - uO (0, y(n)) Zﬁ(nm + fy, (9.13)
C,
jeKi €Ki

and

uD(w, ws) = sgn(w; — wy)max(wy, wy)ywz — wi.

9.3.3 Tracking error under healthy conditions

Assuming healthy conditions, we have f @) = 0,i € N. The healthy sensor measurements are given

by

yfq =TH + 1,

YK :qué +n’G,

where Tg‘tl , TH are the water temperature and air temperature of the i-th zone under healthy conditions,

respectively, and T,]Pé is a vector collects the air temperatures of the || zones under healthy conditions.

Using (9.11)—(9.13) with f @) = 0, the dynamics of ‘JE(I;) are given by

41) (A(’) Kl(fl))'i(é) +o% (n(i) - ns) uf{ + h(i)(Tg, TH) h ’)(y(l) y?{(") + ) — Kl(fl)n(i). (9.14)
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The bound on the tracking error is computed assuming healthy sensor measurements. The solution of

(9.14) is given by
i) ( A6 _g® )t-(z) ' ( O-KD)t-1) ) () s (i)
A = D) + i #1)=060 (nD(2) - n* (1)) ) (r)d
" (a0 @, (i '
+fe( - H)(_T)(—KI;?I(Z)(T)+1"(l)(’l’))d’[
0
t i i .
+ f A=K )=1) (0T (1), TR (1)) - KO (0 (x), yie (7)) d. (9.15)
0
Equivalently, (9.8) can be expressed as

50| <. 9.16)

()

Applying the triangular inequality on (9.15) and based on Assumption 1, x;; results in

S N [|K<I>| T
jeXKi

+ o (n +n('))f A=K =) )u(l)(f))dT
0

+pl f K )(t=) ZA a1 ')(y(')(’[), yg)(’[))d’[, (9.17)

jeK;

where |~( )(O)l <7 with ¥ = =T,(0) - xi?f(O) and the function ﬁ(i) is such that

j N[ <7 ()
O, i = 1O, v T, v,

whose computation is given in the Appendix of [109]. In order to sustain stability and thermal comfort

in zone 7 under healthy conditions, K}? should be selected such that satisfies the following conditions

forall t > 0:
) _ gl
AV - K} <0, (9.18)
c e10,1] (9.19)
[-x9, 2] < [ Xigp + TV, =), + TD. (9.20)

9.3.4 Tracking error under local sensor faults

For the following analysis on the tracking error ) a local bias sensor fault f@ is considered. The
remainder sensor measurements are healthy with f% = 0. The sensor measurements under a local

fault in the sensor S® are given by

Y =Ts +10°,
YO =T, +n® + £O,

y(K’ =T7(i +n
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where the sensor fault can be written as

@
0 _ 0, t< tf

o) t>t<’) '

where f, ) is the constant offset of the sensor fault 1O, ﬁi) is the deviation of the offset fo(i) from the
actual fault value f® and t(fi) is the time instant that fault has occurred. Based on Assumption 2, the

offset f(fi) can be described by

£ =05(£0 + £, 9.21)
and the deviation f(i) satisfies
j j j -
7] < 0.5 (Fi = £0) =7 9.22)

The dynamics of the tracking error X can be expressed as
¥ =(AD - KOV T + (g0N(Ty, To) - g, y™)) u® + hT,, Toc) = KOy, yge)

- (g(i)(Tst, T.) - g(, y(i))) u® — hO(T,,, Tye) + KOy, %) - Kl(ci) (f(i) + n(i))

T g0y, y(i))(uu) _ C(i)) + 10 (9.23)
where ?c(i)(t;i)) = E(I_ll) (t}i)). By designing the controller such that ¢ = [0, 1] for all t > t(fi) the last term
of (9.23) is equal to zero. Using (9.12), the dynamics of the tracking error can be described by

=0 _ ( A6 _ K(Fi))}(i) _ K(Fi) fo(i) N K(Fi)j?i) _ K(Fi)n(i) + o ( fo(i) + ﬁi)) u® 4 50 (n(i) _ ns) u®

+ h(i)(TZi/ T(Kl) _ h(l)(y(l), ]/7(’) + r(i)‘ (924)

The bounds on the tracking error are computed under the scenario of a single bias sensor fault occurring

locally at the subsystem L. For‘,i(;) =70 — (A(i) - Kl(;)) K(Z) fo 2 , (9.24) can be expressed as,

3 (A0 - KOYZO — KOFO 4 60 £0,,0 4 60 FOD _ KOpO 4 6 (1 — ) 4

£ HO(T, Tye) — KO, %) 1 10, (9.25)

The solution of (9.25) is given by

o ; t .
"(Z) _ (A(I)_K(l)) t_t(’) l) (Z) (Z) A(,‘)_K(z) (t—"[) — ()
zp =e F ( f)',i(F(tf)—KF t(l_)e( ) (f(’c)+nl(’c))d’c

f

t i i . . t i i ~. .
+ G(l)f(z) ﬂ‘) e(A(l)—Kl(:))(t—T)u(z)(T)dT +g® ﬂ‘) e(A()_Kj(r))(t_T)f(l)(T)M(Z)(T)d'f

ff ff

(i) AO—KD)t-) () s(7y) 1 AO-KD)e-0) N TE ()
+o f(fl) it ) (n (1) - (T))u (T)dT+ftf> el Z " (D)dt

jeki

i () T i i i i i
0 KON A (“(TZ,.(T),TZJ.(T»—u“(y“(ﬂ,y(f)(m+r<><f>)dr (9.26)
f JjeKi

149



where E{Fi)(t?)) = }Ti)(tip) - (A(i) - Kg)) K® fo - ® Based on Assumption 1 and 2, and by obtaining the
triangle inequality on (9.26) such that I'Z?I < z%) results in

_(z) _g( AD_ K(’))(t I )—(1)(t(z)) [ l) (f + n(l)) + 7" + Z Zz/—(])

jeXKi

(a0 - kY (1_6(A<i>_K<Fz>)(t_t<f,-)))

P , 1

+ o0 () £ L7 ) ﬂ ‘) elA"K)E) |y 0| d + 60 (7 +7%) ﬁ ) oA K)6=0 |40 de
tl 1
f

b

+p0 f NN A4 10O @),y )i, ©-27)
¢

f jeKi

—(0y, (i ), . W=1 ) (i ,
where z(l)(ty)) = ?{)(t;)) + I(A(l) - Kg)) Kg) fol)l , since Ii(l)(t(l))l < x(l)(t(l)) The function y

such that
60T, o) = 10,y )] <EOWO, 4, 0.28)

with its cornputation be presented in the Appendix of [109], where (9.28) is obtained with o = y(f) -
yO 4 (D g =70 47 4 f wy =y + 77 and wy = y@ + £+ 70 4+ 7(1). Hence, the tracking

error ) belongs to
7 € (A0~ K9) 7 KO£ o [-20,20]. (9.29)

In order to sustain stability and thermal comfort under local sensor fault f @, Kl(:i) should be selected

such that (9.19) is satisfied and the following conditions are satisfied for all f > t;i):
AD - KD <o, (9.30)
(A - K}(;)) KO£ [-20,20] [ fe)f + i, _xi?f + Tg_lax] . 9.31)

9.4 Simulation Results

The objective of this section is to evaluate the proposed distributed FTC scheme applied to a 3-zone
HVAC building. The down-view of the 3-zone HVAC building is presented in Fig. 9.1a. The param-
eters of the 3-zone HVAC system are given in Table 9.1, while G = {2}, K, = {1, 3} and % = {2}.
The known exogenous inputs to the 3-zone HVAC system are: Ty, = 20 °C, T, = 5 °C, Ty = 5°C

and T;; = 10°C, i € {1,2,3}. The modeling uncertainty associated with each subsystem is modeled

as r°(t) = 5%T,;sin(0.1¢) °C and rO(t) = 1%T, sin(0.1t) °C, i € {1,2,3}. For simulation pur-
poses, the noise corrupting the sensors is defined as a uniform random noise with 7° = 1%x3, ’ and
7 = 1% x(l)f, where x7 . and xi?f are the set points of temperatures selected as x;, . = 32 °C and
9 =24 °C,ie N =1{1,2,3}.
ref

If we take into consideration that the 3-zone HVAC serves an office building in which the zone
air temperature T, can vary within a given set e.g., [18°C, 30°C], the PDD can be expressed as a

function of air temperature T, as presented in Fig. 9.3. Based on ASHRAE standard, PPD must be at
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Table 9.1: Modeling parameters of the 3-zone HVAC system.

Parameter Value Parameter Value
Ct 8370 kI °C || Ay, ,i€{1,2,3) 1.951 m?
Cy 29.96 kJ/°C sz 0.6 kJ/kg°C
U, smax 3700 kg/h Ust imax 27.36x 10° kJ/°C
gt 12 kJ/kg°C Piax 3.5
a, 740 kJ/h°C AT pax 45°C
Oz, = fz, 50 kJ/h°C h 8.26 W/m?°C
Aw,i€{1,2,3} 3121 m?

most 10% in order to maintain thermal comfort. This limit is denoted with a red horizontal dotted line
in Fig. 9.3. For this specific scenario the zone air temperature T, for all i € {1, 2, 3}, is recommended

to be inside the desired closed set 77;, given by solving PPD equation with PPD = 10 %, i.e.,

T. € T; = [T, T = [22.5°C, 25°C]. (9.32)
100 T T T T T T T
8o} 1
<§/ 60 |- 1
< 40} |
~ 0l |
O 1 1 1 1 1 1 1
2 15 -1 05 0 05 1 15 2
PMV
100 T T T T T
8o} 1
<§/ 60 - |
& 40 - X:225  X:25 1
20l Y: 10 Y 10 |
____________ = - - - = S
O 1 1 1 1 1
18 20 22 24 26 28 30
T, (°C)

Figure 9.3: PPD in relation to PMV (top) and PPD in relation to zone air temperature T, (bottom) for a
particular office scenario. Red dashed lines indicate the acceptable limits for thermal comfort based on the

ASHRAE standard.

The 3-zone HVAC system is simulated for 1 hour with initial conditions Ts(0) = 30 °C and
T,(0) = 20°C,i € {1,2,3}. A single permanent sensor fault is simulated such that f(z)(t(z)) =
~15%x®. at #? = 0.5 hours. The limits for the sensor fault are [ f(z) ﬁgx] = [-30% x(z) 30% x(z)]

ref f min’ ref’
and as a result fo = 0 and f = 30%x§3. The values for the control gains {Kg),Kg),Kg)} =

{105, 120,96} were calculated offline using constant values for the sensor measurements (i.e., yV,

y(z), y(3)) in order to satisfy (9.18)—(9.20) and {K(Fl), Kg), } {24, 14, 26} were calculated offline
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in order to satisfy (9.19) and (9.30)—(9.31), respectively.

5 kY = 60 @, FTC 5@, K =60 - »@, FTC
6 (Ve i vien 6 26 P ]
4 4 25 £ 25
2 \ 2 241 - 24 ot s
_ Ve T o
Po vo s O . O
2 =2 r’ — 22 — 3;‘(2) — 22 — x@)
21 ref 21 ref
-4 -4 —y® —y®
20t |__.p 20 T
6 (AR Yy 6 10 E2) 19 )
° Timco(-}Sluurs) ' ° Tim(‘,o(.lsxours) ! 0 0.5 ! 0 0.5 !
Time (hours) Time (hours)
a b
(a) (b) (c) (d)

Figure 9.4: Temperature tracking in the presence of a sensor fault; with and without FTC. Subfigures (a) and
(c) present the results of £? with Kg) = 60, while subfigures (b) and (d) present the results with the proposed
FTC scheme. Subfigures (a) and (b) illustrate the tracking error X® (blue line), the bounds of the tracking error
(9.29) (magenta line) and the thermal comfort bounds of (9.9) (blue dashed line). Subfigures (c) and (d) show
xg) , the temperature T, and the sensor measurements y(z) of zone 2. In (c¢) and (d) the blue dashed line denotes

limits the comfort set 7.

Figures 9.4a and 9.4c illustrate the results with Kg) = 60, while Figures 3(b) and 3(d) present
the results by applying the distributed sensor FTC presented in (9.5). Figures 9.4b and 9.4d show the
tracking error ¥ (blue line), the bounds on the tracking error given in (9.16)—(9.17) before sensor fault
isolation and (9.29) after sensor fault isolation (magenta line) and the interval derived from the comfort

bounds presented in (9.9) (blue dashed line). Figures 9.4c and 9.4d present the reference temperature

@
ref

line) and the thermal comfort interval 7, (blue dashed lines) given in (9.32).

x, . (black dashed line), the air temperature T, (red dotted line), the sensor measurements y(z) (green
Based on Figures 9.4a-9.4d we notice that before the fault occurrence t < t;z) = 0.5 hours, the
tracking error ¥® and the air temperature T, do not violate the comfort bounds (blue dotted line)
after a transient period. Furthermore, the lower and upper bound of the tracking error (magenta line)
converge inside the comfort bounds which indicates that the temperature will be inside the comfort
bounds regardless the noise measurements of S and the modeling uncertainty of zone 2. For t >
t;z) = 0.5 hours, in Fig. 9.4a, the tracking error (blue line) and its lower and upper bounds (magenta
lines) are outside the thermal comfort bounds (blue dashed lines) and in Fig. 9.4c¢, the air temperature
(red dotted line) violates also the comfort bounds 77 (blue dashed lines) since the healthy control gain
Kg) = 60 is used for this simulation.

On the contrary, in Figures 9.4b and 9.4d, the FTC scheme compensates the effects of the sensor
fault f @ since in Fig. 9.4b the tracking error X® and the lower and upper bound of the tracking error
(magenta line) converge inside the interval derived from the comfort bounds (blue dashed lines), and
in Fig. 9.4d the air temperature T, (red dotted line) converges inside the thermal comfort bounds

(blue dashed lines) in presence of the sensor fault.
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9.5 Conclusions

This chapter presents a distributed sensor FTC control scheme for maintaining indoor thermal com-
fort conditions in a multi-zone HVAC system with faulty measurements. Through the analysis of the
tracking error, analytical conditions are derived with respect to the controller gain for preserving sta-
bility and indoor thermal comfort, taking into account bounds on uncertainty, measurement noise and
sensor faults. Based on the decision of a fault diagnosis scheme to detect and isolate the occurrence
of a single sensor fault, the controller gain of the local control scheme is reconfigured to satisfy the
analytical conditions. The methodology was evaluated in the presence of a single sensor fault for a

3-zone HVAC building system.
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Chapter 10

Distributed Adaptive Control for
Air-Handling Units HVAC systems

10.1 Introduction

According to [4] and [20], several researchers have proposed a large number of control designs to
improve both tracking performance and energy efficiency. Taking into account the consecutive way
that AHU components (i.e., mixing box, fan, heating coil and cooling coil) are connected as resented
in Section 2.5, cascade control may be used. Cascade control is a specialized control architecture
formed by inner and outer feedback loops. Exploiting the cascade topology of AHUs, the control
design should overcome the challenges that emerge due to the large scale of buildings, and alleviate
the computational complexity of traditional centralized control schemes as well as avoid single points
of failure. With the recent advances in the area of Internet-of-Things (IoT), a distributed control design
may not suffer from the disadvantages of centralized schemes, but instead can reduce communication

requirements and improve scalability.

This chapter deals with the design of a distributed, online, adaptive control scheme which can
effectively regulate temperature in multi-zone buildings while taking into account actuator dynamics
and interconnections between zones and also being able to overcome parameter uncertainties and
unknown disturbances. The design of the control scheme is based on the modeling of the underlying
components and features a cascade scheme for each AHU and its underling zone, as well as exchange
information between neighboring zones. On-line estimation of controller parameters guarantees that
the system can adapt to changes as well as unknown heat gains, and distribute heat across zones in
an efficient manner. We present an illustrative simulation example, where the proposed algorithm
is applied to a multi-zone school building and we show how the proposed scheme may have better
performance in such a dynamic environment when compared to a control scheme that considers all

parameters to be known and constant. As analyzed in [119], thermal comfort may have a direct impact
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on learning effectiveness in school.

10.2 Objective

The objective is to design a distributed control mechanism that is able to effectively regulate and
maintain air temperature T, in all thermal zones of the building at a desired temperature T;fff that is
defined by the users of each i-th zone. The proposed algorithm should assign a local controller to
each heating and cooling valve that provides water to the coils of the AHU. Thus, the control input
is the water mass flow rate that pass through each coil uﬁ? = Titee; € [0, tcey,, ;] and ul(z = Tilp, €
[0, 7itnc,,. ;] for all i € N. In addition, the proposed control algorithm should only utilize temperature
measurements and not depend on measurements of building parameters, such as dimensions, material
coefficients, coil efficiencies, etc, in order to be able to overcome all uncertainties and disturbances
in the system and at the same time avoid cumbersome calibrations.

Thus, each zone will have one controller for the cooling coil water valve and one for the heating
coil water valve. The available measurements for each controller of zone i are zone air temperature T,
air temperature of neighboring zones T, j € Nj, supply air temperature T, , temperature of water

in coil T,,, water temperature in the storage tank T's; and ambient temperature T,pyp,.The employed

temperature sensors are denoted with a red round shape in Fig. 2.5.

10.3 Distributed Control Architecture

This section demonstrates the design of a distributed adaptive control approach, where all control
gains are estimated on-line to respond to parameter changes, system uncertainties and disturbances.
In the first part of this section the network structure of the multi-zone HVAC system is exploited to
design the structure of the proposed distributed control scheme, which is demonstrated by the diagram
of Fig. 10.1. In the second part of the section on-line estimation of controller gains is introduced to
make them adapt to system deviation from nominal values, in order to make the control mechanism

able to handle system uncertainties and disturbances.

10.3.1 Controller Architecture

In this section the design of the distributed control scheme is presented. As it is shown in Fig. 10.1,
each local controller receives sensor information from neighboring zones T, for all j € Nj, in order
to obtain the local control decisions 7itc.; and 7ty for the cooling and heating coil, respectively. The
control process is designed using a cascade formulation of the underlying control laws. Specifically,
the zone control C, is based on the current values of T, Tg?f, TZ],, and T,mp, and decides the desired

supply air temperature T;gf . Consequently, the supply air control Cs, is based on the desired supply
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Figure 10.1: Architecture of the Distributed Control scheme for the multi-zone AHU HVAC system. The
cooling and heating coil valves of each local FCU are regulated by a cascade control scheme that considers
measurements from: the local states (i.e., zone’s air temperature, supply air temperature, cooling and heating
coil water temperature, storage tank’s water temperature for both cooling and heating), neighboring states (i.e.,

air temperature from neighboring zones), and external disturbances (i.e., ambient air temperature).

air temperature ngf computed online by the previous control law as well as the current values of T’,,,
Ty;, and Tomp, to determine the value of the desired coil water temperature Tgef, one for each mode,
cooling and heating. Based on Tﬁff, T¢,, Tsa;» and Ts, the control C. determines the water flow rate

that passes through for each coil.

Zone control design

For the zone control design, the zone discrete time dynamic presented in (2.43) are considered. Then,
by defining the zone air temperature tracking error as e, (k) = T, (k) — T;f—f, where T;‘ff represents
a zone air temperature target that is defined by the users. The zone air temperature tracking error
dynamics are the following:

Qi(k)

a; i 7
e (k +1) =A T,,(k) + B, [Tsaxk) + Y T 0+ e Tom () + - T

jEN‘ msa,- Cpa msai Cpa msai Cpa
i

(10.1)

Zone air temperature is regulated by using supply air temperature as the control input. However,
T, 1s produced by the AHU. Thus, we can utilize (10.1) to calculate the ideal control input ngf that
would serve as an output reference for the AHU. The ngf signal is reflecting the required heating or
cooling load for zone air temperature regulation based on the zone loads and heat gains that affect its

temperature. The representation of zone temperature tracking error dynamics implies the following
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form for T;gf, where the ideal zone control input that should be tracked by T,;:

TEHK) = = K0, (0) = Ky TEE0) = ) K, T () = K, Tamb(6) = BiKi(6)
C,: JEN , (102

Ki(k) =Ki(k = 1) + e5,(k)

where A‘i,- is a design constant to guarantee that zone air temperature dynamics have certain desired

performance characteristics. The controller gains K., K, K ., K

zer Ko Ko K ambs represent the nominal

gains that would minimize the zone air temperature tracking error in the case of an ideal system with

no uncertainties and are calculated as follows:

Al _Ad Ad 1 P a
* _ Z; Z; % Zj * — 1,] * — Zj
Koo = I Ky = BT Kii = TG Koamb; = o’ (10.3)

and K; is an accumulator with gain h; to compensate for unknown heat gain Q;. The approximation

of ; as constant reflects the current occupancy, lighting and equipment operation regime.

Supply air control design

The temperature of supply air Ts,,, which is produced by the AHU, should track the ideal zone control
input Tr’af In order to design a proper controller to achieve supply air temperature tracking, we re-
write the supply air dynamics (2.37) in the following compact form, using the definitions of Tr,, and

T¥,, from (2.35) and (2.36) respectively:

WflfC m i i i )
5 = AaTa (t)+Bsal[Tl< ) O Ty Teme® * (fTTL(t) (10.4)
c; [
where
((UA)e, + itsa, Cpa) (UA),,
Asai = s Dsa; = . (10-5)
Csa,- Csa[

Using sampling time T, we can write the discretized version of the supply air temperature dy-

namics as follows:

ff pa Ty, (Ti’lsa. - Ti’lo.)
Tealk +1) = AL Te, (k) + BL | T.. (k) + e Tomp (k) + ———22T, ()|, (10.6
sa,( + ) sa; Sal( )+ Sa,|: Cz( ) (UA)CI (UA)CZ a b( )+ (UA)CI 1( ) ( )
where t = kT and
Ad -1
=¢tals, gl = 2B (10.7)
' Asa,-

Then, we define the supply air temperature tracking error esy, (k) = Tsa, (k) — TH [(k), where ngf
is the temperature calculated by (10.2). The supply air temperature tracking error dynamics are the

following:

Wfif Cpa 1o,
(UA),  (UA)

(msai - moi)
(UA),

esay (k + 1) =A%, Ta, (k) + B, | Te, (k) + Tamb (k) + T, (k)

— TrH(k + 1) (10.8)
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Supply air temperature is regulated by using water temperature from the coil as the control input.
However, T, is regulated in the coil by properly adjusting the valve that controls the coil water flow.
Thus, we can utilize (10.8) to calculate the ideal control input Tgff that would serve as a reference for
the coil. The representation of supply air temperature tracking error dynamics implies the following

form for Ta,ef:
Ca {Tgff(k) = Ky s (6) = Kiy T0) = Koo, T — Ky o T — K, (109)

where Agai is a design constant to provide the supply air temperature dynamics with certain desired
characteristics, and T;‘;lf (k) is computed by equation (10.2). The controller gains Kg, .., K¢y, K7, Kiyya.5

K; are the nominal gains that may guarantee supply air temperature tracking in the case of an ideal

AHU and are calculated as follows:

4 _ad d _ . . ;
K* _ Asal- Asai K* _ Asa,' 1 K* — (msal-_moi) Kx- - ﬂ K"' — M (10 10)
sa,e; Bl 7 s Bd, 7 i UA); 7 Tsaamb; — (UA), " (UA) - .
1 1

Coil water control design

The temperature of the water that passes through the coil should track Tﬁief, as calculated in (10.9).
To properly control coil water temperature, we re-write the coil water dynamics for both heating and

cooling coil as presented in (2.38)—(2.39) as a single equation in the following compact form:

dT, ) (UA),,
=Ac, T, (t) + B, |11, (1) (Ts(t) — T, (£)) + Tsa; ()|, (10.11)
where
(UA), Cpw
A, =— -, B, = —. 10.12
o Com: ' B = T ( )

The discrete-time version of the coil water temperature dynamics using sampling time T is the

following:
q il (UA),
Te,(k + 1) =AZ T (k) + B2 | e, () (Te(k) — Te, (k) + Tea (K) |, (10.13)
pW
where t = kT and
Al —1
Al = ¢haTs B = Z B... (10.14)
Ci

Let’s we define coil water temperature tracking error e, (k) = T, (k) — Tg?f(k), where Tg?f is the
temperature calculated by (10.9). Then, coil water temperature tracking error dynamics are the fol-
lowing:

(UA)C,‘

e (k + 1) =AL T 00 + BE 1t () (Tt ) = Te () +
pW

Too, (k)| — TR (k + 1). (10.15)

Coil water temperature is regulated by adjusting the valve that controls the flow of the water that

passes through the coil. Thus, we can utilize (10.9) to calculate the water mass flow rate that carries
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the appropriate heat load to regulate zone air temperature as desired. The representation of coil water

temperature tracking error dynamics implies the following form for the control input 7.,

1

. . _ o ot ref o
Ce: {mq(k) =T~ et~ KTE R - Ko T )] (10.16)

where Ag_ is a design constant to modify the coil water temperature dynamics as desired. We suppose
that Tg(k) — T¢;(k) # O Vk when the plant is operating. When T (k) — T, (k) = 0, then i1, (k) =
tite;(k—1). The controller gains K

cer K&, K o, are nominal gains to guarantee coil water temperature
71 1

C,Sa;

tracking in the case of ideal an coil and are calculated as follows:

. Al Al . Al . (UA),,
KC,e,v = T, KCi = Bl_d_/ KC,Sai = prl . (1017)

Stability properties of nominal control scheme

The combination of all aforementioned controllers C,, Csa and C. in one zone and AHU creates a
cascade system, while the overall HVAC system of a building is a network of such interconnected
cascade systems. The proposed control input that uses all the calculated control inputs for all units is

stable and guarantees that temperature tracking error for all zones will converge to zero under some
d

conditions for design constants A% , A,
1 1

Aé and h;, as summarized in the following theorem:

Theorem 3. Consider the overall closed-loop system composed of N subsystems (10.1), (10.8) and
(10.15) using the control scheme described by (10.2), (10.9) and (10.16). Then, for constant Q; and
Tamb. €7, € loo and e,, converges to zero ask — oo, foralli € N = {1,...,N}, as long as the following
polynomials have all roots inside the unit circle:

1. z— Aé ,

2. 2 (Al + Alyz v Ad KL 4 Ad Al

3. (2 ALz - AL )z = AL + (2= AL )AL, — AL )1 - AL) + (Af - A7)0 - A%,)(1 - AY),

4 (= ALYz - AL )z =AYz = 1) + (2 - A )AL, — AL )1 - AD)z-1)

+(Ad - A1 - Ad )1 -A)z-1)+ (1 - AL )1 - AD)Bi hyz.

Proof. First, we consider the dynamic equation of the coil water temperature (10.13) with control
input (10.16). By using the definition of coil water temperature tracking error e, (k) = T, (k) — Tg?’f(k),
we can re-write the control input in the following equivalent form:

1

tite, (k) = T -T.0| K o Tei(k) = Ko T (k) = Koo, s (6) |, (10.18)
S Cj
Af-1 : : .
where K¥ . = K — Ko, = BT By applying the control input (10.18) to the coil water temper-

ature equation (10.13) and using the z transformation, we get that coil water temperature follows its

reference according to the following relation:

B, 1-Ad
= ! _K* ref| _ G ref
Tc,' - z _Ag [ Kc,refiTc,- ] = - —_Agl_ I:TC’_ ], (1019)
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from which we derive that the roots of z — A‘é should be inside the unit circle, which means that Ag
should be chosen so that |A§l_| <1

Tgf'f is calculated by (10.9) as the ideal coil water temperature to regulate supply air and is the
ideal control input of (10.6). Eq. (10.9) can be re-written in the following equivalent form, by using

the definition of supply air temperature tracking error esa, (k) = Tsa, (k) — ngf(k):

TEH(k) = = K sa, Tsar (k) = K, rog, Toar (K) = K Ty (k) = K, o, Tamb () = K, (10.20)
* * * Agaz_l
where Ks ref, = KS - K5, o = R

sa;

Since T, is the actual control input of (10.6), by combining (10.6), (10.19) and (10.20) and using

the z transformation, we get the following relation:

Fsa,- £ z—1 d "
T = 15 [7ef] + m[Bs Ko Ty + Ky i, Tamb + Kfi]], (10.21)
where
= (1-AL)1-A2), (10.22)

R%@>:@—Agxz—A®+oﬂm—A&x1—A®,

=22 — (AL + Az + AL - Al + AL AL, (10.23)

from which we derive that A‘SI should be chosen so that the poles of z% — (Ad + Al )z + Ad A‘S’lai +
Agaifl‘é are inside the unit circle.

ngf is calculated by (10.2) as the ideal supply air temperature to regulate zone temperature (2.43)
while dealing with all uncertainties and zone heat loads. Eq. (10.2) can be re-written in the following

equivalent form, by using the definition of zone air temperature tracking error e, (k) = T,,(k) — T;ff:

Teal(k) = = K o Toi(k) = K o Toe' = Z K;,.T K, amp, Tamb () = BiKi(k),  (10.24)
JEN;
Ki(k) = Kitk = 1) + e, (K), (10.25)
W1
where K& . = K —K;. = ;’d . Since Ts,, 1s the actual control input of (2.43), by combining

Zi

(2.43),(10.21) and (10.24) we get the following relation:

Fy, F (z)
_ f za‘
L= [Tef] + [ K, o+ K oy Tamb]

Zi ]M

z-1) g pa Fsa, na 2:(2) g | Qi

+ BB K, Ty + K, o Tamb + Ki | = ——B2 1 [K; B ,
R 2o (KT Koy Tom K &®E“J+&®ZW%%

(10.26)
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where

= (1-A7)(1 - AL, - AL, (10.27)
R,(2) = (z = Ad)(z = ALz - A2) + (z — AL )AL, — AL)(1 - AL)
+ (A7 - A - AL - AD), (10.28)

Fra2) = (z=1)(z+1- AL, - A%). (10.29)

From (10.26), we derive that Agi should be chosen so that the poles of

Ry,(2) = (z— ALYz - AL )z - AL) + (z— AL )AL, — AL )(1 - AL) + (AL — AD)(1 - A2, )1 - AL)

are inside the unit circle.

By using the formula of the accumulator (10.25), we can re-write (10.26) in the following form:

_ Fi(z) ref (z - anl(z)
L= Ro [Tt ] + =B | Y K Ty + Ky, Tamb
JEN;
=172 44 .1, @=DRe(2) 4| Qi
BIBL (K. To + K, oo T K "B 10.30
R P K Ko o ]+ S0 2l 0030
where

Fi(z) =F,(z — 1) + F, B hiz, (10.31)

Ri(z) =R,,(2)(z — 1) + Fea, BL hiz. (10.32)

From (10.30) we derive that the choice of /; should be made so that R;(z) has all roots inside the unit

circle.

Using (10.30), we can express the overall system for all N thermal zones as follows:

Wa(2) [T2] = Wint(2) [T2] = Weet(@) [T + Wammb (@) [ Tams] + Wi(2) [K}] + Wo(@) [Q], (10.33)
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where

= [To, Tapy oo, Ton ] (10.34)
Tref [Tref, T;‘;f, . ,T;(;'f] , (10.35)
-
P= KK KEV] : (10.36)
On ]T
ey = , 10.37
Q [msal pa msag pa msaNCpa ( )
F; z) Finva, (2 Finvan (Z
Wd(Z)Z 1nvd1( ), dz( ),”‘, ndN( ) i (10.38)
Ri(z) * Ra(2) Rn(2)
0 Pi“"1,z (Z) Finvl,N (Z) )
TR@ T R@
Fin"z,l (Z) O FinVZ’N (Z)
Win(2) = 0 - e (10.39)
FinvN/l (2) Fir\vN,z (z) 0
| Rv@ Rn@) ]
. [Fi(z) Fa(z) FN(Z))
W,ef(z) =dia , PR , 10.40
ref(2) g(R1<z> Ra@’ " Ru(2) (10.40)
(Z 1)( z,amby FZ‘] (2)+(z-1)B salK;aambl)Bdl
Ri(2)
(Z 1)( zamszZ‘Z(Z)+(z 1) SaZK;aambz)BdZ
Wamb(2) = Ra(2) , (10.41)
(- 1)( sy Fran GBS K2, JBE
Rn(z)
Bd Bd, (z—1) BL B (z—1) B BL (z—1
Wi(z) = diag| 2o e~ 1) BuPn@ 2 1) B Pn@2 D) (10.42)
Ri(2) Ro(z) Rn(2)
Wolz)  dia BZ (z = 1)Reay (2) BY,(z = 1)Rsay(2) B (z = DRsay(2) (1043)
Q & Riz) | R@ | Ra@ / ‘
and
Fy,(z) = (z—1)*BLBL K, .., (10.44)
Finva,(2) = Ri(z) = Fq,(2), (10.45)
Finvi,j(z) (Z - )an (Z)Bd 7,i,j" (10.46)

Using the final value theorem on (10.33), for constant heat gain Q; and ambient temperature T,mp

we have that:
lim [(z = 1) (Wa(2) ~ Wine(@) T(2)] = T57, (10.47)
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where T,(z) is the z transform of zone temperature T, since:

lim Fi(z) =(1 - A5, )(1 - A¢)B i, (10.48)
lim Ri(z) =(1 = A5,)(1 = A)B i (10.49)

Thus, linl1 [(z=1) (Wq4(z) — Wint(2)) T,(2)] exists. In addition, lirr11 (W4(z) — Wint(z)) also exists
z= z—

and is non-zero and equal to:
ilg} (Wa(2) = Wine(2)) = Wy,,,, = Wing,,, = INxn, (10.50)

where Wdhm = INXN and Wint]im = ONxN-

Therefore,
lim [(z - DT, (2)] = Tref, (10.51)
z—
which implies that T, approaches T;ze,f ast — oo, forallie N. m|

d

sa;» Ai, and h; are appropriately chosen to

Theorem 3 guarantees that if design constants Agi, A
satisfy the aforementioned conditions 1. — 4. for each subsystem, zone air temperature will reach the
desired one in each zone, overcoming unknown disturbances as well as heat exchange interactions
between zones for the time period when unknown heat gains Q; and ambient temperature remain
constant. It should be noted that conditions of Theorem 3 are only local, meaning that they do not
depend on the number of zones, but they should be checked for each zone individually. Thus, an

increase of the building size does not increase the complexity of the conditions in order to guarantee

system convergence.

10.3.2 Estimation of controller gains

In this section the adaptive laws for on-line estimation of the controller gains are introduced. HVAC
systems suffer from several uncertainties or parameter changes that are caused by human activity,
weather conditions, lighting, electrical equipment, material degradation, or inaccurate measurement
and approximation of system parameters, such heat transfer coefficients and solar gains. Thus, con-
troller gain adaptation is meant to accommodate for all such deviations of the system from its nominal
values.

After replacing nominal (known) controller gains with their on-line estimates, each local valve

controller for regulating zone air temperature is obtained by the following equations:

TESHK) = = Ky, (K)es, (k) = Ko (QTE0) = Y Ky 0T, (6) = Ko i, (K) Tamp () = Ki(k), (10.52)

jENi
Tzlef(k) = - Ksa,ei (k)esai (k) - Ksa,- (k)ng,f(k) - Ksa,zi(k)TZi (k) - Ksa,ambi(k)Tamb(k) - Kfi (k), (10-52b)
1
tite, (k) = m| = Kee,(K)ec, (k) — Ko, (k) T (k) — Ko sa, (k) T, (k) |- (10.52c¢)
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where all controller nominal gains presented in (10.2), (10.9) and (10.16) are replaced with their on-

line estimates.

An adaptive algorithm based on gradient descent with projection, as presented and analyzed in
[64], is used in order to generate on-line the controller adaptive gains. The algorithm is applied on
every element of each cascade subsystem to calculate the corresponding on-line controller gains. Since
the internal states (i.e., heating/cooling coil water temperature, supply air temperature and zone air
temperature) are regulated through the cascade feedback control scheme presented in Fig. 10.1, by
applying the proposed adaptive control laws of (10.52a), (10.52b), (10.52¢) to control laws C,, Csa,

C. respectively, we end up with tracking error dynamics for each internal state.

In order to compute the adaptive laws we need to express each tracking error dynamics in the form

of the following linear parametric model:
zi(k) = ©; y(k), (10.53)

where © are the ideal constant values to be estimated, so that the system performs as desired. @;(k)
and z;(k) are some know signals. ®;(k) corresponds to the on-line estimate of the ideal ®; and is

estimated by the following algorithm:

@l’(k) = @l’(k - 1) + Tsl"iei(k)CDi(k), (10.54a)
[Oi(k)]s ifLis < [Oi(k)]s < Uis

[©i(k)]s = {L;, if [@;(k)]s < Lis , Vs (10.54b)

ui,s if [®i(k)]s > ui,s

(o = 20
ei(k) = 20 (10.54c)
ni(k) = 1+ Ts®@] (k)TiDi(k), (10.54d)

where the subscript s corresponds to the elements of ®;(k) for each equipment part. T'; = FZ.T >0
is a diagonal positive definite gain matrix. U;s and L;s are conservative bounds for the estimated
parameters. Los > 0 has to be strictly positive, a restriction that is imposed by the structure of all

equipment dynamics and it is necessary for the stability of the overall control scheme.

The aforementioned adaptive law guarantees the following properties, as analyzed in [64], which

are necessary for the stability of the overall system: (i)

1. ©i(k), €i(k), eillni(k) € I ,
2. €i(kym;(k),|©;(k) - ©;(k —1)| € I,
3. ei(K)mik),1@i(k) — @ik —1)| = 0, as k — o .

165



Adaptive zone control

Using (10.52a), zone air temperature tracking error dynamics of (10.1) are expressed in the following

form:

ek +1) = Ale, (k) +

Tea,(K) + K .0,(K) + KT + Y Ky Ty (K) + K oy T (K)
JEN;

+ K7 .

1

(10.55)

For the analysis in this part, we consider the unknown heat gain Q; to be constant, therefore K =
Qi
msaicpa .
Eq. (10.55) can be expressed as the linear parametric model given in (10.53), where:

27, (k) = e5,(k) — Al e,(k — 1), (10.56a)
[ T
®;i = Bgi’ BgaiK;re 4 Biz KZz I:B‘ZizKl ]] BzzKZ amb;”’ BzzKl] 4
: T
=00 O O [sz/f]vjewi , 65, 925,,] , (10.56b)

- T
(k) = | Taa, (k = 1), €5,k = 1), T, T, (k = 1), Tammp(k ~ 1), 1] ! (10.56¢)

Using the adaptive algorithm that is described in (10.54) on the aforementioned model, we extract the

controller gains as follows:

211( ) Zz,( ) _ 6Z3,i,j(k) _ Z4z( ) _ QZS,i(k)
ze,( ) = onl(k) Zl( ) onl(k) Kz,i,j(k) = m zamb( ) onl(k) (k) = QZo,i(k)‘
(10.57)

Adaptive supply air control

Supply air temperature tracking error dynamics given in (10.8) can be re-written in the following form,

using (10.52b):
esa (b + 1) + T=H(k + 1) — AL, eqa, (k) — TN (k) = [TCI (k) + Ky 0,050, (k) + Ko T (k)
K 2y Trs(k) + Ky iy, Tamb (k) + KE]. (10.58)

Expressing (10.58) as the linear parametric model presented in (10.53), we have the following

expressions:
Zsa, (K) =esa, (k) + T (k) — A2, o, (k — 1) — T=H(k - 1), (10.59a)
O, =[B, B Ko B Koy B Koo By B |
=:6;ao,i, Oy Oy Oy Oin O] (10.59)
Do, (K) =| T (= 1), g0, (k = 1), Tk = 1), Ty, (k = 1), Tago(k — 1), 1]T. (10.59)
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Using the adaptive law that is described in (10.54), we extract the controller gains as follows:

Qsa (k) Qsa (k) Qsa (k)
Ksae; (k) = = , Keai(k) = L’ Ksa,z (k) = > ’
! l( ) esao,i(k) l( ) Qsao,i(k) ' I( : Gsaoi(k) (10.60)
Ky F® OB .
sa,amb; 9530,1‘ ( k_) ’ f; Qsao,i (k) :

Adaptive coil water control

We re-write coil water temperature tracking error dynamics of (10.15) using (10.52¢) in the following

form:

ee,(k + 1) + Tk + 1) — Al e, (k) — T (k) = B, [u(k) + K g (k) + KL THK) + K g, Toa, (k)] .

(10.61)
Then, we can express (10.61) as the linear parametric model given in (10.53), where:
ze,(k) = e, (k) + T (k) — A e, (k — 1) — T=H(k — 1), (10.62a)
T
®:i = I:Bg," le'K:,e," B?,'Kz," Bf:i,-K:,sai] 4
T
-|ec, e, 6. 6, (10.62b)
O (k) = [ulk — 1), e (k = 1), Tk — 1), T (k= )], (10.62)
and
ue; (k) = titc; (k) (Tse(k) — Te, (k) - (10.63)

By applying the adaptive algorithm that is described by eq. (10.54), we extract the controller gains

as follows:

Ocy, (k) Oc,, (k)

7 KCZ‘ k = ’
GCO,i(k) ( ) GCO,i(k)

9C3,1‘ (k)
Ocy, (k)

Kc,e,- (k) =

Kc,sa,- (k) =

(10.64)

Stability properties of distributed adaptive scheme

The combination of AHU’s components creates a cascade system for each thermal zone and all cascade
systems form a network of cascade subsystems (see Fig. 10.1). The proposed distributed control
input is formed by (10.52a), (10.52b) and (10.52c) where all controller gains are estimated using the
adaptive algorithm (10.54) is stable and guarantees that air temperature tracking error for all zones

will converge to zero, as summarized in the following theorem:

Theorem 4. Consider the overall closed-loop system composed of the N subsystems (10.1), (10.8) and
(10.15) using the control scheme (10.52a), (10.52b), (10.52¢) and controller gains (10.57), (10.60),

(10.64). For constant Q;, e, € lo and e,, converges to zero as t — oo, foralli€ N ={1,...,N}.
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Proof. Let us define the following signal that is composed of all tracking errors of the overall system:

N N
20 =1+ ea)alhy + ¥ el
i=1 i=1
al 2
+ Z ||(€Ci)k—l||25 ’ (10.65)
i=1

1

\/SZ +Ad

where [|(-)kllo5 is the Ips norm for some 6 € (Afi,l], so that

Ad Ad Ad
max({A7 | 14s1 1AcD-

1

has stable poles and A; =

Next, we want to bound these tracking errors with respect to signal ¢ For this, we can re-write

the zone air temperature tracking error dynamics using (10.54c), (10.54d) and (10.56a) as follows:

z
ez

2
= ——[e, 12 10.66
i Z—Agl[ (uZ,] ( )

In addition, from the definition of m,,, we derive the following inequality:
13,00 < 1+ Todax (T, (k) (10.67)

and for the elements of @, as described in (10.56¢), we have that for some finite ¢ > 0, Tamp, T;ff €

loo,

T, (k= DI < les, (k=D +¢, (10.68)
I Toas (k = DI < lesa,(k = DI + | Tof(k = 1), (10.69)
and from (10.52a):
TSN < cley, (0 + cIT,, (01 + ¢ Y 1T, (0] + clTam )] + ¢,
jEN,‘

<+ cleg, (k)] + ¢ Z lez,(k)), (10.70)
jeN;

since the application of projection in the adaptive algorithm guarantees that ®,, € I, and all zone
controller gains in (10.57) are bounded. In addition, using Lemma A.12.33.ii of [64] and considering

H(z) = 1, we have that |e;(k)| < ||eik Therefore,

s

2
[Pz, (k)] < ¢ + ”(EZf)k—l“is te Z H(ezf')k_luzé + ||(esai)k—1||§6 ’ (10.71)
jGNi

That means that the signal yi7, is bounded by the signal i as follows:

Pz, < CUf, (10.72)

for some finite ¢ > 0.

z
—_d
z—Az,

Applying Lemma A.12.33 from [64] and since is analytic in |z| > Vo, equation (10.66) gives

the following inequality for some finite ¢ > O:
2
leadicill < e(eti2) |, (10.73)
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which, combined with inequality (10.72), produces the following inequality:

”(eZ:)k 1”25 || ezl#z,}lf>k 1” (10.74)

Similarly, we can re-write the supply air temperature tracking error dynamics using (10.54c),
(10.54d) and (10.59a) as follows:
z

S L e |
2 Asai 2 Asai

1

Tef] (10.75)
In addition, from the definition of is,,, we derive the following inequality:
42, (0) < 1+ Toax(Tsa) ) Py (0 (10.76)
and for the elements of @s,,, as described in (10.59¢), we have that for some finite ¢ > 0, Tamb € loo,
ITei(k = DI < lec,(k = D] + T (k= 1)), (10.77)
and from (10.52b):

e ()| < clesa, ()] + c|Tsa, (k)| + e T, ()] + ¢l Tamp (k)| + €
< clesa, (k)] + c| Tt (k)] + clez, (k)| + ¢

< clesa, (k)| + cles, (k)| + ¢ Z lez, (k)] + ¢ (10.78)
JEN;
in addition to eq. (10.68) and (10.69), since the projection that is incorporated in the adaptive algorithm
guarantees that Og,, € I, and all supply air controller gains in (10.60) are bounded.
In addition, using again Lemma A.12.33.ii of [64] with H(z) = 1, we have that

2
(ezf)k—1“25 +c ||(esaf)k_1||§5 +c ||(€Ci)k—]||§5 (10.79)

|q)sa,-(k)| <c+ ”(ezi)k—lui(‘j tc Z |

jENi

That means that the signal is,; is bounded by the signal (15 as follows:

Msai S C‘Llf (10.80)

for some finite ¢ > 0.

Z

Applying Lemma A.12.33 from [64] and since and are analytic in |z| > Vo, equation

Ad
(10.75) gives the following inequality for some finite ¢ > 0:

S

fewdill < ffemsfl +<lr2,,
<c+c |(€saiF‘sa1)k_1“26 +c ||(ezl.)k_1||2(5 +c Z “(ezj)k_l”z(5 (10.81)
jeN:
since
[l =+ ellendalls # elTally + ¢ X J(T),ull, + lTamedecaly
JEN;
<crefenilly e Y )l (10.82)

jeN;
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By combining inequalities (10.80) and (10.81), the following inequality is produced:

”(esa,)k 1”25 sc+ C“ esa"usal”f)k lea +C|| ezl“Z"uf)k 1”25 +CZ || ezj‘uz][-lf)k 1”26 (10.83)

JEN;
In a similar way, we re-write the coil water temperature tracking error dynamics using (10.54c¢),
(10.54d) and (10.62a) as follows:

lem?] - ZZ__ Ald [T (10.84)
Ci

In addition, from the definition of i, we derive the following inequality:
2 (k) < 1+ TsApar(Te)IDc, (k) (10.85)

and for the elements of @, as described in (10.62c), from eq. (10.63) and (10.18), we have that for

some finite ¢ > 0 :

(k)| = [rite, (k) (Tse(k) — Te,(K)) |
< T (k)] + T ()| + | T, ()|

< ¢ + cleg; (k)| + clesa, (k)| + cle,, (k)| + ¢ Z lez, (k) (10.86)
JEN;
in addition to the bounds from equations (10.69), (10.70) and (10.78). The projection operator of the
adaptive law guarantees that O, € I, and, thus, all coil water controller gains in (10.64) are bounded.
In addition, using again Lemma A.12.33.ii of [64] with H(z) = 1, we have that
0c 01 < e feaally +e X o), +ellmdia By +ellrall,  ca0sm
JjEN;

That means that the signal i, is bounded by the signal y15 as follows:

Ue < cpif (10.88)

for some finite ¢ > 0.

Applying Lemma A.12.33 from [64] and since > Vo, equation

Ad
(10.84) gives the following inequality for some finite ¢ > 0:

Jeedioslly = lec?), [, +e T
<c+c |(eciyci)k_1||26 +c ||(esa,~)k_1||25 +c ||(ezl.)k_1||2(5 +c Z ' (ezi)k—1||25 (10.89)
N
since
H(Tgf)k_l” <c+c ”(esav)k—lnzé +e ||(Tsai)k—1“25 te ||(TZz‘)k—1||25
< cllesadilly + e (T0), L, + clleaicls
<c+c H(esa,,)k_lnzt5 +c ||(ezl.)k_1||26 +c Z (ezf)k—lnza (10.90)

jeN:
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By combining inequalities (10.88) and (10.89), the following inequality is produced:

(esafysai’lf)k—lnza + C||(€Z"MZ"‘uf)k—1H2é
rey ||(ezjyzl.yf)k_1||26 (10.91)

jENi

leeecrlly <e+ ||(eceies), |, +¢]

Combining relations (10.65), (10.74), (10.83) and (10.91), we derive the following inequality:

y?(k) <c+c H(gyf)k_l||; (10.92)

where

N

=) leapizf + Z lEsasbtsal” + Z lec e, (10.93)
i=1

i=1
By applying Lemma A.12.31 from [64] on inequality (10.92) and using the fact that the geometric
mean of a series is less than the arithmetic mean, for some finite ¢ > 0 we obtain the following
inequality:

k-1
KR <L+ c ) TP )
p=0

k-1
<l+c 5’<Pg2(p)H 1+5kq (q))]

p=0| p<q<k
- k—p—-1
= Z 613%(q)
c1+cY |1 2’ 80 (10.94)
\ k—-p-1
p=0

From the structure of g it follows that § € . In addition, since 6 < 1 we derive the following

relation:
k-1 c k-p-1
2 k—p
yf(k)§1+cp:0[6 g(p)(1+k p—l) ]
k=1
<1+c) [P p)e] (10.95)
p=0

for some finite ¢ > 0. Therefore, again since § € I and 0 < 1, we conclude that signal we defined
in (10.65) is bounded, i.e., s € lw, since the series in the last inequality converges. Hence, all
temperature tracking errors ¢; € Lo Vi are bounded too, due to the definition of 11¢. Hence, all signals
@;(k), ui € loo are also bounded for all i € N.

In addition, we have that z; = eiyl.Z = €;uil;. Since €;1; € I and y; € lo, then z; € [, Thus,

©;. '@, €1, and ®, 'P,, — 0 and from

e, = — [0, "D, ] (10.96)
we have thate,, — 0.
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We also have
z T z—-1 ¢
e ;= 6*, ) P Tre, (1097)
Sa, z _Agai [ saj Sa] z —Aga’_ [ sa,]
with @, "®g,; € I> and O, " Ds,; — 0. For constant Tppyp, since e, — 0, we have that T;gf —c,
where c is some constant. Thus, es,, — 0.

We also have

e, = ——— [0, T®| - z-1 [Tre!] (10.98)

with O, T, € I and O T @, — 0. For constant Tomp, since es,, — 0, we have that Tﬁff — ¢, where
c is some constant. Thus, e, — 0.

Thus all tracking errors converge to 0. |

Theorem 4 guarantees that zone air temperature can be appropriately regulated for each thermal
zone even in the case of system uncertainties, unknown disturbances or changes in system parameters.
Heat exchange is taken into account and the control mechanism is able to adapt when zones interac-
tion changes (i.e., opening/closing of doors). It should be noted that the stability and convergence
properties of the proposed control scheme do not depend on the size of the system (i.e., number of

zones or AHUs).

10.4 Simulation Analysis

In this section the application of the proposed distributed adaptive control scheme to a multi-zone
HVAC system is presented and its performance is analyzed and compared to a non-adaptive (nominal

control gains) scheme by considering temperature tracking and energy performance.

10.4.1 Building description

The control algorithm is implemented and used to regulate temperature in a prototype primary school
building model. The building model is chosen among the ones offered in the suite of ASHRAE Stan-
dard 90.1 prototype buildings, which was developed by Pacific Northwest National Laboratory [1]. A
3D plan of the building is presented in Fig. 10.2 and corresponds to the ANSI/ASHRAE/IES Standard
90.1-2016 Primary School model, located in Denver. The building consists of 25 thermal zones that
are presented in Table 6.3. The zones have different sizes, their use varies and are physically intercon-
nected via walls and doors. For example, there exist several classrooms, corridors and activity areas,
such as the gym or the cafeteria, which correspond to different occupancy patterns and heat loads
from equipment and lighting. This implies that each zone may need specialized HVAC equipment to

satisfy its needs.
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Figure 10.2: 3D plan of the ANSI/ASHRAE/IES Standard 90.1-2016 Primary School.

Each zone has an AHU to provide proper temperature regulation. The AHUs are customized to
allow regulation of water mass flow rate 7., through the coil by the proposed controller. Therefore,
the Energy Plus input data file (.idf) that describes the building and HVAC system is modified to
included the custom AHUs and is provided in the following Github link [2]. The control algorithm
is implemented using Matlab/Simulink. The overall system with the EnergyPlus building and HVAC
model and the Matlab/Simulink control scheme is co-simulated using the Buildings Control Virtual

Test Bed (BCVTB).

10.4.2 Simulation Details

The performance of the HVAC system under the designed controller is simulated for 1 year period
using the prototype Denver weather data from EnergyPlus. The HVAC system is operating on week-
days, from 6am to 6pm during the winter period and from 7am to 7pm during the summer period.
Occupancy schedules are specified for each zone according to its use. In addition, internal and exter-
nal doors are scheduled to open and close at several times in order to capture the possible changes in
the way thermal zones interact with each other. For all zones the desired temperature is selected as
szef = 23°C. All details about the building and HVAC system size are included in the aforementioned
Github link. The sampling time is selected as Ts = 60s.

The implementation of the proposed control scheme requires the choice of several design con-
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Figure 10.3: Zone air temperature in Celsius for the 1st day of the year with and without adaptation.

Table 10.1: Distributed Adaptive Control design constants.

Variable Value Variable Value
A, 0.8A,, hi 0.1
A, 1.03- A, Acy 1.03- A,
Asae; | 25-10% Asae, || Asay, 25-10* - Asa,
u, 1|1, Ly, [0.001 -1 - [T, |]
Usa, 1-[Teal| L [0.001 -1 - |Tsq[1
U, 1|1 Le, [0.001 -1 - [T, ]
Variable Value
T, | diag(09-107-B} -[1K;, K; K, K, . )
oo, | diag(1-107-BE, [ K Ky KK, KD
T diag(1-107 - (B - [1 Ki, K, Kiga, )
©(0) ©* for all equipment
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Figure 10.4: Water mass flow rate for coils for the 1st day of the year with and without adaptation.

stants, such as the closed loop poles of each AHU and the learning rates of the adaptive laws. Table
10.1 presents the choices for all design constants. The closed loop poles are chosen to guarantee sta-
bility as well as avoid undesired performance behavior, such as system oscillations. Learning rates
are chosen to reflect/compensate the possible change rates of system parameters and disturbances. It
should be noted that the initial values for the controller gains in the adaptive algorithm are chosen
to be equal to the nominal values of such gains, in order to make use of any prior knowledge of the
system. Projection bounds are chosen as conservative bounds for the gains to be estimated.

For comparison purposes, two versions of the distributed control scheme have been implemented,
one with adaptation of controller gains and one without. Both are implemented in Matlab/Simulink

and are connected to the EnergyPlus model using BCVTB.

10.4.3 Simulation Results

The proposed distributed adaptive control scheme is able to regulate temperature satisfactorily in all
building zones, while overcoming changes in weather conditions, occupancy or internal heat loads as

well as changes in zone interactions due to doors. The impact of adaptation is illustrated by using the
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Figure 10.5: Adaptive control gains for the zone 17.

following two metrics, which correspond to the change in tracking error and consumed energy when

adaptation is included:

-y (Tl ou) = By lea (0D

(10.99)
Py 20 les, (0|
(L22T |Eq, (k) = Z240 [ (R))
er = Z ms ¢ (10.100)

ieN jeo |Eci ()l

where e,, denotes the zone air temperature tracking error when there exists no adaptation and E, is
the consumed energy that passes from the storage tank to the coil when there exists no adaptation. On
the other hand e, denotes the zone air temperature tracking error when gain adaptation is used and Eci
is the consumed energy that passes from the storage tank to the coil when gain adaptation is used. For
this particular selection of design constants the proposed distributed adaptive control scheme achieves
€; = 9.93% reduction of the overall zone air temperature tracking error and e = 3% improvement in
overall energy usage for the 1 year period.

Fig. 10.3 shows the absolute air temperature tracking error |e,,| using the nominal control gains
(dark solid line) and using the adaptive control gains (gray dashed line), for all thermal zones during
an indicative one day period. As it is shown in the figure, the adaptive scheme achieves satisfactory
and better overall temperature tracking compared to a non-adaptive scheme, as zone air temperature
approaches closer and faster the desired value even when changes or disturbances occur. The control
inputs for the same day are presented in Fig. 10.4. Since the control algorithm allows communication
between zones and also reacts when zones interactions or system parameters change, it is able to
properly allocate heat energy through the building. The introduction of adaptation results in the valve
controllers to pass less water and thus less energy to the coils, reducing energy consumption. It should
be noted that since the algorithm is load-based, the AHUs switch from the operation of the cooling coil
to the operation of the heating coil and vice versa automatically, as indicated by the valve controllers.

Figure 10.5 shows the adaptation of control gains Ky,,, K1,,, Ksa,,, K¢,, of the underlying con-

trollers (zone control, supply air control and coil’s water flow control) for the Main Corridor zone
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(No. 17). As shown in the figure, the gains change as there are systems changes and disturbances,
with gains K, and Ki,, experiencing the bigger changes, as their values are directly connected to in-

K

terconnections and external disturbances. If we compare gains K 17

ayys in Fig. 10.5 with the control
input of Main Corridor in Fig. 10.3, we can observe that the adaptive gains of the coil controllers are

updated according to the operation of the AHU (i.e., heating or cooling).

10.5 Conclusion

This chapter proposes a distributed control scheme for Air Handling Units that are composed of Fan
Coil Units in multi-zone HVAC systems. Local controllers that are designed based on the cascade
structure of FCUs have proven to be able to regulate temperature satisfactorily in every thermal zone.
Stability conditions for each thermal zone’s controller have been derived and they depend only on the
respective zone’s dynamics, indicating that the performance of the proposed control methodology does
not depend on the size of the building. Introducing adaptation to controller gains has shown to improve
temperature tracking as well as energy consumption performance, while retaining stability properties.
Simulated application of the proposed control scheme to a large school building has illustrated the
satisfactory performance of the distributed cascade control architecture as well as the temperature
tracking and energy consumption benefits of adaptive control to system changes and unknown heat

loads.
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Chapter 11

Conclusions and Future Research

11.1 Conclusions and Impact

Smart buildings utilize innovative and advance technology to create an intelligent indoor environ-
ment that improves the living conditions of occupants and increases the performance in large-scale
buildings. Heating, ventilation, and air-conditioning (HVAC) systems have the primary role in in-
door comfort and account the larger amount of energy use in buildings. However, due to the high
complexity, large scale and variety of HVAC systems, monitoring and control them is a challenging
and complicate task. Large-scale HVAC systems employ a vast number of sensing devises (mea-
suring temperature, humidity in several points in the system) and actuating equipment (i.e., valves,
fans, ducts) that may fail. Due to the complexity, strong physical interconnections and cyber-physical
connectivity (due to advanced distributed control algorithms), faults effects can propagate, making it
difficult to diagnosed (i.e, captured, isolated and identified) them. Moreover, the modeling uncertainty
caused by the unknown disturbances (i.e., occupancy, solar gain, openings of door, etc.) and equip-
ment performance degradation, requires advanced monitoring and control algorithms. The objective
of this doctoral thesis is to propose a range of distributed monitoring and control methodologies of

smart buildings in a model-based fault diagnosis and accommodation framework.

The main contribution of this thesis, with respect to the existing technology for monitoring and
control of buildings, is the development of distributed, model-based fault diagnosis, accommoda-
tion and control algorithms, enhanced with (i) improved performance with respect to detectability,
isolability and tracking, (ii) scalability, (iii) adaptability, (iv) robustness, and (v) reliability. All the
aforementioned advantages of the proposed distributed monitoring and control methods are essential
for the HVAC systems due to their profound impact on management, maintenance and operational cost
of large-scale buildings and since HVAC system’s operation can affect the health and productivity of

occupants.
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Network Configuration and Distributed Fault Detection

Firstly, the configuration of the complex HVAC system’s dynamics into a network of physically inter-
connected subsystems, allows the design of monitoring and control algorithms in a distributed manner
that feature the aforementioned advantages. The distributed monitoring algorithms involve the diag-
nosis (i.e., detection, isolation, identification) of sensor and actuator faults. The backbone of the
distributed fault diagnosis algorithms relies on the development of distributed monitoring agents that
can exchange information in real-time within their neighborhood, in order to monitor the behavior
of the physical subsystems (i.e., building zones, AHUs, heating and cooling units, etc). Specifically,
each fault diagnosis (FD) agent, collects input and output signals from local and neighboring sub-
systems to estimate on-line the temperature (i.e., state) of underlying (local) subsystem by using the
nonlinear model of each monitored subsystem. The detection decision that is responsible to captures
the presence of unknown faults, is based on analytical redundancy relations (ARRs), that are formed
of residuals and adaptive thresholds. The residual corresponds to the difference between measured
and estimated temperature (i.e., state), while the adaptive threshold is calculated to bound its corre-
sponding residual, under healthy conditions, considering bounded modeling uncertainty and sensor
noise. The violation of the ARR in each FD agent triggers the local detection signal from “0” to “1”.
Each local ARR can be violated from the local (sensor and/or actuator) faults and/or by sensor faults
from the neighboring subsystems, due to the exchange of information between the neighboring FD
agents. Hence, up to this point the algorithm can detects in the presence of a fault, but it can not infer
the location, type or characteristics of the faults. The utilization of adaptive thresholds ensures the
robustness of the proposed method against modeling uncertainties and measurement noise, avoiding

false alarms that can distract the occupants and also be deceptive in emergency situations.

Distributed Sensor Fault Isolation

In the case of sensor faults, the isolation process that aims to reveal the location of faults is formulated
as follows. In each FD agent a binary decision logic is formed by collecting the local and neighboring
detection signals. The collection of local and neighboring detection signals constitutes the local ob-
served decision signal. Each observed decision signal is compared with a set of theoretical decision
patterns that are created based on a local sensor fault signature matrix. The sensor fault signature
matrix is formed with local and neighboring ARRs and all possible combination of sensor faults that
can affect the local ARR, where “1” means that the ARR can be violated by the corresponding sensor
fault combination, “0” means that the ARR maybe can be violated by the corresponding sensor fault
combination due to exchange of sensor data from the neighboring FD agents, and “0” when the ARR
can not be violated. If the observed pattern agrees with a single theoretical pattern, then we can de-

clare the location of the sensor fault. Alternatively, this isolation process can indicates the possible
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location of the sensor fault or to create a smaller set of possible sensor faults. This can improve the

maintenance time of the operative staff.

Distributed Fault Identification

The detection algorithm inside each FD agent can capture the presence of both local sensor and actuator
faults. This thesis proposes two methodologies to identify the type of the fault (i.e., determine if the
local detection signal is triggered either due to the presence of a local sensor, or due to the presence of a
local actuator fault, or both). The proposed distributed fault identification methodologies are based on:
(i) an adaptive estimation scheme and (ii) a dedicated observer scheme. In the former, two adaptive
estimation schemes are designed within each FD agent such that the one adaptive estimation scheme
is designed to estimate the magnitude of a local actuator fault, while the other adaptive estimation
scheme is designed to estimate the magnitude of a local sensor fault. The latter identification method
is based on a dedicated observer scheme in which a dedicated observer is designed for each one of
the AHU’s components; zone, supply air, cooling coil and heating coil. For each local FD agent, a set
of ARRs is formulated i.e., one for each component. Following the same design procedure as in the
case of sensor fault isolation logic, a local fault signature matrix is formed that can determine the type
of fault(s). The aforementioned fault isolation and identification algorithms can reduce dramatically
the maintenance time and consequently, this can prevent the excess waste of energy and the formation
of uncomfortable conditions within the building that can be caused until the recovery from a faulty

operation.

Distributed Sensor Fault Accommodation

Taking into account, the fault diagnosis decisions, a number of distributed fault accommodation
methodologies are proposed in this thesis that aim to alleviate the effects of sensor faults. Specif-
ically, three distributed fault accommodation methods are proposed using: (i) a virtual sensor (VS)
scheme, (ii) control reconfiguration (CR) scheme and (iii) fault tolerant control (FTC) scheme for pre-
serving the indoor thermal conditions. All proposed distributed fault accommodation methodologies
are activated when sensor faults are isolated. The VS scheme can be applied in cases where the knowl-
edge of or access of the nominal controller in not available, while both CR and FTC schemes are based
on the design of the controller. The VS and CR scheme use the model of the underlying subsystem
to reconstruct the unknown fault function, while in the case of FTC scheme the control gains of the
nominal control are modified in order to keep the actual temperature in each zone to remain within
the desired temperature set in both healthy and faulty sensor measurements. The aforementioned fault
accommodation methodologies can provide compensation of the sensor faults effects during the op-
eration of the system and at the same time with causing violation of occupant’s thermal comfort, that

can have a indirect impact to their productivity and health.
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Distributed Adaptive Control

Finally, this thesis proposes a distributed adaptive control method that allows on-line update of the
feedback control gains. Specifically, a cascade control algorithm is designed for each zone-AHU
which allowing an exchange of sensor information with the neighboring zones. With the adaptation,
each local controller can compensate the effects due to: (i) the unknown disturbances that represent
heat sources produced from openings of doors, occupants and devices, and (ii) the modeling uncer-

tainties produced from equipment degradation and model simplification.

Exploitation Requirements

The implementation of the proposed algorithms requires model calibration and algorithms tuning. The
calibration of the multi-zone HVAC model involves the collection of systems parameters; i.e., zone
volumes, construction materials, type of HVAC system, electromechanical equipment attributes). The
algorithms tuning involves the selection of the design parameters such as (i) the modeling uncertainty
bounds, (ii) the measurement noise bounds, (iii) the observer gains, and (iv) the learning rates on the
adaptive laws. Furthermore, during the operation, real-time data are required such as the temperature
sensor measurements form building zones and the electromechanical part of the HVAC system and
control commands (e.g., valve and dumper openings, fan speed, etc.). For the distributed fault diag-
nosis and accommodation algorithms both outputs and inputs are required, while for the distributed

adaptive control method only the outputs are needed.

11.2 Future Research

Many directions for further investigation are rising through the research outcomes of this thesis.

Modeling Uncertainty

In general, dealing with modeling uncertainty in model-based fault diagnosis approaches is a chal-
lenging task. An essential assumption in the development of the proposed distributed fault diagnosis
algorithms is the uniformly bounded modeling uncertainty 7)(t) by known bound 7. However, obtain-
ing arealistic and less conservative bound on the temperature dynamics of HVAC systems can improve
the performance the proposed methods and it is an interesting and substantial future research direc-
tion. Internet-of-things (IoT) devices in the building sector [97] enables the modeling of unknown
heat sources produced from openings of doors or windows, occupants and devices, solar gains from
glazing surfaces, etc. However, incorporate all this information it will create a complex model with
several switching equations. Furthermore, a proposed model-based fault diagnosis algorithms can be

combined with an online learning algorithm during the healthy operation of the HVAC system [73].
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Therefore, computing the modeling uncertainty bound is an important aspect in the performance of

proposed methods and it should be further examined.

Faults Modeling

As it is been stated in Chapter 1.3, faults in HVAC systems can have several types of behavior. This
thesis investigates the performance of the distributed diagnosis and accommodation algorithms in
the presence of abrupt and incipient faults. However, more complex fault models can be evaluated
e.g. using intelligent approximation algorithms. Some preliminary results on this direction can be
found in [128], where a nonlinear fault function can be approximated with linearly parameterized

basis functions.

Actuator Fault Accommodation

The diagnosis of both sensor and actuator faults is extensively evaluated throughout this thesis (see
Chapter 5-6). However, the fault accommodation algorithms emphasized on the alleviating the effects
of sensor faults. Therefore, the development of actuator fault accommodation methods is an essential

add-on for a complete monitoring and control package for large-scale buildings.

Performance of Fault Accommodation Methods

A number of sensor fault accommodation algorithms are presented in Chapter 7-9. As discussed in
the conclusions, virtual sensor schemes can offer fault accommodation based on a local estimator (i.e.,
adaptive estimation scheme) and this is suitable when the access or the knowledge of control scheme
is not feasible. On the other hand, in a control reconfiguration scheme the knowledge and access of
the control scheme is required and hence the fault learning process is executed based on the control
design. The comparison of the proposed methods could be made with respect to a number of per-
formance characteristics form classical control (e.g., settling time, overshoot, etc.). The performance
comparison of these fault accommodation approaches would be beneficial for the tuning or the se-
lection between the different methodologies. Moreover, the aggregation of the proposed sensor fault
accommodation algorithms could improve the fault accommodation performance in comparison to

the selection of one of them.

Exploitation

A part of the proposed methods is evaluated using a realistic simulation software EnergyPlus, that
is developed by US Department of Energy and it can perform a whole building energy simulation
used to model energy consumption for HVAC, lighting, plug and process loads. In future, the per-

formance of the proposed monitoring and control algorithms can be evaluated in an actual test-bed
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(i.e., two-zone AHU system) or by creating a virtual realistic model of the HVAC building systems
using computational fluid dynamics (CFD) tools. Alternatively, the evaluation can be also performed
in hybrid test-bed, where a part of the systems in physical and the other part is virtual. Moreover, this
direction might give an insight on how to deal with the modeling uncertainty and it can contribute in

the applicability of the proposed monitoring and control methods.
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