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Abstract

Modern societies are starting to growmore conscious of the importance of drinking water,

due towater scarcity inmany parts of the world as an effect of an increasing human population

and climate change. Authorities inmany countries aremore eager to invest in themaintenance

and modernization ofWater Distribution Systems (WDS). As a result of aging infrastructures

water utilities face problems which were ignored in the past such as high rates of water loss

and insufficient monitoring of water quality.

The water industry is being modernized with the installation of sensors for monitoring

and control of WDS and computer systems to process these data. State estimation algorithms

infer the state of the system, such as water flows and pressures in pipes, tank levels and

chlorine concentration in water, using the available measurement-set and system model. A

complete view of the distribution network state in real-time supports the decision-making

process and enables the efficient operation of these systems, improves customer service

and enables the early detection and response to emergency events such as pipe failures or

water contamination, thus minimizing their impact. However, state estimation in WDS is a

challenging task, mainly due to measurement scarcity which makes large-scale water systems

unobservable. To obtain hydraulic observability, pseudo-measurements are often used which

are highly uncertain and lack statistical characterization.Water-quality is intrinsically connected

with hydraulic dynamics, a fact that makes water-quality models time-varying. Additionally,

modeling and parameter uncertainty further increase the difficulty in accurately characterizing

water-quality in WDS.

This thesis presents methodologies for state estimation in WDS that address the above

practical challenges. The proposed methodologies use available a priori information about

these systems to derive reliable state estimates which can be utilized by water utilities and

practitioners. Specifically, we propose a hydraulic-state estimation approach which assumes

bounded measurement and modeling uncertainties and calculates an interval-state estimate

considering their combined effect. The reasoning behind this approach is that providing a
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range of possible values for each state depending on the level of modeling uncertainty, is often

more useful to an operator than providing estimates with no information about the estimation

error. The availability of hydraulic-state estimates enables water-quality estimation, due to

the interconnected nature of hydraulic and water-quality dynamics. A water-quality state

estimation approach is presented which calculates bounds on chlorine concentration and is

able to incorporate real-time parameter estimation, considering the existence of unknown

water-quality parameters.

The main aim of the proposed practical state estimation approaches is to enable the

development of methodologies for fault diagnosis inWDS. Obtaining reliable bounds on state

estimates in real-time is a key component ofmanymethodologies related tomodel-based fault

diagnosis. Specifically, we target two type of critical faults inWDS: water leakages and water

contamination. Two methodologies for detecting and localizing leakages based on hydraulic

interval-state estimation are proposed and evaluated using an open access leakage diagnosis

benchmark and established benchmark networks. Water contamination detection is achieved

by combining the proposed hydraulic and water-quality state estimation approaches with a

detection logic using multi-level thresholds. Moreover, we explore the concept of active fault

detection by developing a novel methodology for enhancing the area monitored by water-

quality sensors, to address the problem of measurement scarcity.
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Περίληψη

Οι σύγχρονες κοινωνίες αρχίζουν να συνειδητοποιούν τη σημασία του πόσιμου νερού

λόγω της λειψυδρίας σε πολλά μέρη του κόσμου ως αποτέλεσμα του αυξανόμενου ανθρώπι-

νου πληθυσμού και της κλιματικής αλλαγής. Οι αρχές σε πολλές χώρες είναι πιο πρόθυμες

να επενδύσουν στη συντήρηση και τον εκσυγχρονισμό των Συστημάτων Διανομής Νερού

(ΣΔΝ). Ως αποτέλεσμα των γερασμένων υποδομών, οι επιχειρήσεις κοινής ωφέλειας αν-

τιμετωπίζουν προβλήματα που αγνοήθηκαν στο παρελθόν, όπως είναι τα υψηλά ποσοστά

απώλειας νερού και η ανεπαρκής παρακολούθηση της ποιότητας των υδάτων.

Η βιομηχανία ύδρευσης εκσυγχρονίζεται με την εγκατάσταση αισθητήρων για την πα-

ρακολούθηση και τον έλεγχο των ΣΔΝ και υπολογιστικών συστημάτων για την επεξεργασία

αυτών των δεδομένων. Οι αλγόριθμοι εκτίμησης κατάστασης συμπεραίνουν την κατάσταση

του συστήματος, όπως τις ροές νερού και τις πιέσεις στους αγωγούς, τα επίπεδα των υδατοδε-

ξαμενών και την συγκέντρωση χλωρίου στο νερό, χρησιμοποιώντας τις διαθέσιμες μετρήσεις

και μοντέλα του συστήματος. Η πλήρης προβολή της κατάστασης του δικτύου διανομής σε

πραγματικό χρόνο υποστηρίζει τη διαδικασία λήψης αποφάσεων και καθιστά δυνατή την

αποτελεσματική λειτουργία αυτών των συστημάτων, βελτιώνει την εξυπηρέτηση των πελα-

τών και καθιστά δυνατή την έγκαιρη ανίχνευση και ανταπόκριση σε επείγουσες καταστάσεις

όπως σε σπασίματα σωλήνων ή μόλυνση του νερού, ελαχιστοποιώντας έτσι τις επιπτώσεις

τους. Ωστόσο, η εκτίμηση της κατάστασης στα ΣΔΝ είναι ένα δύσκολο έργο, κυρίως λόγω

της έλλειψης μετρήσεων, που καθιστά τα μεγάλης κλίμακας συστήματα ύδρευσης μη πα-

ρατηρήσιμα. Για την επίτευξη υδραυλικής παρατηρησιμότητας γίνεται χρήση ψευδομετρή-

σεων, οι οποίες είναι εξαιρετικά αβέβαιες και δεν συνοδεύονται με στατιστικό χαρακτηρισμό

του σφάλματός τους. Η ποιότητα του νερού είναι εγγενώς συνδεδεμένη με την υδραυλική

δυναμική, γεγονός που καθιστά τα μοντέλα ποιότητας νερού χρονομεταβλητά. Επιπλέον, η

αβεβαιότητα στα μοντέλα και στις παραμέτρους ποιότητας νερού δυσκολεύουν περαιτέρω

τον ακριβή χαρακτηρισμό της ποιότητας στα ΣΔΝ.

Αυτή η διατριβή παρουσιάζει μεθοδολογίες για την εκτίμηση της κατάστασης των ΣΔΝ,
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οι οποίες απευθύνουν τις παραπάνω πρακτικές προκλήσεις. Οι προτεινόμενες μεθοδολογίες

χρησιμοποιούν διαθέσιμες πληροφορίες για τα συστήματα αυτά αποσκοπώντας στην εξα-

γωγή αξιόπιστων εκτιμήσεων κατάστασης, οι οποίες μπορούν να χρησιμοποιηθούν από εται-

ρείες παροχής νερού και επαγγελματίες. Συγκεκριμένα, προτείνουμε μια μέθοδο εκτίμησης

υδραυλικής κατάστασης η οποία προϋποθέτει οριοθετημένες αβεβαιότητες στις μετρήσεις

και στα μοντέλα και εκτιμά ένα εύρος τιμών για την κατάσταση του συστήματος λαμβά-

νοντας υπόψη τη συνδυασμένη επίδρασή τους. Η λογική πίσω από αυτή την προσέγγιση

είναι ότι η παροχή εύρους πιθανών τιμών για κάθε κατάσταση ανάλογα με το επίπεδο της

αβεβαιότητας της μοντελοποίησης, είναι συχνά πιο χρήσιμη για έναν χειριστή του δικτύου,

σε σύγκριση με την παροχή εκτιμήσεων χωρίς πληροφορίες για το σφάλμα εκτίμησης. Η

διαθεσιμότητα εκτιμήσεων υδραυλικής κατάστασης επιτρέπει επιπλέον την εκτίμηση της

ποιότητας του νερού, λόγω της διασυνδεδεμένης φύσης της υδραυλικής δυναμικής και της

δυναμικής ποιότητας του νερού. Παρέχεται μια μέθοδος εκτίμησης κατάστασης της ποιότη-

τας του νερού η οποία υπολογίζει τα όρια της συγκέντρωσης χλωρίου και είναι σε θέση να

ενσωματώσει αλγόριθμους για εκτίμηση των ποιοτικών παραμέτρων σε πραγματικό χρόνο,

λαμβάνοντας υπόψη την ύπαρξη άγνωστων παραμέτρων ποιότητας νερού.

Ο κύριος στόχος των προτεινόμενων πρακτικών προσεγγίσεων εκτίμησης κατάστασης

είναι να καταστεί δυνατή η ανάπτυξη μεθοδολογιών για τη διάγνωση σφαλμάτων στα ΣΔΝ.

Ο υπολογισμός αξιόπιστων ορίων για τις εκτιμήσεις κατάστασης σε πραγματικό χρόνο απο-

τελεί βασική συνιστώσα πολλών μεθοδολογιών που σχετίζονται με τη διάγνωση σφαλμάτων

χρησιμοποιώντας μοντέλα. Συγκεκριμένα, στοχεύουμε δύο τύπους κρίσιμων σφαλμάτων στα

ΣΔΝ: τις διαρροές νερού και την μόλυνση του νερού. Προτείνονται δύο μεθοδολογίες για την

ανίχνευση και τον εντοπισμό διαρροών με βάση την εκτίμηση εύρους τιμών για την υδραυ-

λική κατάσταση του συστήματος και αξιολογούνται χρησιμοποιώντας ένα δείκτη αναφοράς

διαρροής ανοικτής πρόσβασης και καθορισμένα δίκτυα αναφοράς. Η ανίχνευση μολύνσεων

στο νερό επιτυγχάνεται συνδυάζοντας τις προτεινόμενες προσεγγίσεις εκτιμήσεως κατάστα-

σης των υδραυλικών και ποιότητας νερού με μια λογική ανίχνευσης που χρησιμοποιεί κατώ-

φλια πολλαπλών επιπέδων. Επιπλέον, διερευνάμε την έννοια της ενεργής ανίχνευσης βλαβών

με την ανάπτυξη μιας νέας μεθοδολογίας για την επέκταση της περιοχής που παρακολου-

θείται από αισθητήρες ποιότητας νερού, η οποία αντιμετωπίζει το πρόβλημα της έλλειψης

μετρήσεων.
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Chapter 1

Introduction

In modern societies it is expected to open the valve of a faucet in our homes or elsewhere

and clean water will run out. It is easy to forget that the quest for water was one of the defining

struggles of human history. Civilizations that actively harnessed and sustained water, thrived,

while the ones that failed, fell. An example is theMayan civilization which, due to the tropical

climate of the area and the naturally formed “cenotes”, never developed infrastructure for

water harnessing, and as a result it was decimated by a 100-year drought [16]. Today we are

starting to see the effects of taking water for granted as we live in an era of rapidly growing

human population. Cape Town was estimated to experience “Zero Day” in 2018, when taps

in the city would run dry and the four million residents of the city would be required to collect

daily water rations. This estimated date has since been postponed, when people in the city

grew more conscious of the importance of water and started consuming less.

The growing public water conservation consciousness may increase the pressure to gov-

ernments to invest more financial resources on the maintenance and efficient operation of

water distribution systems. This aging critical infrastructure exhibits an increase of hydraulic

failures such as leakages, pipe bursts, and malfunctioning valves and pumps. Mexico city,

which faces a water crisis, loses 42% of their drinking water due to leaky pipes. In other ar-

eas like the island of Cyprus, where water shortages is a regular phenomenon, this number is

close to 25%. It is estimated that every day more than 45 million m3 of treated water is lost

due to leakages in developing countries, which could have served 200million consumers, and

in addition, almost 30million m3 is consumed but not billed [17]. Moreover, hydraulic faults

such as leakages may contribute to water quality deterioration, due to contaminant infiltration

in the system.

Water sources are prone to pollution by the accidental injection, infiltration or illegal
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damping of sewage and agricultural waste into them. Sewage pollution is the ideal breeding-

ground for the development of bacteria and viruses with staggering effects on health. Ac-

cording to a UN report, in 2010 microbial waterborne illnesses killed more people per year

than war [200]. Authorities regularly monitor fresh water sources to ensure water quality

standards are met and this valuable resource is safe for consumption according to the guide-

lines by the World Health Organization (WHO) [19]. However, after the water is pumped

into the distribution network, monitoring of water quality is limited. Contamination events

in drinking water distribution networks can be caused either by natural events, accidents or

as a result of malicious attacks at any location in the network. For instance, in the town of

Nokia, Finland, in November 2007, due to an accident, sewage water was injected into the

town’s drinking water distribution, affecting thousands of people and forcing the authorities

to impose a complete ban on all water usage [199]. Industrial chemicals can also be a source

of pollution. An example of such incident took place in West Virginia (USA) in 2014, where

the water distribution network was accidentally polluted with crude MCHM (an industrial

chemical), leaving almost 300,000 consumers affected [20].

It is obvious that we should protect this precious resource by investing in better man-

agement and modernization of our water distribution infrastructures. Modern technology is

offering the opportunity to manage large critical infrastructures like never before. Sensors

of various types are being installed in water systems as these devices become cheaper and

more reliable. Sensor measurements are gathered by Supervisory Control and Data Acqui-

sition (SCADA) systems making them instantly available to network operators, while also

enabling remote control of system actuators. Moreover, integrated platforms are being de-

veloped that can relate sensor measurements with Geographic Information Systems (GIS) to

provide a more complete view of the system. The advancements in modern communication

technologies and the Internet of Things (IoT) have made economically feasible to receive

large volumes of measurements and other available heterogeneous data with the aim to ex-

tract from them useful knowledge.

These developments have cultivated the vision of Smart Water Networks (SWN), which

can be summarized by the following definition: Smart Water Networks refers to the use of

sensing and communication technologies, along with intelligent algorithms for modelling,

simulation, control, optimization and big-data analytics, for the purpose of enhancing effi-

ciency and improving security, reliability, resilience, quality and robustness of drinking water

distribution systems, as well as to minimize the impact of unforeseen events.

The realization of SWN relies on heterogeneous communication network architectures
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Figure 1.1. Communication network architecture for realizing smart water networks.

that interconnect the physical space (e.g., water distribution network) with the operational

center for supporting all respective decision making processes. A typical architecture for such

a network backbone is presented in Fig. 1.1, highlighting different types of connectivity and

roles in the network; sensors deployed within the field of interest, network server for collect-

ing and processing water-relevant data towards dedicated services (e.g., water network ad-

ministration and water data analysis), and gateways which act as the communication bridges

between the sensors and the network server. Sensors can exchange communication for net-

work management and data relaying through underground links, while the data collected on

the gateways can in turn be collected through underground-to-aboveground communication

links. The architecture additionally considers command and control information originated

from the network server/gateways to the sensors or network actuators.

At the heart of the required technologies for SWN is the real-time monitoring of water

systems, which is the estimation in real-time of the hydraulic-state (e.g water flows) and the

water-quality state (e.g., concentration of disinfectant, water age, the presence of a contami-

nant) in the network. State estimation can be used to better control and optimize the operation

of the system. For example, pressure estimates can be used to minimize the overall pressure

in the system by calculating optimal set-points for Pressure Reduction Valves (PRVs), while

ensuring that pressure is sufficient to satisfy consumer demands. This feature significantly
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reduces the energy consumption of the network, while it also reduces pressure-dependent

leakages. The most critical benefit of state estimation is that it enables the development of

methodologies for early detection and prevention of unwanted events such as equipment fail-

ure, pipe breaks, and water contamination.

There are certain difficulties that need to be overcome in order to achieve the goal of

effectively monitoring water infrastructures. For example, the appropriate policies should

be enforced as authorities are generally reluctant to invest in the improvement of an infras-

tructure that, at least sub-optimally, works; until it doesn’t [20, 199]. Additionally, there are

significant practical difficulties in monitoring such a large-scale infrastructure, such as the

prohibitive cost of installing and maintaining sensing devices in all the required locations

and the partial knowledge of the system physical properties. Moreover, state-estimation as

well as event detection, require the development of intelligent data processing algorithms

specifically designed for the use in water systems.

In order to better understand the difficult task of real-time state estimation in WDS, a

general description of these systems is given. Physically, aWDS is a collection of pipes which

brings water to consumers from water sources, such as dams and reservoirs. The topology

of a WDS is described by a graph of which the links represent pipes, pipe valves, and water

pumps, with the last two being the main hydraulic actuators in a water network. The graph

nodes represent junctions of pipes, consumer water demand locations, reservoirs, tanks and

chemical dosing pumps with the latter being the water-quality input to the network. The

dynamics of the system are typically divided into the hydraulic dynamics and water-quality

dynamics.

1.1 Hydraulics description and challenges

Hydraulic dynamics describe the change in hydraulic-states, namely the hydraulic-head

at nodes and the water flows in links. The hydraulic head is a measure of energy above a

geodesic datum, which considers the elevation and the pressure at a node location, or the

elevation and water level at a tank location. The inputs which drive the hydraulics are the

actions from hydraulic-actuators such as pumps and valves. The biggest effect on hydraulics

comes from consumer water demands which are modeled as an uncontrollable and typically

unknown input.

The network is usually divided into subnetworks to enable better management. Large

pipes which bring water from sources (like water reservoirs, dams and desalination plants)
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to cities and villages, are called the transport network. These contain large pumping stations

which give enough pressure to send the water over long distances to the local water utilities.

The utilities then further partition their network into consumer areas, called District Metered

Areas (DMAs), which typically have only one inlet location at which the flow and pressure is

measured. The greatest advantage of this partitioning is the ability to regulate the pressure at

DMA inlets using Pressure Reduction Valves (PRVs), while there is also the added benefit of

improving the visibility of leakages in each area. The layout of a typical WDS is illustrated

in Fig. 1.2.

The physical structure of the networks is typically known to water utilities. Using GIS,

the layout and properties of pipes are associated with the geography of the service area. The

location of consumers in DMAs are the most uncertain component of this representation.

To pinpoint these locations, utilities manually record the geographical coordinates at meter

locations and include them into the GIS of the network. The recent EU ‘Open Data Directive’

[21] which urges governmental agencies to adopt Open Data policies, benefits water utilities,

as well as practitioners, in the task of developing more accurate models of their systems.

For example, by combining open data from buildings, water utilities can deduce consumer

demand locations which have been omitted from the GIS model.

Modeling the physical structure of a WDS in GIS, enables the creation of hydraulic mod-

els, which is a mathematical representation of hydraulic dynamics in the distribution network

governed by the laws of mass and energy conservation. Hydraulic models are formulated for

each system based on its structural properties, such as the network graph, pipe lengths, diam-

eters etc., and assuming known hydraulic inputs, i.e., pump status, valve settings and water

demands. An accurate hydraulic model can be used to determine unknown states of the net-

work, such as the water flows in pipes. Some properties are difficult to be defined accurately,

such as pipe roughness, a property which describes the resistance exhibited by pipe walls

to water flow. Moreover, while some inputs (such as pump and valve settings) are typically

known, others (such as consumer demands) are unknown.

Traditionally, the main sensing devices present in a WDS are flow meters at pumping

stations, utility reservoirs and at DMA inlets, while pressure sensors may also exist at these

locations. These devices give measurements of flow or pressure at regular time intervals

which range from a few minutes to hours. At the DMA level, demand volume meters are

installed at the majority of consumers which are manually logged by water utilities every

few months and due to this low measurement resolution they cannot be directly used for

real-time state estimation inside a DMA. However they are useful at deducing an average
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Figure 1.2. Layout of hydraulic sensors in a smart water network.

demand for each consumer. For residential areas, this average estimate (or base demand) can

be improved by combining open data about population densities and distribution as well as

building locations and size. The base demands at locations without available measurement

data can be calculated by multiplying the average consumption per person by the estimated

number of people per building.

An important component of the modernization of WDS involves the installation of sen-

sors inside DMAs. For instance, water level sensors may be installed in tanks, flow sensors

on pipes and pressure sensors at nodes, with the latter being more attractive to water utilities

due to lower installation and maintenance costs [22]. These devices are typically connected

to a telecommunications infrastructure to send data at a relatively high resolution (minutes)

at the water utility SCADA station. Moreover, Automatic Meter Reading (AMR) devices

may be installed which remotely monitor the consumption of individual consumers. AMRs

are installed to monitor large numbers of consumers and simplify the billing process. They

typically send low resolution measurements to minimize communication cost (cost per mes-

sage through GSM communications infrastructure) and maintenance cost (replacement of

batteries). These devices send water volume readings, instead of flow readings required by

hydraulic state-estimation methodologies and, as a result, considerable measurement uncer-

tainty is added during the unit conversion process. The layout of sensors in a modern WDS

can be seen in Fig. 1.2

Transport networks are parts of WDS which are ‘well’ monitored, i.e., the inlets of this

sub-network are measured (typically receiving water from sources or reservoirs), and so are
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the outlets (utility reservoirs or DMA entrances). These measurements enable the complete

hydraulic-state estimation in a transport network in combination with a hydraulic model.

Generally, to achieve the complete hydraulic-state estimation of a water network, at least as

many sensors as the number of inlets and outlets of the network should exist. These sensors

do not necessarily need to measure flow at inlet and outlets, but also flow and pressure at

other locations. They do however need to be in a configuration which allows the solution of

hydraulic equations without these becoming under-determined. This concept is referred to as

topological observability [23].

On the other hand, achieving topological observability in DMAs is challenging because

DMAs have hundreds or thousands of water outlets, i.e., demand locations, which would

mean the need for installing thousands of sensors in every DMA. Even with the installation

of high resolution AMRs at all consumers there would be significant errors in state estimation

due to unregistered water consumption and background leakages. The distribution networks

of DMAs, however, are the parts of water systems which experience the most pipe failures

and the most water loss [17]. Moreover, water contamination in these areas will have an

immediate impact on consumers. It is evident that the monitoring of these areas is essential

and new ways of doing so is a subject of research.

A tool used by researchers to reduce the required number of sensors in DMAs is creating

models with a reduced state-space. One way to do this is by clustering many demand points

in a single node, and thus formulating a reduced model [24]. In Fig. 1.3 a clustering procedure

is illustrated, in which a reduced GIS model is created by grouping many demand locations

(buildings) in a single node using geographical polytopes. Clustering is performed with the

aim of preserving the hydraulic characteristics of the network, e.g., nodes should exist at pipe

junctions where the diameter changes and at valve locations. Moreover, segments of pipes

with consumers should be modeled by at least one demand node. This way of creating a

reduced model retains the physical structure of the network, thus the model can be directly

associated with the actual system. However, there is a limit on the degree of reduction before

losing this direct association, and typically observability in the reduced model is not achieved

with the available sensors. Additionally, some structural modeling uncertainty is introduced

due to the mismatch and reduced number of demand locations.

Other approaches formodel reduction use a procedure called skeletonizationwhich changes

the structure of the network by removing pipes as well as nodes and changing the remaining

pipe properties. This results in a skeletonized version of the network which is only implicitly

related to the real system, however its state-space is reduced significantly. The modeling un-
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Figure 1.3. Grouping of consumers into nodes in a GIS using building open data.

certainty introduced is now considerably larger compared to methodologies that only remove

nodes, and it is not straightforward to relate the model with the actual physical system.

In summary, there is an opportunity for hydraulic state-estimation due to the advance-

ments in sensors and communications technology and the developments of integrated plat-

forms and GIS models using also open data. The challenges are how to use reduced mod-

els which contain significant uncertainty in combination with limited sensor measurements

which do not guarantee observability to achieve hydraulic state-estimation in all the parts of

the network, including DMAs.

1.2 Water-quality description and challenges

Water quality in WDS refers to the concentration of different substances of interest in

the water. These substances may be contaminants (metals, chemicals, pathogens) which are

harmful to humans, such as lead originating from aging and deteriorating pipes or arsenic

originating from groundwater sources, or disinfectants inserted intentionally bywater utilities

with the aim to kill pathogens. The most common disinfectant, chlorine, is highly effective in

destroying water’s microbiological organisms (see coronaviruses), and a minimum chlorine

residual is required to be present throughout the network for disinfection purposes. Due to the

fact that chlorine produces certain disinfection by-products, such as trihalomethanes (THMs)

[25], which are linked to some types of cancer when consumed over a long period of time at

high concentrations, the chlorine concentration should be limited within certain bounds, as

described by EU directives and national legislation. According to the WHO, a free chlorine

residual concentration must exist in WDS, with minimum target concentration 0.2 mg/L
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at the point of delivery and 0.5 mg/L for high-risk circumstances [19]. Moreover, if over-

chlorination occurs during the disinfection process, it could trigger other chemical reactions,

causing pipe corrosion and the release of iron, copper and lead in the drinking water [26].

Recent EU directives [27] emphasize the importance of water-quality monitoring for re-

ducing the risks to health from drinkingwater, with chlorine and its by-products are among the

quality parameters recommended formonitoring. Real-time estimation of chlorine-concentration

state in aWDS can be used for better regulation of this disinfectant and reduce its by-products.

Additionally, due to the fact that certain contaminants will affect chlorine residuals in a spe-

cific way (e.g., a bacterial toxin may decrease the concentration of free chlorine due to its

reaction dynamics) [28], chlorine residuals can be used as indicators of contamination events

[29]. The aforementioned indicate that chlorine concentration monitoring can be a useful tool

for determining water quality.

Monitoring of chlorine concentration in a complex infrastructure like WDS requires the

use of models which consider the transport of chlorine from injection points to consumers,

and also its reactions with other substances in the water. The input to a chlorine concentration

model are the chlorine injection points placed typically by water utilities in reservoirs and

tanks. Chlorine is then transported to different parts of the network through pipes, following

the water flow dynamics. The nature of hydraulic and water-quality dynamics are inherently

interconnected and specifically the hydraulics affect water-quality by the varying water flow

in pipes. This concept is illustrated in Fig. 1.4, where it is easier to see that water-quality states

depend not only on the injected chlorine, but also on consumer water demands and hydraulic

actions. The time-varying nature of the, typically unknown, consumer demands results in

water-quality models that exhibit time-varying behavior. Chlorine reactions are affected by

the presence of bacteria or chemicals in the water, but also on materials accumulated on pipe

walls. It is typically assumed that the reaction rates of chlorine in drinking water remain

relatively constant, however, this is not the case in real systems. Chlorine reaction rates may

vary, affected by water temperature, pH , organic content, etc. [30], thus contributing to the

time-variability of the model.

The common practice for water-quality monitoring is to periodically manually take sam-

ples from certain locations in the distribution network and analyze them for various sub-

stances. This practice is not effective in the case of contamination events since many cus-

tomers will be affected before such event is confirmed. Due to the lack of real-time mea-

surements, the control of disinfectant residuals is performed in an open-loop approach. This

means that the amount of disinfectant which is inserted into the system is calculated based on
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Figure 1.4. The interconnected nature of hydraulic and water quality dynamics in a Water

Distribution System.

expert knowledge and off-line data, an approach which often leads to over- or under-dosing.

An increasing trend is to employ water-quality sensors which can monitor on-line multi-

ple generic water-quality parameters such as chlorine concentration, turbidity, conductivity

and pH, many of which are affected in the case a contaminant enters the water. The loca-

tion of the sensors may be selected after solving the optimal sensor placement problem [31],

which typically tries to minimize the impact of a potential contamination by maximizing

water-quality monitoring coverage spatially and temporally. These sensors typically do not

detect the presence of contaminants directly, rather than their effect on the measured water-

quality parameters, such as chlorine concentration. The task of detecting the effect, and in

extent the existence, of contaminants on water-quality states such as chlorine concentration

is challenging as it requires the estimation of normal chlorine concentration in the absence of

contaminants; a difficult task to achieve given the small number of sensors and the uncertain,

time-varying water-quality model. An added benefit of the real-time estimation of chlorine

concentration is that it enables booster chlorination [32]. Booster chlorination stations are

installed in a spatially distributed manner in the system and collectively insert less chlorine

compared to a single input location at the inlets, thus also significantly reducing the formation

of chlorine by-products. Without chlorine concentration estimation however, chlorine con-

trol methodologies may perform poorly leading to under- or over-chlorination. The layout of

water-quality sensors and chlorine injection stations in a modern WDS can be seen in Fig.

1.5

In summary, recent legislation by the European Union has imposed standards on water

quality that water utilities should follow, in order to guarantee the safety of drinking water.

The installation of water-quality as well as hydraulic sensors in WDS offers the opportunity

to monitor and regulate water-quality in real-time, significantly reducing the risks to human

health. The challenge is to achieve real-time water-quality monitoring using a limited number

of sensors and highly uncertain time-varying water-quality models.
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Figure 1.5. Layout of water-quality sensors in a smart water network.

1.3 Thesis Objectives and Contributions

The first general objective of this thesis is to develop methodologies for state estimation

in WDS that take into account the main practical difficulties of this attempt and are designed

to give a reliable state estimate, which is also useful to water utilities and practitioners. To

ensure reliability, modeling uncertainty and measurement errors should be considered. To

provide a useful estimation, novel approaches should be developed which use a priori avail-

able information, due to the limited measurements available. The aim of these practical state

estimation approaches are to enable the development of methodologies for fault diagnosis in

water distribution systems, which is the second general objective of this thesis. Specifically,

two critical faults in these systems are targeted: water leakages and water contamination.

Considering the above challenges in WDS and the general objectives, the key contributions

of this thesis are summarized as follows:

• The development of a novel interval-state estimation algorithm that calculates tight

hydraulic-state bounding estimates considering known bounds on parameter and mea-

surement uncertainties. The algorithm uses the nonlinear form of the hydraulic equa-

tions, considering also pressure-dependent demands and background leakages, in order

to ensure that the bounding estimates include the true system state, given that uncer-

tainties have been accurately represented. The algorithm is combined with an interval

observer which uses a state-space modeling of hydraulics to calculate bounds on the

dynamic states.

• The development of leakage diagnosis methodologies based on the developed interval-
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model and interval-state estimation algorithm. First, a leakage detection methodology

is developed which uses the interval-state estimates directly as thresholds to formu-

late the leakage detection problem. Then, a novel methodology for leakage detection

through interval-model invalidation is developed that demonstrates increased detection

rates compared to the previous methodology. Finally, an optimization-based method-

ology for leakage localization using the proposed interval-model is developed which

yields a priority list of possible leakage nodes.

• The development of amodel-based algorithm to calculate chlorine concentration bounds

at nodes ofWDS, using the backtracking approach. The methodology is combined with

a real-time parameter estimation algorithm for bulk reaction coefficients of water orig-

inating from different sources and it is tested using real data from a transport network.

• The development a model-based contamination detection methodology for WDS using

chlorine concentration thresholds. A Monte-Carlo simulation based approach is used

to create multi-level thresholds, for enhancing detection and reducing detection delay

while minimizing false positive alarms. The methodology is improved by using the

analytically derived chlorine concentration bounds to create the detection thresholds.

• The development of a novel approach based on the concept of active fault detection,

which alters the area monitored by water-quality sensors by manipulating the system

actuators in order to increase contamination detectability, given the scarcity of water-

quality sensors.

• The development of software tools for WDS analysis. Specifically, in the context of

this work, the EPANET-MATLAB toolkit was developed which interfaces the libraries

of the established water system simulation software EPANET with the MATLAB pro-

gramming language. Moreover, an open access leakage diagnosis benchmark is devel-

oped for the assessment of leakage diagnosis algorithms.

1.4 Thesis Outline

In the following, we present the outline of each chapter:

Chapter 2: Literature review

In this chapter we outline the state-of-the-art in four distinct areas of interest:

1. Hydraulic-state estimation, exploring techniques which deal with the specific uncer-

tainties in WDS;
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2. Leakage diagnosis, giving particular emphasis on model-based methodologies;

3. Water-quality state estimation, exploring water-quality modeling and methodologies

which try to estimate chlorine concentration;

4. Contamination detection, outlining current passive contamination detection techniques.

Chapter 3: Hydraulics modeling considering uncertainty

This chapter formulates the hydraulic model a WDS considering parameter and measure-

ment uncertainty. First the hydraulic equations derived from the laws of conservation of mass

and energy in these system are formulated. The available measurements in these systems are

then analyzed and selected to obtain observability. Uncertainty is modeled using bounds on

uncertain parameters and measurements, due to the need of using artificial demand estimates

called, pseudo-measurements, which are highly uncertain and without a statistical character-

ization of the mismatch to the real value. Modeling uncertainty is also considered in the form

of uncertain pipe parameters. Moreover, a state-space formulation of hydraulics is formulated

to consider the dynamics when tanks exist in the system.

Chapter 4: Hydraulic interval state estimation

In this chapter we propose a novel interval hydraulic state-estimation approach for WDS

that considers the combined effect of bounded measurement and modeling uncertainties.

The proposed Iterative Hydraulic Interval State Estimation (IHISE) methodology calculates

bounds on state estimates using the nonlinear form of the network algebraic equations and

considering pressure-dependent demands. The nonlinear modeling guarantees that when ac-

curate uncertainty bounds are provided, the bounds on state estimates will include the true

system state. This is achieved using bounding linearization, a technique which restricts the

nonlinearities within a convex set, thus converting the hydraulic equations in a form where

the minimum and maximum of each state can be found using linear programming. An iter-

ative procedure minimizes the distance between upper and lower state bounds, by reducing

the feasible set defined by bounding linearization at each step and converging to the tight-

est possible bounds. Moreover, the state-space hydraulic model is used to design an interval

observer for calculating bounds on the dynamic states.
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Chapter 5: Leakage detection using interval-state estimation

In this chapter we describe a methodology of using hydraulic interval-state estimation for

the detection of leakages in WDS. The methodology is applied on a case study of a modi-

fied transport network in Cyprus, using real data, with the aim to determine the existence of

unaccounted-for water. The results show that the existence of an artificial leakage into the

data can be detected, due to state bound violation. Furthermore, the methodology is evaluated

using the Leakage Diagnosis Benchmark (LeakDB) dataset developed in the context of this

work.

Chapter 6: Leakage diagnosis using interval-model invalidation

In this chapter we propose the utilization of a priori available information about the water

distribution system to formulate a hydraulic model in its non-linear form, in which uncer-

tainties are modeled by intervals defined by a lower and upper bound. A novel optimization-

based methodology then utilizes pressure and flow measurements to perform leakage detec-

tion through model-invalidation. A modification of the optimization algorithm is activated

in the case of a detection to refine possible leak locations and retain only the ones that can

be explained by the interval model and available measurements from multiple time-steps.

The proposed methodology is demonstrated on a benchmark network and evaluated using a

leakage diagnosis benchmark dataset.

Chapter 7: Bounded water quality state estimation

In this chapter we propose amethodologywhich calculates chlorine concentration bounds

at node locations of water distribution networks and is suitable for sensor-fault and con-

tamination detection purposes. The proposed Backtracking Uncertainty Bounding Algorithm

(BUBA) is able to calculate these bounds, given bounds on hydraulic-states produced by hy-

draulic interval-state estimation and bounds on water-quality model parameters. The validity

of the calculated bounds is demonstrated using a large number of Monte-Carlo simulations

on benchmark networks. Moreover, the proposed methodology can be used in conjunction

with real-time learning algorithms, as it allows for time-varying model parameters. A param-

eter estimation algorithm is designed and implemented to learn bulk reaction coefficients of

water originating from different sources. The BUBA then uses the time-varying parameters

to improve the chlorine concentration bounds, as demonstrated using a case study of a real

water transport network.
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Chapter 8: Contamination detection using chlorine concentration thresholds

In this chapter, chlorine bounds are calculated usingMonte-Carlo Simulations (MCS) and

used as contamination detection thresholds. Moreover, a methodology which uses multi-level

thresholds is proposed, which facilitates the computation of a confidence metric regarding

the occurrence (or not) of a contamination event. We show that by combining the analytical

methodologies for hydraulic interval-state estimation and bounded water-quality state esti-

mation of Chapters 4 and 7 respectively, we can achieve the creation of the same multi-level

thresholds, eliminating the need for MCS. Moreover, the use of current measurements by

these methodologies improve the generated bounds.

Chapter 9: Active contamination detection

In this chapter we address the problem of water-quality sensor scarcity by proposing a

novel methodology for altering the area monitored by water quality sensors in Water Dis-

tribution Systems (WDS) when there is suspicion of a contamination event. The proposed

Active Contamination Detection (ACD) scheme manipulates WDS actuators, i.e., by closing

and opening valves or by changing the set-points at pressure controlled locations, to drive

flows from specific parts of the network in predetermined paths, and enable the sensors to

monitor the quality of water from previously unobserved locations. As a consequence, the

monitoring coverage of the sensors is increased and some contamination events occurring

within those areas can be detected. The objective is to minimize the contamination impact by

detecting the contaminant as soon as possible, while also maintaining the hydraulic require-

ments of the system.Moreover, the methodology facilitates the isolation of the contamination

propagation path and its possible source. We demonstrate the ACD scheme on two networks,

analyze the results and open the discussion for further work in this area.

Chapter 10: Conclusions

In this chapter we present some concluding remarks, as well as directions for future re-

search.
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Chapter 2

Literature review

2.1 Hydraulic state estimation

Monitoring of hydraulics in a WDS requires the existence of hydraulic-state estimation

algorithms which are able to infer the complete system state, namely the water flows in pipes,

pressures at nodes, and water level of tanks, using the available measurement set and network

model. A complete view of the network state supports the decision-making process and en-

ables the efficient operation of these systems, improving customer service. Moreover, it en-

ables the timely response to undesirable events, such as pipe breaks or failure in equipments

such as pumps, thus minimizing their impact. Examples of the use of state estimation in real

systems include the use for online burst detection [33], online modelling [34] and control of

WDS [35].

Standard state estimation techniques require a measurement set that makes the system

observable, i.e., the sensor number and locale ensure that the system state can be calcu-

lated [36, 37, 38]. Additionally, the statistical characterization of sensor measurement error is

needed to give more weight to measurements originating from more accurate sensors. Then,

using a mathematical model of the network, a state estimation algorithm can infer the system

state. Many approaches have been proposed to solve the state estimation problem for water

systems, such as Kalman Filtering and Weighted Least Squares (WLS), with the latter being

the most widely used and varied. The above methods produce a point in state-space and are

referred to as point state estimation [39, 40, 41].

State estimation in WDS is a challenging task, mainly due to the scarcity of measure-

ments which are not enough to achieve system observability. Some parts of the WDS may

be widely monitored, such as transport networks, however even a single sensor failure could
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make these parts unobservable [1]. The large area covered by WDS and the large number

of system states is one of the main reasons that a large number of sensors must be installed

to guarantee observability. A common practice to reduce the complexity, is to use reduced

models by treating a group of consumers as a single demand point. It is then possible to use

pseudo-measurements, which are demand estimates determined from population densities

and historical data, to complement the missing measurements [42]. Recent advances in water

demands research have also made possible the higher resolution modeling of water demands,

thus reducing the need for skeletonization of networks and increasing the accuracy of state

estimation [43].

The use of pseudo-measurementsmay introduce new problems to the state estimation pro-

cess, as they are highly uncertain and the resulting estimates may deviate significantly from

the real system state. This in turn could affect other algorithms which rely on state-estimation,

such as feedback control or fault-diagnosis. Efforts have been made to characterize the un-

certainty of pseudo-measurements [44], but it is improbable that a statistical characterization

will be available. Thus, standard state estimation techniques such asWLSmay not be capable

of producing a reliable measure of the estimation error. Consequently, researchers have tried

to combine online estimation of demands with state estimation, in order for the latter to be

more accurate [24].

Demand calibration is the use of available historical sensor measurements and the system

model to approximate using optimization based methodologies the demand magnitude and

behavior at nodes [45]. It is considered as the inverse problem to hydraulic-state estimation

[46]. Similarly to hydraulic-state estimation in which the scarcity of measurements does not

guarantee observability [47], the inverse problem of demand calibration is ill-posed and it has

attracted a lot of attention by researchers [48, 49]. Typically the under-determined problem of

demand calibration is dealt by grouping several demand node parameters tomake the problem

over-determined. This produces an accurate estimate for the group however the individual

node estimates may have significant errors [49]. The accurate estimation of group demands

was exploited in [50] where the authors propose a leak-detection and localization approach

coupled with a calibration methodology that identifies geographically distributed parameters.

Due to the high number of tuning parameters, heuristic optimization techniques are used

which may not produce reliable results [51].

Another significant source of uncertainty which complicates WDS state estimation is

modelling and parameter uncertainty. Recent works provide explicit expressions for the sen-

sitivity of the state estimation problem to these uncertainties [52]. Typically, the network
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topology is assumed known, especially after the process of skeletonization which simplifies

the network graph. However, even when the topology is known, pipe parameters such as

length and diameter are rarely known accurately and estimates are used in place. This is es-

pecially true for pipe roughness coefficients, which along with pipe length and diameter, are

used to calculate head-loss across pipes. This is why, even with an observable sensor con-

figuration, model calibration is required a priori or during state estimation for the latter to

produce feasible solutions [53]. Due to the large number of unknown parameters with respect

to measurements, it is possible for the calibration process to calculate parameter values which

satisfy the constraints imposed by measurements, but deviate from the true parameter values.

Considering the many unknowns and uncertainties in WDS state-estimation, it is evident

that accurate state-estimates are difficult to be generated without some kind of trade-off. A

practical approach for state estimation in the presence of demand and modeling uncertainty,

is interval state estimation [54, 55]. This approach models the uncertainties on input data as

intervals, defined by lower and upper bounds. Then, considering this bounded uncertainty,

interval state estimation provides lower and upper bounds on the state estimates, in contrast to

point state estimation methods which only provide a single point. Providing a range of values

for each state, is often more useful to an operator than providing point estimates which give

no indication on their proximity to the true state value. Additionally, having reliable interval

state estimation is essential in many methodologies related to event and fault detection such

as leakage detection [56], water contamination detection [9] and sensor fault detection [8].

The use of bounds for the representation of measurement uncertainty and the subsequent

calculation of state estimate bounds was introduced in [44]. This idea was further developed

in [57] as the set-bounded state estimation problem. The process of calculating bounds for

state estimates caused by measurement uncertainty is also referred to as Confidence Limit

Analysis which can be solved using different approaches, including Neural Networks [58],

the Error Maximization method [59], the Ellipsoid method and Linear Programming [54].

All these approaches assume a known network model which can be linearized in order to

solve the non-linear equations that characterize WDS and provide state bounds based on

measurement uncertainty. Few methodologies can guarantee the inclusion of the true state in

the bounds based on given uncertainty, while the effect of modeling uncertainty is not con-

sidered. Another approach that could incorporate modeling uncertainty is the use of Monte-

Carlo Simulations (MCS), where state bound estimates are obtained by randomly generating

and evaluating a large number of model parameter sets or realizations [60]. This approach

requires a sufficiently large number of simulations, and even then some cases may not be
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covered, leading to underestimation of the range of the true state bounds. Moreover, it is

not trivial to use the available measurements to constrain the outcome of simulations, thus

typically only the inputs of the system are used.

2.2 Leakage diagnosis

Leakage diagnosis in water distribution systems has attracted a great deal of attention

from both practitioners and researchers over the past years [61], while it is also the topic of

the latest Battle of the Leakage Detection and Isolation Methods (BattLeDIM) [62]. It can

be separated into leakage detection methodologies which focus on identifying the existence

of a leak in the network, and leakage localization which aims to provide an approximate

location of leakages given the available measurements. A recent review paper [61] provides

a classification of current leakage detection methodologies as A) Passive methods and B)

Active methods.

Passive methods (also referred to by other researchers as equipment-based, hardware or

external methods) require the deployment of special equipment at an area which is suspect of

leakage. Such methods involve acoustic equipment such as listening rods, leak correlators,

leak noise loggers and non-acoustic methods like gas injection, ground penetrating radar

technology and infrared photography [63]. These methods have proven very effective in lo-

calizing pipe bursts, however they come with significant disadvantages such as requiring a

long time to find a leak in a large search area, needing a large number of sensors, being

invasive, labor-intensive and causing disruption of service [64, 63].

Active methods (also referred to by other researchers as internal or software methods) are

methods which assume the existence of permanently installed sensors which continuously

monitor the system for leakages. The latest developments in hydraulic sensor technology and

on-line data acquisition systems have enabled water companies to deploy a larger number of

more accurate pressure and flow devices with less cost. These data can be used to monitor

the system in real-time and develop methodologies that use the data to detect and pre-localize

leaks. Pre-localization is the process of defining an area in which the leak exists, instead of

pin-pointing exactly its location. This area of research has seen a significant interest in recent

years, as seen in recent review papers [63, 61, 65]. Depending on the way active methods

process the acquired data, they are subdivided into three categories: Transient model-based,

data driven and model-based methods.

Transient model-based methods [66, 67] analyze pressure transients which appear after
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the occurrence of a leak using pressure sensors with high sampling rate. The transient model

is very sensitive to the configuration of the whole network, and is obtained using the risky and

unwanted process of generating a “water hammer” in the system [68]. The aforementioned

drawbacks, along with the cost of high frequency sensors, are the main reasons why these

methodologies are only used on individual large pipelines [48].

Data-driven methods (also referred to as non-numerical model methods) do not require

a model to perform detection. They do required large amounts of reliable training data and a

drawback of these techniques is that they can’t be used when this data is not available [63].

An example of a data-driven approach is found in [69] where the authors first introduced ar-

tificial neural networks (ANNs) for burst detection and have continued to extend their work

in the following years [70]. Another approach is found in [71] where the authors proposed an

algorithm which analyzes the discrete inflow signal of a DMA by using an adaptive approxi-

mation methodology for updating the coefficients of a Fourier series and detects leakages by

utilizing the Cumulative Sum (CUSUM) algorithm. To improve performance the authors in

[72] used a mixed model-based and data driven approach, to improve performance. The study

in [73] provides a review on data-driven approaches for burst detection and concludes that are

promising in real-life burst detection, but reducing false alarms is still an important issue and

a comprehensive performance evaluation, especially under different network configurations,

might be necessary.

The term model-based leakage diagnosis is used to describe methodologies that utilize a

model of theWDS (also referred to as numerical model) to estimate the steady-state hydraulic

conditions in the network. This steady-state model neglects transients [67] and it can be ob-

tained using known physical properties of the system. As a result, it is the most widely used

model in water distribution systems analysis [74]. Typically, model-based methods assume

the existence of a larger number of pressure sensors than flow sensors in WDS because they

are cheaper and easier to install and maintain [75]. However, WDS are large-scale systems

and the number of sensors is still limited compared to the system size. This is why method-

ologies for optimal placement of pressure sensors based on the available model are used to

facilitate leakage diagnosis [76, 77, 78].

The operating principle behind model-based leakage detection, as first suggested by [79],

is to find discrepancies of measurements to their estimates obtained by the network model,

which would indicate the existence of a leakage. For localization, some approaches try to

relate acquired measurements with the simulated output from many leakage simulation sce-

narios on different locations of the network [76, 80]. The geographical mapping of eachmodel
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component can then be used to signal the probability of a zone to contain a leakage [22]. Re-

searchers have also used pressure residual analysis, by creating a system pressure sensitivity

matrix, to identify the location of leaks with the assumption of a single leakage occurring in

the system [75, 78].

The aforementioned methodologies consider the availability of consumer demand esti-

mates in the network model. The estimates, or pseudo-measurements, of these demands can

be derived by utilizing historical billing data or data from smart meters. These data are es-

sentially low resolution measurements which can only be used to compute an average base

demand at nodes. The variation of base demands at different times of the day can be approx-

imated by multiplying them with a pattern derived from the measured system inflow [50].

However, the resulting demand pseudo-measurements may contain significant errors with

no information on their statistical characterization, which is why some researchers have ar-

gued that the most accurate depiction of demand pseudo-measurement error is in the form of

error bounds [40]. In practice, consumer demands are the greatest source of uncertainty when

using model-based methodologies for leakage diagnosis [80]. This is because demand varia-

tions can cause significant pressure variations, which may either hide the effect of a leakage

(unless the leak size is large relative to the system inflow), or cause false positives [81].

The uncertainty in water demands makes demand calibration using sensor measurements

an important component of model-based leakage diagnosis. Demand calibration refers to the

use of available historical sensor measurements and the system model to approximate us-

ing optimization based methodologies the demand magnitude and behavior at various nodes

of the network. It can be viewed as the inverse problem to hydraulic-state estimation [46].

Similarly to hydraulic-state estimation in which the scarcity of measurements does not guar-

antee observability [47], the inverse problem of demand calibration is ill-posed, and has at-

tracted significant attention by researchers and practitioners [48, 49]. Typically, the under-

determined problem of demand calibration is dealt by clustering several demand node pa-

rameters to make the problem over-determined. This produces an accurate estimate of the

grouped node demand, however the individual node estimates may have significant errors

[49]. The accurate estimation of group demands was exploited in [50] where the authors pro-

pose a leakage-detection and localization approach coupled with a calibration methodology

that identifies geographically distributed parameters. The geographical distribution of the cal-

ibrated parameters enables localization, as abrupt changes to these parameters are associated

with a specific zone in the network. Leakages are in essence an unknown or unaccounted

demand of the system and this is why some research approaches have considered leakage de-
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tection as part of calibration [82]. However, the joint demand and leakage estimation problem

increases the number of tuning parameters and the heuristic optimization techniques used to

solve this problem may not produce reliable results [83, 51].

In addition to demand uncertainty, model parameters such as pipe roughness coefficients,

introduce additional uncertainty into the calibration and leakage diagnosis problems. Due

to the relatively small number of measurements, demand and parameter calibration may be

jointly performed [84]. An estimate of pipe roughness parameters can be calculated using the

pipe specifications given by the water utility. Since these estimates contain errors more ac-

curately depicted by error bounds, a recent approach considers the bounded model parameter

and demand uncertainties to calculate bounds on state estimates [1].

In the fault diagnosis literature, modeling uncertainty is a key component in calculating

the threshold on the residual; i.e., the difference between the measured and estimated states.

When the threshold is violated by the residual, the occurrence of a fault is declared [85]. This

concept is applied to leakage detection in [86] where a Linear Parameter Varying model is

used to compute a set-valued state estimate. The method allows the creation of zonotopes,

which are compared with the pressure residuals and are used as thresholds for detection.

However, the uncertainty on water demands is not considered, while the use of a linearized

model may introduce additional modeling errors. In [12] the authors investigated the leak-

age detection problem by comparing sensor measurements to thresholds derived from hy-

draulic interval-state estimation on a nonlinear model using demand pseudo-measurements.

Although the particular algorithm is designed to achieve zero false-positives, in practice it

has low leakage detection rate on a related benchmark data set [11]. The reason is that the

algorithm obtains hydraulic state bounds without incorporating into the model available in-

formation such as state measurements and aggregate demand bounds.

2.3 Water-quality state estimation

The most recent EU directive on the quality of water intended for human consumption

[27] emphasizes the importance of water quality monitoring for reducing the risks to health

from drinking water, with chlorine by-products being among the quality parameters recom-

mended for monitoring. Chlorine is commonly used by water utilities as a disinfectant in

Water Distribution Networks (WDN). According to the WHO, a chlorine residual needs to

be sustained throughout the drinking water network which should be sufficient to deactivate

waterborne pathogens and, at the same time, small enough to reduce the formation of harmful
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chlorine by-products [25]. Additionally, due to the fact that certain contaminants will affect

chlorine residuals in a specific way (e.g., a bacterial toxin may decrease the concentration

of free chlorine due to its reaction dynamics) [28], chlorine residuals can be used as key

indicators of contamination events [29].

Current practice of residual regulation is the insertion of pre-defined chlorine in water

tanks in the network. This practice is inefficient in its ability to distribute the chlorine evenly

throughout the water network, resulting in some areas having a low chlorine concentration

in their supplied water and in other areas having a high concentration. Researchers have

proposed the regulation of chlorine concentration through the insertion of chlorine injection

stations in specific location in the network, known as chlorine booster stations. With a greater

number of chlorine inputs in the network, the regulation of chlorine in any location of the

network can be achieved [87].

A common practice for water quality monitoring is to manually take samples from certain

locations in the distribution network. This practice is not effective in the case of a contamina-

tion event since many customers will be affected before such event is confirmed. The instal-

lation of on-line chlorine sensors can enhance monitoring capabilities of chlorine residuals

and enable better control actions. For contamination event detection, water-quality sensors

may be installed which can monitor multiple parameters (pH, free chlorine, total organic

carbon) and detect changes in water quality. The placement of such sensors in WDN with

the objective to minimize the risk of a contamination event has been a subject of research

for years [88, 89]. The problem is posed as a multi-objective optimization, with one of the

objectives being the minimization of the number of sensors due to their high capital andmain-

tenance costs [90]. Single-parameter sensors (such as free chlorine concentration sensors) are

cheaper than multi-parameter sensors, and using them not only for chlorine residual moni-

toring but also for contamination event detection, could significantly reduce the health risks

from contaminated drinking water. However, in order to determine whether a sensor reading

is abnormal (e.g., due to a contamination), it needs to be compared with an estimate of the

expected concentration at the sensor location. The expected concentration can be calculated

using water-quality models [91]. These are mathematical representations of the physical and

chemical laws that describe chemical transport and reaction inWDN and are used to calculate

the water-quality states (in this work, the chlorine concentration at nodes).

Chlorine concentration at a network location depends on the chlorine input, but also on

consumer water demands and hydraulic actions which affect pipe water flows, as seen in

Fig. 1.4. Due to the time-varying nature of the typically unknown consumer demands, water-
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quality also exhibits a time-varying behavior. Some approaches have exploited the apparent

periodicity of water demands, and by extendwater flows, to create time-varyingwater-quality

models using online learning [92]. These approaches omit the information provided by hy-

draulic sensors, which may lead to significant estimation errors. In fact, the variability of

water flows is the greatest source of uncertainty in water-quality models [60]. The most com-

mon approach to deal with modeling uncertainty due to water flows is using them as an

input to the water-quality model, by assuming that the hydraulics are constant (steady-state)

and known over a period of time called the hydraulic step [74]. The hydraulic-state estimate

(flows and pressures) of the network during this period is obtained by combining measure-

ments from hydraulic sensors and a suitable hydraulic-state estimator [93]. However, these

estimates may include significant errors due to small number of available sensor measure-

ments and hydraulic-model uncertainty [42]. During recent years, research on hydraulic-state

estimation in WDN has developed more advanced methodologies which are able to quantify

the hydraulic-state estimation error [38]. However a statistical characterization of this error

is difficult to be calculated accuretely, so some researches have suggested the best way to

represent it is by error bounds [40]. This is because in many cases, providing a range of val-

ues for each state is more useful to an operator than providing estimates with no indication

of their proximity to the true state value.

Chlorine reaction dynamics in WDN, in most of the cases, are not known; as a result,

empirical models (i.e., models created from laboratory and field experiments) are typically

considered [94, 95]. A common assumption in water research literature is that chlorine dy-

namics are first-order linear, with some studies contacted in real networks showing this to

be a good approximation [96]. Other studies are in favor of using more complex dynamics

such as a second order model [97], as well as the use of differential-algebraic equations to

model fast reactions [98]. In the first-order model, chlorine reaction dynamics depend on the

bulk-water reaction coefficient (water source), the wall reaction coefficient (pipe material)

and the mass transfer coefficient (chlorine transfer from bulk water to pipe walls) [99]. An

estimate of wall and mass transfer coefficients can be made available given pipe material and

age [100]. The bulk reaction rate dominates the decay dynamics, except in the case of highly

reactive metallic pipes [96]. Bulk reaction rates are usually unknown and may vary due to

the use of water originating from different sources (e.g. combining treated water from dams

and desalination plants in different ratios) or fluctuations in temperature [96].

The water-quality modeling results in a set of hyperbolic partial differential equations

(PDEs). In general, Eulerian or Lagrangian numerical methods can be used to find an ap-

25

Stel
ios

 G
. V

rac
him

is



proximate solution to the PDEs [91]. The Eulerian methods divide each link of the network

into a number of equally sized segments, and transport water between segments at fixed in-

tervals of time. The Lagrangian methods track the position of variable-sized segments of

water in each link, computing new conditions at either fixed time intervals or at times when

a new segment reaches the downstream node of a link. The later was adopted and used by the

EPANET software, which uses a distributed model of water-quality, efficient at calculating

output information at all network locations over time [74]. Another approach, belonging to

the Lagrangian family, is the so-called Particle-Backtracking Algorithm (PBA) [101] which

tracks individual water parcels from specific nodes (output) to chlorine injection nodes (in-

put) backwards in time. This method has the advantage of retaining input-output relationship

information, such as the time delay of injected chlorine reaching a sensor node. This advan-

tage has been proven useful in calibrating pipe wall reaction coefficients, due to its ability to

calculate the flow paths between input and output and creating an input-output model [102].

A model intended for water-quality monitoring as well as contamination detection should

be able to quantify the estimation errors which arise from the combined hydraulic and water-

quality parameter uncertainty. The generation of tight adaptive thresholds on thewater-quality

states can then be used for fault diagnosis and contamination detection [103]. One approach

to do this is proposed in [9], where chlorine concentration bounds are calculated through

Monte-Carlo Simulations (MCS) using the Lagrangian model of EPANET software and used

as detection thresholds. The uncertain water demands and chlorine reaction rates are var-

ied randomly within pre-defined bounds in each simulation. This is basically a simulation-

oriented approach to set-membership state-estimation, in which uncertainty is modeled as an

additive bounded error of which only the bounds are known. The result is a set-bounded state

estimate, e.g., a state defined by an interval instead of a single value [104].

Powerful methodologies in set-bounded state estimation have been developed in the lit-

erature which can be applied on nonlinear discrete-time systems with unknown-but-bounded

uncertainties [105]. However, the distributed nature of water-qualitymodels in time and space

make it challenging for generic set-membership estimation methodologies to be applied in

practice. A notable application to water-quality is made in [55, 106]. Here, a distributed

interval-model of water-quality is formulated following the Lagrangian modeling approach,

based on known-bounded uncertainties on water flows and water-quality parameters. The re-

searchers go a step further by proposing an interval observer structure for chlorine residual

estimation. However, a drawback of this modeling approach is the increased interval-model

complexity when the network size increases.Moreover, the switching nature of themodel due
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to water flow reversal does not allow for sufficient stability conditions for the observer de-

sign, thus the assumption is made that flows are positive. Another key assumption is that the

bulk reaction rate bounds are known, even though they may vary significantly if water from

different sources is used. The proposed approach cannot facilitate real-time bulk reaction rate

estimation as it does not consider time-varying parameters. As a result the uncertainty cannot

be reduced, and the generated bounds are conservative, which increases the possibility of

false negatives.

The above drawbacks could be mitigated by following an alternative modeling approach,

such as the input-output model. This approach allows for the calculation of the state only at

the output locations, thus reducing the complexity when network size increases. Additionally,

due to the fact that path information can be retained, it can be used for parameter learning

to reduce uncertainty. An additional benefit is that bulk reaction rate of individual water

parcels can be tracked, thus allowing for variable bulk reaction rates in the network, which

is useful when the system is supplied by multiple sources. However, an input-output model

which considers water-quality-parameter and flow uncertainty has not yet been studied in the

literature.

2.4 Contamination detection

A common practice for water utilities for water-quality monitoring and contamination

detection is to manually take samples from certain location in the distribution network. This

practice is not effective in the case of a contamination event since many customers will be af-

fected before such event is confirmed. The recent approach of employing on-line water qual-

ity sensors enables the real-time monitoring of water quality. These sensors monitor generic

water quality parameters such as chlorine concentration, oxidation reduction potential, to-

tal organic carbon, turbidity, conductivity and pH [107], since many of these parameters are

affected in the case a contaminant enters the water. The location of the sensors is selected

after solving the optimal sensor placement problem, a subject which motivated significant

research in the past years [108, 89, 88, 109]. The methodology of fixed sensor locations for

contamination detection can be improved, in terms of detectability, by choosing optimal sen-

sor locations based on hydraulic and topological analysis of the system. Since the resulted set

of sensor locations applies minimal to no change on the network topology or hydraulics, it

is regarded as a Passive Contamination Detection (PCD) scheme, in which no manipulation

on the systems’ original (pre-setup) operation condition is being made. As opposed to the
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PCD scheme described above, an Active Fault Detection (AFD) scheme considers deliber-

ate reconfiguration of system components and hydraulics to achieve better detectability. This

concept of AFD has been mainly studied in the past two decades in the fieled of electrical

engineering [110, 111]. The methodology uses an alternative input procedure in known times

to improve the detection ability of a given sensor set [112]. The field of AFD specifically for

contamination detection in WDS lacks previous major researches.

The problem of contamination detection has been approached in various ways. Single-

type or multiple-type measurements can be used for detection of contaminants, from one or

more locations of the network. The measurements are then analyzed statistically without the

need for amodel of thewater network (model-free), or are compared to calculated values from

a networkmodel (model-based). An example of a single-locationmulti-typemeasurement ap-

proach is given in [113], where each parameter was compared to its 3σ bounds. Other methods

such as control charts and Kalman filters have also been proposed [114]. When multi-type

sensors are available in more than one location, contamination can be detected by comput-

ing distance metrics [115], or by time series analysis of the measurements as performed in

the CANARY event detection tool provided by the US Environmental Protection Agency

[116, 117]. In the latter, an adaptive threshold is formed on the standard deviation of a mov-

ing window of measurements. In [118] a Bayesian Belief Network approach was presented

as a method to infer the probability of contamination. In more recent work, the contamination

event probability was calculated using artificial neural networks to model water quality and

produce an estimation error which was then compared to a threshold [119]. The probability

was calculated by utilizing a sequential Bayesian rule. Furthermore, in [120], this approach

was extended to consider dynamic thresholds computed with respect to the measurements

from a moving window. In [121], an un-supervised approach was proposed which uses a

minimum-volume ellipsoid to define the region of normal measurements. A heuristic metric

then determines the probability that an abnormality has occurred.

The use of model-based approaches for contamination event detection require the knowl-

edge of multiple chemical reaction dynamics. The underlying assumption is that certain con-

taminants when injected in the water will affect key monitored parameters in a specific way

[29]. For example, a bacterial toxin may decrease the concentration of free chlorine, decrease

the ORP and increase the conductivity of the water. The use of chlorine as a disinfectant by

many water utilities results in chlorine sensors being widely used in water distribution net-

works for monitoring chlorine residuals. The use of chlorine sensors specifically for contami-

nation event detection was proposed in [122], and it can be a low cost solution for contamina-
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tion detection. The actual chlorine reaction dynamics in most of the cases are not known and

as a result, empirical models are utilized [94]. In addition, models describing chlorine reac-

tions with contaminants (such as sodium arsenite and organophosphate) have been proposed

[123]. In [28], the EPANET-MSX software [98] was used to simulate the chlorine response to

the injection of certain biological agents in a water distribution benchmark network. Further-

more, in [124], chlorine and contaminant reaction models have been considered in a real-time

event adaptive detection, identification and warning methodology, to detect and classify the

contaminant.

Water quality models used for estimating chlorine residuals often do not give accurate

results due to their time-varying nature. The greatest source of uncertainty is introduced by

the variability of water demands [60]. In [55], a chlorine concentration interval estimator

was implemented which calculates an interval of values instead of a single value for chlorine

concentration, by considering the uncertainty in water flows. Hydraulic and quality control

actions also contribute to the fluctuation of disinfectant residuals and must be considered

[125]. The use of fixed detection thresholds for chlorine residuals can make the event detec-

tion insensitive to small or incipient contamination events or can trigger false alarms in the

case of abrupt hydraulic actions. In [126], a method for computing bounds of the expected

chlorine concentration at different chlorine sensing locations is presented which considers

the known chlorine input injection signals and also takes into account the uncertainties in hy-

draulic dynamics. The bounds are calculated using multiple Monte-Carlo simulations which

run in parallel to the real system.
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Chapter 3

Water distribution systems hydraulics

modeling

This chapter formulates the hydraulic model of a WDS considering bounded parameter

and measurement uncertainty. First the hydraulic equations, derived from the laws of conser-

vation of mass and energy in these systems, are formulated. The measurements set needed to

obtain observability is then defined. Uncertainty is modeled using the bounds on uncertain

parameters to represent them as intervals. Measurement uncertainty arises due to the need

of using artificial demand estimates called pseudo-measurements which are highly uncertain

and without a statistical characterization of the mismatch to the real value. Modeling uncer-

tainty is also considered due to uncertain pipe parameters such as the roughness coefficients.

Moreover, a state-space formulation of hydraulics is proposed for the cases when tanks exist

in the system.

Notation: Matrices are denoted with capital bold letters, vectors with lower bold letters,

and scalars by italic letters. Sets and graphs are denoted by calligraphic letters. Uncertain

parameters are represented by a continuous interval of values defined by a lower and upper

bound. Intervals are accompanied by a tilde and defined as follows: Let ṽ = [vl,vu] be a

closed interval vector, where vl is the lower bound vector and vu is the upper bound vector,

such that: ṽ = {v ∈ Rn : vl
i ≤ vi ≤ vu

i ,∀ i = {1, .., n}}, and n is the size of the vector.

3.1 Hydraulics modeling

The topology of a WDN is modeled by a directed graph denoted as G = (N ,L). Let
N = {1, · · · ,nn} be the set of all nodes, where |N| = nn is the total number of nodes.
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These represent junctions of pipes, consumer water demand locations, reservoirs and tanks.

The unknown quantity associated with nodes is the hydraulic head, indicated by h j. This is

a measure of energy consisting of a component proportional to the pressure p j at node j, and

of the node elevation with respect to a geodesic reference z j [127], such that:

h j = p j + z j. (3.1)

Each node j is associated with a water consumer demand at the node location, denoted by

qext, j. Certain nodes, such as reservoirs, have a known head and zero demand. We define the

set of nodes with known headNh, where |Nh| = nh is the number of nodes with known head.

The set of nodes with unknown head is defined as Nu, where |Nu| = nu is the number of

nodes with unknown head andN = Nu ∪Nh.

Let L = {1, · · · ,nl} be the set of links, where |L| = nl is the total number of links.

These represent network pipes, water pumps and pipe valves, with the last two being the

main hydraulic control elements in a water network. We define the set of links that represent

pipes as Lp =
{
1, · · · ,np

}
, where

∣∣∣Lp

∣∣∣ = np is the total number of pipes. We also define the

set of links that represent pumps as Lpu =
{
np + 1, · · · ,nl

}
, where

∣∣∣Lpu

∣∣∣ = npu is the total

number of pumps. The unknown quantity associated with a link i is the water flow, indicated

by qi.

Each component of the WDS graph is associated with certain parameters that describe

different physical properties of the network and are used in hydraulic-state estimation. For

pipes, these are the pipe roughness coefficients, length and diameter, while for nodes these

are the node elevations. In this work we consider these parameters time-invariant and denote

them using a single vector θ. In extension, letM(θ;G) be a complete model of aWDSwhich

associates the network graph with each network parameter.

The complete hydraulic-state of a WDS, comprised of the water flows in pipes and hy-

draulic heads at nodes, is indicated by x = [q⊤ h⊤]⊤ ∈ Rnl+nu . The state can be calculated

using a hydraulic model which is a set of equations constructed from the laws of conservation

of energy and conservation of mass in the network. In this work the pipe formulation of these

equations is used [128], which has been shown to be robust in computer simulations [74].

3.1.1 Conservation of energy equations

Energy in WDN is associated with the head at nodes and when water flows through a

network link i which connects two nodes, a flow dependent head function fi(qi) describes

the change in head. In the case of pipes, energy is dissipated due to friction of water flowing

32

Stel
ios

 G
. V

rac
him

is



through the pipe, resulting in head-loss between two connected nodes. Head-loss depends on

the water flow through the pipe but also on pipe parameters. Each pipe i ∈ Lp is characterized

by pipe length li, pipe diameter di and pipe roughness coefficient ci. All these quantities are

used in the empirical Hazen-Williams (H-W) formula [127] to calculate head-loss. The effect

of pipe parameters in this formula is aggregated in the H-W resistance coefficient ri of each

pipe, which is a function f r
HW : R+ × R+ × R+ 7→ R+ of pipe parameters, defined as:

ri = f r
HW (ci, di, li). The head-loss across pipe i is then calculated using the H-W formula as

follows:

fi(qi) , ri

∣∣∣qi

∣∣∣(ν−1) qi , i ∈ Lp, (3.2)

where ν is a constant exponent associated with the H-W formula and qi is the water flow in

pipe i.

Another example of a network element are pumps which are characterized by a head-

flow curve. This curve is used to relate the flow through the pump to the head-gain across

the pump, according to each pump specifications. This is given by:

fi(qi) , −(w1 − w2qw3

i ) , i ∈ Lpu, (3.3)

where w1,w2,w3 ∈ R are coefficients of the pump head-flow curve, while the minus sign

indicates that in the case of pumps there is head-gain instead of head-loss. Other network

elements with a head-flow function which may exist in WDS and are not described here

include valves such as Pressure Reduction Valves (PRV), Flow Control Valves (FCV) and

General Purpose Valves (GPV).

The conservation of energy law when using the pipe formulation dictates that the head-

loss across a link i ∈ L is equal to the head difference between the two nodes connected by

the link. The energy equations for all the network links, considering elements modeled by

(6.2) and (3.3), can be written as follows:

fi(qi) +
∑
j∈Nu

(
Bi j h j

)
= hext,i, i ∈ L, (3.4)

where:

• h j is the unknown head of node j ∈ Nu.

• B ∈ Rnl×nu is the incidence flow matrix, indicating the connectivity of nodes with

links. Element Bi j = +1 if the direction of link i enters node j; element Bi j = −1 if the
direction of link i leaves from node j; otherwise Bi j = 0. Nodes with known head are

excluded from this matrix.
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• hext,i is the sum of known (measured) heads that appear in each equation i ∈ L. In
vector notation, the known head vector is given by hext = B0h0 ∈ Rnl , with h0 ∈ Rnh

being the vector of known heads and B0 ∈ {−1, 0, 1}nl×nh being the mapping of known

heads to each equation.

3.1.2 Conservation of mass equations

The conservation of mass law for a node j ∈ Nu is similar to Kirchhoff’s current law in

electric circuit analysis and can be summarized as follows: the sum of branch water flows

from pipes incident to a node j must be equal to the node’s external water demand qext, j.

A demand-driven modeling approach assumes that the demand at each node is indepen-

dent of the pressure at that node. However, this analysis is not valid when power outages, fire

fighting, pipe breaks or temporarily closed portions of a WDN lead to pressure-deficit condi-

tions. In those cases, the consumers do not receive the requested demand, thus the modeling

of demand is no longer valid and a pressure-dependent demand modeling is recommended.

The pressure-demand relationship can be modeled by multiplying the user requested de-

mand qext, j at node j by the pressure depended function fext, j(h j) ∈ [0, 1], which is given

by [129, 130, 131]:

fext, j

(
h j

)
,


0 h j 6 hmin, j(

h j−hmin, j
hreq, j−hmin, j

)0.5
hmin, j 6 h j 6 hreq, j

1 h j > hreq, j

. (3.5)

In (3.5), hreq, j is the head above which the consumer can receive the requested demand qext, j

(depends on node elevation), hmin, j is the minimum desired head at node j (depends on node

elevation) below which the consumer does not receive any water.

Background leakage flows are also present in real WDN and are modeled as an added

demand component at nodes. Leakage flows are pressure-depended and aremodeled similarly

to pressure-driven demands as follows [132]:

qleak, j(h j) ,

 c j(h j − z j)
α j , h j − z j > 0

0 h j − z j 6 0
(3.6)

where z j is the elevation of node j, and c j and α j are leakage parameters depending on pipe

deterioration and material.

The conservation of mass equations in the most general case, are dynamic due to the

presence of tanks in the network. The generic tank equation is given by:

α jḣ j(t) = qin, j − qout, j, (3.7)
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where α j is a known constant related to the tank dimensions of node j, qin is the tank inflow

and qout the outflow. The general case of the conservation of mass equations is given as

follows:

α jḣ j(t) =
∑
i∈L

(
B⊤i j qi(t)

)
− qext, j(t) fext, j(h j(t)) − qleak(h j(t)), j ∈ Nu. (3.8)

A simplified version of the mass conservation equations can be formulated by assuming

a demand-driven modeling approach. This approach assumes that the network operates in

pressure-sufficient conditions and thus demand at each node is independent of the node pres-

sure. Background leakages can be incorporated in the demand variables qext, j, since these are

essentially an additional demand at the node. Moreover, when the system does not contain

tanks or when the tank levels are assumed known, the mass balance equations become alge-

braic thus the time notation is omitted. The simplified mass conservation equations are given

by: ∑
i∈L

(
B⊤i j qi

)
= qext, j, j ∈ Nu. (3.9)

Equations (6.1) and (6.3) can be used to define the network complete hydraulic state, which

are the water flows in pipes and hydraulic heads at nodes, indicated by x = [q⊤ h⊤]⊤.

3.1.3 Measurement uncertainty

In this work we follow the approach of modeling uncertain quantities using intervals,

which is equivalent to the actual value of this quantity having a uniform probability distribu-

tion. For notational convenience, we adopt the convention of denoting intervals with a tilde.

Let ṽ = [vl,vu] be a closed interval vector, where vl is the lower bound vector and vu is the

upper bound vector, such that: ṽ = {ṽ ∈ Rn : vl
i ≤ vi ≤ vu

i ,∀ i = {1, .., n}}, and n is the size

of the vector. Note that calculations performed in equations containing intervals require the

use of interval arithmetic [133, 134, 135].

Sensor measurements in WDS arrive at discrete time intervals ∆t1, typically a few min-

utes, corresponding to measurement time-steps indicated by k. In the case of a typical District

Metered Area (DMA) in a WDS, flow measurements q̂ j(k) are available at the inlet, where

j ∈ Lin ⊂ L and |Lin| = ni is the number of inlets. Additionally, a number of pressure sensors

are installed inside the DMA, giving pressure measurements indicated by p̂i(k), i ∈ Ns ⊂ N ,

where |Ns| = ns is the number of pressure sensors. The complete measurement vector is indi-

cated by y(k) ∈ Rni+ns . Sensor measurements include measurement noise, which is assumed
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bounded, such that the true value of measured state relates to the measurements as follows:

y(k) ,

 q̂(k)p̂(k)

 = [
Cq Ch

]  q(k)

h(k) − z

+
 vq(k)

vh(k)

 , (3.10)

where Cq and Ch identify measured flow and head states and vq ∈ ṽq, vp ∈ ṽp are the noise

vectors for flow and pressure devices respectively, which are assumed bounded by known

bounds.

WDS have typically a low number of sensors installed, i.e., (ns + ni) << nn, which

makes the system of equations defined by (6.1) and (6.3) under-determined. According to the

analysis in [23], at least nn sensors in an observable configuration are needed to guarantee the

topological observability of the system. A possible observable configuration is when water

demands are measured at all nodes and at least one additional head measurement is available.

Other sensor configurations are possible, given that they satisfy the topological observability

condition, which can be checked using the algorithm in [23]. Consumer demands are modeled

as an uncontrolled input to the system, thus demand measurements are not represented in the

measurement vector of (6.6).

In this work we assume that demand estimates called pseudo-measurements are used to

complement missing measurements and make the problem over-determined [42]. Water de-

mands exhibit some regularity based on the consumer habits and geographical distribution,

thus demand estimates for each time step k can be created using off-line information such

as population densities, building areas and the consumption patterns of typical consumers

[136]. These estimates are then further improved by combining them with available low-

resolution measurements, such as quarterly billing data. They can also be a function of the

current inflow, as shown in [50]. However, these pseudo-measurements are highly uncertain

with no available statistical characterization. The most accurate depiction of demand pseudo-

measurements is in the form of error bounds [40]. The characteristics of, but also the need for,

pseudo-measurements in state-estimation is the main reason why uncertainties are modeled

in this work using intervals. The uncertain demand pseudo-measurements are given for each

discrete time step k as follows:

q̃ext(k) ,
[
q l

ext(k), q
u

ext(k)
]
. (3.11)

It is also possible for Automatic Meter Reading (AMR) devices to be installed at some

demand nodes. For the purpose of modeling, each AMR is represented as a single node in

the network graph. These provide the consumption of consumers at predefined time steps
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∆t2 (e.g. 2 hours) or at each time instant that a specific volume of water is consumed. Typi-

cally AMRs report less frequently than pressure or flow sensors installed in the system, i.e.,

∆t2 > ∆t1. In order to maintain a common time step when solving the hydraulic equations,

the smallest measurement time step ∆t1 of the pressure measurements is used. An average

estimate of the demand flow q̂ext, j(k) at AMR node j can be calculated based on the vol-

ume consumption. These demand estimates contain considerable uncertainty arisen from the

larger time step and loss of information during the conversion of measurement units. An

upper bound on this uncertainty can be defined for each time step k, such that the AMR

measurements have the same representation as pseudo-measurements, given by (3.11).

3.1.4 Model uncertainty

The topology of a WDS is assumed known, i.e., the graph G represents the actual system

structure. As a practical note, a calibration pre-step of network topology is recommended

[137], as it will identify mismatches in valve status (open/closed) which is the main uncer-

tainty regarding network topology [42].

We also consider the uncertainty on the head-loss function fi (qi). When this function

contains uncertain parameters, these will be modelled as intervals defined by a lower and

upper bound, and the head function will be indicated in bold as fi (qi). Uncertainty in pipe

parameters is included in the uncertain H-W coefficients ri. These are calculated using uncer-

tain pipe parameters, which are the roughness coefficients ci, diameter di and length li. For a

certain pipe i, the uncertain H-W coefficient is given by: r̃i =
[
r l

i , r u
i

]
. Uncertainty in model

parameters is modeled as an uncertain head-loss function f̃i (qi), where the tilde indicates that

this function contains uncertain parameters:

f̃i (qi) , r̃i |qi|ν−1qi, i ∈ Lp. (3.12)

Similarly, for i corresponding to a pump with an uncertain pump curve, (3.3) becomes:

f̃i(qi) , −(w̃1 − w̃2qw̃3

i ), i ∈ Lpu. (3.13)

Note that this approach of modeling uncertainties can be applied to the head-loss function of

any element of the system modeled by a link. Model parameter bounds are assumed known

and constant, because these parameters vary slowly over time.
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3.1.5 Algebraic hydraulic equations with uncertainty

The problem of solving the algebraic hydraulic equations of a WDS when these contain

uncertainty in the form of intervals, is reduced to finding the set of all point solutions for the

state x(k) = [q(k)⊤ h(k)⊤]⊤, that satisfy the following systems of equations:

f̃i (qi(k)) +
∑
j∈Nu

(
Bi j h j(k)

)
= h̃ext,i, i ∈ L (3.14αʹ)

∑
i∈L

(
B⊤i j qi(k)

)
= q̃ext, j(k), j ∈ Nu (3.14βʹ)

3.2 State-space hydraulic model

When tanks exist in the system, the hydraulic-equations contain dynamic states corre-

sponding to tank levels, as given by (3.8). In this case, the hydraulic equations of a water

network can be written in state-space form as follows:

E

 ḣ(t)q̇(t)

︸   ︷︷   ︸
ẋ(t)

=

 0 B⊤

B F (q(t))

︸            ︷︷            ︸
A(x(t))

 h(t)q(t)

︸   ︷︷   ︸
x(t)

+Ku(t) + G

 −qext(t)

hext

︸       ︷︷       ︸
d(t)

,
(3.15)

where:

• E ∈ Rn×n identifies the dynamic states corresponding to tanks levels and multiplies

them with the tank base area,

• B ∈ Rnl×nu is the network incidence matrix indicating the connectivity of nodes with

links (nodes with known head, such as reservoirs, are excluded from this matrix),

• F(q(t)) : Rnl 7→ Rnl×nl , contains the nonlinear functions fi(qi), i ∈ L at its diagonal,

which calculate the head-loss across pipe i using pipe parameters θ and according to

the Hazen-Williams empirical formula [127],

• qext(t) ∈ Rnu are the external water demands at nodes,

• hext ∈ Rnn−nu is a vector of known heads (such as the head of reservoirs),

The vector d(t) contains the known node heads and the external water demands, which

drive the system dynamics. These are modeled as an uncontrolled, known input to the system.

Matrix G ∈ Rn×n identifies the demand and known head components in each equation.

The control signals u(t) ∈ Rnc in (3.15) represent the ways an operator can interfere with

the network operation. The matrix K ∈ Rn×nc identifies the control input in each equation.

The modeling of control inputs here corresponds to changing the settings of pumps that exist
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in the network by altering the pump head-flow curve [127]. Another actuator group in aWDS

are hydraulic valves on pipes. When a valve closes it changes the topology of the network,

modifying the incidence matrix B. Here we assume a time-invariant matrix B, so this kind of

inputs are not modeled in this formulation.

3.2.1 Separation of dynamic and algebraic states

The matrix E in (3.15) is singular due to the presence of algebraic equations, therefore

it is necessary to transform the system into a non-singular form. This can be achieved by

exploiting specific results from index-one singular systems, as shown in [138, 139], to divide

the state vectorx into two subsets: the dynamic states indicated byx1 ∈ Rnt , and the algebraic

states indicated by x2 ∈ R(nu+nl−nt), where nt is the number of tanks (equal to the number

of dynamic states of the system). To achieve this, the dynamic states are rearranged and

separated from the algebraic states, using the following transformation:

Et = TET−1, At = TA(x)T−1, Kt = TK, Gt = TG, (3.16)

where T is the permutation matrix that is formulated by permuting the rows of the identity

matrix In×n, so that the rows corresponding to tank head-states are moved to the top. It is

noted that the tank states correspond only to linear equations, therefore the non-linearities

are associated only with the algebraic equations. The transformed state-space equations can

then be written as follows:

 E11 0

0 0

︸      ︷︷      ︸
Et

 ẋ1(t)

ẋ2(t)

︸    ︷︷    ︸
ẋ(t)

=

 A11 A12

A21 A22(x2(t))

︸                  ︷︷                  ︸
At(t)

 x1(t)

x2(t)

︸    ︷︷    ︸
x(t)

+

 K1

K2

︸︷︷︸
Kt

u(t)+

 G1

G2

︸ ︷︷ ︸
Gt

d(t), (3.17)

where E11, A11 ∈ Rnt×nt , while the rest of the matrices have the appropriate size defined by

the division of the states. The dynamic equations and the algebraic equations can then be

written separately as follows:

ẋ1(t) =E−111A11︸ ︷︷ ︸
Ax1

x1(t) + E−111A12︸ ︷︷ ︸
Ax2

x2(t) + E−111K1︸︷︷︸
Kx1

u(t) + E−111G1︸︷︷︸
Gx1

d(t), (3.18αʹ)

0 =A21x1(t) + A22(x2(t))x2(t) + K2u(t) + G2d(t). (3.18βʹ)

Notice that if we consider the algebraic states x2 as an input, then the dynamic equations of

(3.18αʹ) are linear. The algebraic equations of (3.18βʹ) however are nonlinear and cannot be

solved analytically with respect to x2.
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3.2.2 Uncertainty, measurements and discretization

Demand uncertainty is considered by replacing the uncontrolled input vector with the in-

terval vector d̃(k). Model uncertainty is also present in the form of uncertain pipe parameters

θ. We assume that pipe parameters are uncertain with a known uncertainty bound and repre-

sented by θ̃. These uncertain parameters are included in the matrix A22 which now contains

interval parameters, thus it is indicated by Ã22.

Measurements in the system include flow and pressure measurements as defined in (6.6),

and additionally tank level measurements. The system measurements can be written as:

y(k) =
[

C1 C2

]  x1(k)

x2(k)

+ ṽ(k), (3.19)

where y(k) ∈ Rns is the measurement vector, ns is the total number of sensors, and ṽ(k)

is the measurement noise vector which is assumed bounded and represented by an interval.

Moreover, we can distinguish between measurements by defining y1(k) = C1x1(k) as the

tank level measurements and y2(k) = C2x2(k) as the sensor measurements defined by (6.6).

The state-space equations of (3.18) can then be discretized based on the measurement

time step ∆t1. Discretized matrices are indicated by the superscript d. The matrices in the

algebraic equations (3.18βʹ) remain the same after the discretization procedure. The discrete-

time state-space equations of a WDS considering bounded uncertainties are given by:

x1(k + 1) = Ad
x1x1(k) + Ad

x2x2(k) + Kd
x1u(k) + Gd

x1d̃(k) (3.20αʹ)

0 =A21x1(k) + Ã22(x2(k))x2(k) + K2u(k) + G2d̃(k). (3.20βʹ)

Note that the algebraic equations of (3.20βʹ) are identical to the algebraic equations derived

in (3.14).
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Chapter 4

Hydraulic interval-state estimation

In this chapter we propose a new methodology for hydraulic interval-state estimation for

WDS that considers the combined effect of bounded measurement and modeling uncertain-

ties. The proposed Iterative Hydraulic Interval State Estimation (IHISE) methodology first

calculates the bounds on state estimates using the nonlinear form of the network algebraic

equations, by also modeling pressure-dependent demands. The nonlinear modeling guaran-

tees that when accurate uncertainty bounds are provided, the bounds on state estimates will

include the true system state. This is achieved using bounding linearization, a techniquewhich

restricts the nonlinearities within a convex set, thus converting the hydraulic equations in a

form where the minimum and maximum of each state can be found using linear optimiza-

tion. Then, an iterative procedure is followed to minimize the distance between upper and

lower state bounds, by improving the bounding linearization at each step and converging to

the tightest possible bounds. In order to facilitate system dynamics, a state-space model is

formed and the dynamic states are separated from the algebraic states. An overall frame-

work for interval state estimation is then developed which uses the IHISE algorithm with an

interval observer for the dynamic states. Simulation results demonstrate that the proposed

methodology produces tight state bounds that can replace Monte-Carlo simulations.

This remainder of this chapter is organized as follows: Section “Introduction” describes

the problem to be solved in the context of recent literature. Section “Iterative Hydraulic In-

terval State Estimation” presents a methodology to solve this problem based on the Itera-

tive Hydraulic Interval State Estimation (IHISE) algorithm. In Section “Case Studies” this

methodology is applied on different benchmark water networks and its performance is as-

sessed.
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4.1 Introduction

Problem (3.14) is aNonlinear Interval System of Equations (NISE) and the set of solutions

for x that satisfy (3.14) may have a complex form that needs to be described with nonlinear

functions. This is why, in the literature, ‘interval solutions’ aremost often considered, with the

aim of finding the Interval Hull (IH) solution, i.e., the smallest interval vector x̃ containing

all solutions for the NISE. Finding the IH solution to general NISE is a challenging problem;

even for the general Linear Interval System of Equations (LISE), finding the IH is an NP-hard

problem. For this reason there are several solutions proposed in the literature that approximate

the IH, either with an Outer Interval (OI) solution, which is any interval vector enclosing the

IH solution, or with an INner Interval (INI) solution, which is any interval vector that is a

subset of the IH solution. Most approaches deal with the problem of finding an OI solution,

while the INI solution is used as a measure of the overestimation of the solution [140, 141].

An example of a method for finding the INI solution to a NISE are Monte-Carlo Simulations,

where solutions are calculated by randomly generating and evaluating a large number of non-

interval equations with parameters within the defined intervals [9]. The set of solutions is

always a subset of the IH solution.

The literature on finding anOI solution toNISE is limited, but some approaches have been

proposed, such as [142], which uses affine arithmetic to represent the equations and interval

linearization to deal with the nonlinearities. However, this approach does not consider interval

multiplicative terms in the nonlinear functions, thus cannot be applied to (3.14). The solution

to NISE can also be approached using optimization, as in [143] where the task of solving

nonlinear interval number programming problems was investigated. This method, however,

does not ensure that the solution is an OI, thus it is not suitable for use with methodologies

such as fault detection which require outer bounds on states.

Good approaches in the literature that provide tight OI solutions exist for Linear Interval

Systems of Equations (LISE) and are mainly divided in two categories. The first uses interval

arithmetic [133, 135] to find the solution. Due to the fact that when using interval arithmetic

to solve LISE, the solution interval is inherently an overestimation, iterative methods are used

to approximate the IH solution, such as the Gauss Elimination method, LU decomposition

method and the iterative Jacobi method [144]. The second category formulates LISE as an

Interval Linear Programming problem,where intervals can exist both in the objective function

and in the constraints [145, 146]. This approach is promising since the formulation of the

equations as a Linear Program provides the opportunity to add and manipulate constraints
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to the problem. Additionally, powerful software that solve Linear Programs efficiently exist,

which reduce computation time.

4.2 Iterative Hydraulic Interval State Estimation

In this work we propose an iterative method for finding an OI solution of the NISE in

(3.14), named Iterative Hydraulic Interval State Estimation (IHISE), which closely approx-

imates the IH solution. This method deals with the nonlinearities in (3.14) using bounding

linearization, which encloses the interval nonlinearities in a convex set and converts (3.14)

into a system of linear inequalities. The resulting linear inequalities are then appropriately

formulated into a Linear Program and new bounds on the state variables are calculated. An

iterative procedure then approximates the IH solution of (3.14) by using the new bounds

on the states to improve the bounding linearization. Initial bounds on state variables can be

defined from physical properties of WDS.

The IHISE algorithm is comprised of five main steps:

1. Find initial bounds on the state variables using physical constraints of the system.

2. Use bounding linearization to bound the nonlinearities in a convex set.

3. Formulate Linear Programs (LPs) for each state using the resulting linear inequalities.

4. Solve one maximization and one minimization LP for each state to produce new upper

and lower bounds.

5. Iteratively improve the OI solution of (3.14) by repeating steps 2 to 4 until convergence

of bounds.

Next, the five steps of IHISE are described in detail.

4.2.1 Step 1: Initial bounds on state vector

The first step of the IHISE algorithm is to impose initial bounds on the state vector

x = [q⊤ h⊤]⊤ which should be an OI solution of (3.14). The initial bounds on the unknown

head vectorh are given by the interval vector h̃(0) =
[
hl (0), hu (0)

]
and are chosen by consid-

ering physical properties of the network. The minimum head vector hl (0) is set equal to the

elevation of each node and the maximum head vectorhu (0) is set equal to the sum of reservoir

and pump heads, which is the maximum head that any node in the network can have.

The special structure (3.14αʹ), in which each equation contains only one flow state qi,

allows us to use the initial bounds on heads h̃(0) to find the initial bounds on the flows. We
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rewrite (3.14αʹ) as follows:

f̃i (qi) = −
∑
j∈Nu

(
Bi j h(0)

j

)
+ h̃ext,i = ỹi, (4.1)

where the function f̃i (qi) is given by (6.10) when i ∈ Lp, and ỹi =
[
yl

i, y
u
i

]
is a known

interval derived from the known terms in (4.1) using interval analysis. The function f̃i (qi) is

inclusion isotonic [135] meaning that if q̃1i ⊆ q̃2i then f̃ (q1i ) ⊆ f̃ (q2i ). This property enables the

derivation of analytical bounds on the unknown pipe flows, by rearranging (4.1) with respect

to qi, i ∈ Lp, as follows:

[
ql (0)

i , q
u (0)

i

]
=



[
−
( |yu

i |
rl

i

) 1
ν

,−
( |yl

i|
ru

i

) 1
ν
]
, yl

i < 0, yu
i < 0[

−
( |yl

i|
rl

i

) 1
ν

,+
( |yu

i |
rl

i

) 1
ν
]
, yl

i < 0, yu
i > 0[

+
( |yl

i|
ru

i

) 1
ν

,+
( |yu

i |
rl

i

) 1
ν
]
, yl

i > 0, yu
i > 0

. (4.2)

In the case of pumps, f̃i(qi) is given by (3.13). This function is not inclusion isotonic in

its whole range, but this property holds in the special case when qi > 0 or qi < 0. This implies

that the flow direction in pump links needs to be known a priori, which is a valid assumption,

since pumps are physically restricted to move water in one direction. Assuming that the flow

in pump links is always positive, the bounds on flows qi, i ∈ Lpu can be found by rearranging

(4.1) with respect to qi, as follows:

ql (0)
i = min


(

yl
i − w1

w2

) 1
w3

,

(
yu

i − w1

w2

) 1
w3

 , (4.3)

qu (0)

i = max


(

yl
i − w1

w2

) 1
w3

,

(
yu

i − w1

w2

) 1
w3

 . (4.4)

The initial bounds on the flow state vector are denoted by q̃(0) =
[
q l (0), q u (0)

]
.

4.2.2 Step 2: Bounding linearization of interval nonlinear terms

This step aims at enclosing in a convex set S the nonlinear uncertain functions that ex-

ist in Problem (3.14). This will allow the formulation of a Linear Program. Problem (3.14)

contains the nonlinear uncertain function f̃i(qi) which is a function of one bounded variable.

The bounds on these variables have been calculated in Step 1, such that for flow variables

qi ∈
[
ql

i, q
u
i

]
and for head variables h j ∈

[
hl

j, h
u
j

]
. The goal is to construct convex sets S that

include all the points of the uncertain functions in the given range, i.e., f̃i(qi) ∈ S, ∀q̃i ∈[
ql

i, q
u
i

]
, i ∈ L.
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In this work we design the convex sets S using bounding linearization [142]. This proce-
dure can be used on any uncertain nonlinear function of one bounded variable and it encloses

the function between two lines. For example, given the nonlinear uncertain function f̃i(qi) for

an interval qi ∈
[
ql

i, q
u
i

]
, a convex region containing all points defined by this function can be

designed as follows:

f l
L,i(qi) ≤ f̃i(qi) ≤ f u

L,i(qi), ∀qi ∈
[
ql

i, q
u
i

]
, i ∈ L (4.5)

where the lower line f l
L,i(qi) , λl

iqi+βl
i and the upper line f u

L,i(qi) , λu
i qi+βu

i . The goal of the

bounding linearization procedure is to define the line parameters to minimize the area of the

resulting convex set S. In the case of pipes, f̃i (qi) is inclusion isotonic, the procedure needs

to deal only with the two following ”boundary” functions:

f l
i (qi) = rl

i|qi|ν−1qi

f u
i (qi) = ru

i |qi|ν−1qi.
(4.6)

First the procedure to define the lower line f l
L,i(qi) is described. The slope λl

i is calculated

using the lower two points of f̃i (qi) at the boundaries ql
i and qu

i :

λl
i =

min
(

f l
i

(
qu

i

)
, f u

i

(
qu

i

))
−min

(
f l
i

(
ql

i

)
, f u

i

(
ql

i

))
qu

i − ql
i

. (4.7)

To minimize the area of the convex set but also to guarantee that the resulting convex set

includes all the points defined by the nonlinear interval function f̃i(qi), we have to make sure

that (4.5) is satisfied. Since the slope of the line is defined by (4.7), the offset βl
i is defined by

solving analytically the following optimization problem, which uses (4.5) as constraints:

βl
i =



max βi

s.t.


f l
L,i(qi) 6 f l

i (qi)

f l
L,i(qi) 6 f u

i (qi)

ql
i 6 qi 6 qu

i

(4.8)

The problem in (4.8) is linear in the cost function but nonlinear in the constraints, thus the

Karush-Kuhn-Tucker optimality conditions should be satisfied. The procedure for finding

the upper line f u
L,i(qi) parameters is similar; the upper line slope λu

i is given by (4.9) and the

offset βu
i is given by (4.10):

λu
i =

max
(

f l
i

(
qu

i

)
, f u

i

(
qu

i

))
−max

(
f l
i

(
ql

i

)
, f u

i

(
ql

i

))
qu

i − ql
i

. (4.9)
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βu
i =



min βi

s.t.


f u
L,i(qi) > f l

i (qi)

f u
L,i(qi) > f u

i (qi)

ql
i 6 qi 6 qu

i

(4.10)

The convex set defined by the lines in the range qi ∈
[
ql

i, q
u
i

]
, will be referred to as the ap-

proximated uncertainty area.

We used the benchmark network “Net1” to illustrate the behaviour of successive bounding

linearizations of the head-loss function f̃i(qi)when using the IHISE algorithm on aWDN.We

look into the head-loss function of pipe 6 of “Net1”, given by f̃6(q6), for different ranges of

the flow q6. In this function, the uncertain parameter is r6 ∈ [8.5×10−3, 9.4×10−3]. As shown
in Fig. 4.1, the water flow q6 ranges from q6 ∈ [−1090, 1105] at the first iteration, to q6 ∈
[47.2, 60.5] at the sixth iteration. Notice that as the range becomes smaller, the approximation

of the interval function f̃6(q6) from the lines f l
L,6(q6) and f u

L,6(q6) becomes tighter.
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Figure 4.1. Bounding linearization of the uncertain head-loss function f̃6(q6), for different

ranges of the water flow q6. At each iteration the uncertainty area becomes smaller, approx-

imating the uncertainty of f̃6(q6).

The uncertainty in the pressure-driven demand function fext, j(h j) is due to the uncertain

head h j. The uncertainty on the requested water demands qext, j is represented by a positive

interval for the requested demand of each node j:

q̃ext, j =
[
ql

ext, j, qu
ext, j

]
(4.11)
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The uncertainty that should be considered in the case of leakage modeling, is on the

leakage parameters, which can be represented by an interval β̃ j =
[
βl

j, β
u
j

]
and γ̃ j =

[
γl

j, γ
u
j

]
.

This will result in an interval leakage function q̃leak, j(h j).

Bounding linearization can also be applied on the pressure-driven functions q̃ext, j(h j) ,

q̃ext, j fext, j(h j) and leakage functions q̃leak, j(h j) as illustrated in Figure 4.2 where bounding lin-

earization is applied on an uncertain pressure-driven demand function (center) and an uncer-

tain leakage function (right) for a head range h j ∈ [4, 10](m). Notice that in the defined range,

the bounding linearization procedure on these functions can benefit from the additional linear

constraints, q̃ext, j(h j) , q̃ext, j fext, j(h j) ≥ 0 and q̃leak, j(h j) ≥ 0.
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Figure 4.2. Illustration of bounding linearization of uncertain pipe head-loss function (left)

in the flow range qi ∈ [−120, 205](m3/h), of a pressure-driven demand function (center) and

a leakage function (right) for a head range h j ∈ [4, 10](m).

4.2.3 Step 3: Formulation of Linear Program

The bounding linearization of Step 2, yields linear inequality constraints for the interval

function f̃i(qi). These inequalities can replace this functions in (3.14) with new variables ζ,

thus transforming these equations into linear inequalities. Bound inequalities also arise on

state variables qi and h j through Step 1. The Linear Program will then have the following
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constraints:

hl
ext,i ≤ ζ+

∑
j∈Nu

(
Bi j h j

)
≤ hu

ext,i, i ∈ L (4.12αʹ)

ql
ext, j ≤

∑
i∈L

(
B⊤i j qi

)
≤ qu

ext, j, j ∈ Nu (4.12βʹ)

λlqi + β
l ≤ ζ ≤ λuqi + β

u, i ∈ L (4.12γʹ)

ql
i ≤ qi ≤ qu

i i ∈ L (4.12δʹ)

hl
j ≤ h j ≤ hu

j j ∈ Nu (4.12εʹ)

Note that the interval parameters in (3.14αʹ) are eliminated through the use of their upper

and lower bounds to convert them into the inequalities (4.12αʹ) and (4.12βʹ). The LP deci-

sion variables vector is defined as [x⊤, ζ ⊤]⊤ ∈ R(2nl+3nu) where x = [q⊤,h⊤]⊤ is the state

vector and ζ is the auxiliary variable vector. Using the constraints (4.12αʹ) - (4.12εʹ), two

LP problems can be formulated for obtaining lower (LPmin) and upper (LPmax) bounds on

each state xi:

LPmin: min
[x,ζ]

xi

s.t. (4.12αʹ) − (4.12εʹ)


LPmax: max

[x,ζ]
xi

s.t. (4.12αʹ) − (4.12εʹ)


4.2.4 Step 4: Solution of the linear interval system of equations

The objective of the optimization problem formulated in the previous section is to find the

lower and upper bounds on the state vector x that satisfy the inequalities (4.12αʹ)-(4.12εʹ).

To achieve this, a total of 2(nl+nu) LPsmust be solved where each problemwill derive either

the lower or upper bound of an individual state variable, indicated by x∗i . This procedure is

described in Algorithm 1.

4.2.5 Step 5: Iterative solution of the nonlinear interval system of equa-

tions

In Algorithm 1 the linearized version of the original problem in (3.14) is solved. This is

an outer interval solution to the nonlinear problem, which guarantees to include the interval

hull solution. To find the smallest possible interval x̃ =
[
x l, xu

]
that satisfies (3.14), an iter-

ative method is used. At each iteration m, the range x̃bnd in which the optimization algorithm
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Algorithm 1 Solution of LISE using LP
begin

1: for i = 1 to nl + nu do

2: Minimize xi by solving problem LPmin

3: xl
i = x∗i

4: Maximize xi by solving problem LPmax

5: xu
i = x∗i

6: end for

7: x̃ =
[
x l, x u

]
return x̄

searches for an optimal solution becomes smaller and is redefined as x̃ (m+1)

bnd = x̃
(m)

bnd ∩x̄ (m+1),

where x̃(m+1) are the bounds calculated for the state vector x at iteration m. The iterations

stop when the bounds on the state vector remain relatively unchanged, i.e., the change is

smaller than a small number ϵ. The relative change in bounds is computed as follows:

e(m) ,
∣∣∣∣(xu (m) − xl (m)

)
−

(
xu (m−1) − xl (m−1)

)∣∣∣∣
1
. (4.13)

The overall procedure for the solution of the NISE is described in Algorithm 2. The resulting

bounds are an OI solution of these equations that approximate closely the IH solution.

Algorithm 2 Iterative solution of NISE
begin

1: Define initial bounds h̄ (0) using physical properties.

2: Calculate initial bounds q̄ (0) using the procedure in Step 1.

3: x̄(0)bnd =
[
q̄(0)⊤ h̄ (0)⊤

]⊤
4: m = 0

5: while e(m) > ϵ do

6: Bounding linearization of (3.14) for x̄ ∈ x̄ (m)

bnd

7: Formulate problems LPmin and LPmax

8: Find x̄ (m+1) using Algorithm 1

9: x̄ (m+1)

bnd = x̄ (m)

bnd ∩ x̄ (m+1)

10: m = m + 1;

11: end while

return x̄ (m)
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4.3 Hydraulic interval-state observer

When dynamic states corresponding to tank levels exist in the system, the hydraulicmodel

is described by the discrete-time state-space representation of (3.20). The algebraic equations

of (3.20βʹ) are a nonlinear interval system of equations which must be solved in order to

calculate x2. A specialized solver that is able to find the interval solution for such equations

is the IHISE algorithm described in section 4.2, which we define as follows:[
xl
2(k),x

u
2(k)

]
= f d

s

(
x1(k),u(k), d̃(k); θ̃,

)
, (4.14)

where
[
xl
2(k),x

u
2(k)

]
defines a vector of continuous intervals for the algebraic states, with

xl
2(k) being the lower bounds and xu

2(k) being the upper bounds. The bounds on measure-

ments of algebraic states, considering also measurement noise, are calculated as follows:

[yl
2(k),y

u
2(k)] =

[
xl
2(k) − vu,xu

2(k) + v
u
]

(4.15)

The dynamic states corresponding to tank levels may be partially measured. Using the

initial conditions (water level) of these states a Luenberger linear observer can be designed

that gives an estimate of these states. The observer should use a non-linear solver to solve the

algebraic equations; the observer structure is illustrated in Fig. 4.3. When using the interval-

state estimator of (4.14) for the algebraic states, then an interval observer can be designed

for tank states. The interval observer consists of two sub-observers, calculating the upper

and lower estimate of the state, assuming that bounds on input uncertainty and sensor noise

are available. In the design of the observer the disturbance and noise are integrated in the

variable they affect, resulting in that variable being bounded. The observer error dynamics

are given by e(k + 1) =
(
Ad

x1 − LdC1

)
e(k), where e(k) = y(k) − ŷ(k) is the error vector.

The estimation error converges to zero when
(
Ad

x1 − LdC1

)
has its eigenvalues inside the unit

circle, thus Ld is chosen accordingly:

x̂l
1(k + 1) = Ad

x1x̂
l
1(k) + Ad

x2x̂
l
2(k) + Kd

x1u(k) + Gd
x1d

l(k) + Ld(y1(k) − ŷl
1(k))

ŷl
1(k) = C1x̂

l
1(k) + v

l(k).
(4.16)

x̂u
1(k + 1) = Ad

x1x̂
u
1(k) + Ad

x2x̂
u
2(k) + Kd

x1u(k) + Gd
x1d

u(k) + Ld(y1(k) − ŷu
1(k))

ŷu
1(k) = C1x̂

u
1(k) + v

u(k).
(4.17)

where vl(k) and vu(k) are the sensor noise vector lower and upper bound respectively, dl(k)

and du(k) are the disturbance lower and upper bounds respectively. The estimates ŷl
1(k) and

ŷu
1(k) will converge to a lower and upper bound respectively for the sensor measurement
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Figure 4.3. Discrete time observer for a WDS hydraulic state

vector y1(k), as shown in [147], assuming that the system of interest is time-invariant and

non-negative. This condition holds for the dynamic-state equations of this system.

4.4 Case Studies

In this section, the IHISE algorithm is applied on different WDS in order to demonstrate

the calculated bounds and evaluate the performance of the algorithm. An demonstration of

the concept is given in the “Illustrative example” subsection, where the bounds on differ-

ent states are shown graphically and compared with bounds obtained by MCS. In subsection

“Results from benchmark networks” a more extensive analysis of the algorithm is presented,

as it is applied on different benchmark networks with varying characteristics. The perfor-

mance of the algorithm is evaluated by defining appropriate performance metrics and by

comparing the IHISE bounds with bounds obtained by MCS. In the simulations we assumed

a demand-driven modeling approach with no leakages, which translates into fext, j(h j) = 1 and

qleak, j(h j) = 0, j ∈ Nu as in Problem (3.14). This modeling approach allows us to evaluate

the performance of the algorithm using the established WDS simulation software EPANET

[74].

4.4.1 Illustrative example

The benchmark network “Net1” shown in Fig. 4.4 provided by EPANET, is used to

demonstrate the bounds on hydraulic states produced by the IHISE algorithm. The network

parameters are shown in Table 4.1. Realistic water demand patterns, are assigned at each
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Figure 4.4. The benchmark network “Net1”, on which the IHISE algorithm is demonstrated.

demand node.

The IHISE algorithm is used to generate bounds on water flows in pipes and hydraulic

heads at nodes of the network. The measurement uncertainty is defined as ±5% on the given

water demands at nodes, which is the typical error given by manufacturers of water flow

meters. Modeling uncertainty is also considered and it is defined as ±5% on pipe Hazen-

Williams coefficients. The simulation duration is 24 hours, with a discrete time step of one

hour.

Additionally, the same bounds are generated using Monte-Carlo Simulations (MCS) of

the network in EPANET. The demands are randomly varied at each simulation within a range

of ±5% of the given water demands at nodes. The uncertainty on pipe Hazen-Williams coef-

ficients is achieved by varying pipe lengths, as the Hazen-Williams coefficients are linearly

proportional on this parameter. Uncertainty on pipe roughness coefficients and pipe diameter

can also be considered, but the effect on Hazen-Williams coefficient will not be linear. The

maximum and minimum value of each state is saved, defining the upper and lower bounds.

The number of simulations is set to 30 000, at which point the rate of change of the MCS

derived bounds was observed to converge to zero. Note that MCS provide an inner approx-

imation of the bounds on each state and how close they are to the true bounds depends on

the number of simulations. Given the possible variations of the same network for the given

uncertainty, a sufficiently large number of simulations need to be performed in order for the

MCS to converge to the true bounds. Nevertheless, especially in small networks, the MCS

bounds can be useful to evaluate the IHISE bounds, which are an outer approximation of the
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Figure 4.5. Comparison of selected pipes water flow bounds (above) and selected nodes

hydraulic head bounds (below), generated by Monte-Carlo Simulations (blue solid area) and

the IHISE algorithm (red dashed lines).

true bounds, by: 1) verifying the correctness of the IHISE bounds by checking if the MCS

bounds are always a subset of the IHISE bounds and 2) evaluating the conservativeness of

the IHISE bounds by measuring their distance from the MCS bounds.

Simulation results for selected states which reflect the results for all the states are given in

Fig. 4.5. The IHISE bounds are compared with bounds generated using MCS for each state.

The figure illustrates that the MCS bounds are a subset of the IHISE bounds, while they are

also closely approximated. Note that, the true unknown bounds are enclosed between the

IHISE and MCS upper and lower bounds.

4.4.2 Results from benchmark networks

To evaluate the ability of IHISE to compute state bounds, five benchmark networks with

varying characteristics are used: “Anytown”, which was used as the basis for the original

“Battle of the Network Optimization Models” [148], “Net1”, “Net2” and “Net3”, which are

example networks in EPANET [74], and “ky3” from the Kentucky Infrastructure Authority

database of water distribution models [149]. The networks and their characteristics are listed

in Table 4.1.

The networks were carefully selected to have multiple varying characteristics in terms of

size, topology and types of elements they contain. Varying the network size, i.e., the number

of nodes and links, demonstrates the scalability of the IHISE algorithm by considering the
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performance in networks with different number of states, i.e., heads at nodes and water flows

at links. Varying the number of reservoirs and tanks, as well as the number of pumps in the net-

work, reveals the ability of the algorithm to deal with these components. The topology of the

networks is also considered, specifically the complexity that arises in calculating hydraulic

states when the networks contain loops. This is quantified by calculating the circuit rank of

the network indicated by γ, which is then normalized by the number of links nl of each net-

work. The resulting metric is defined as the Loop Ratio, given by LR = γ/nl, 0 ≤ LR < 1. A

value of LR equal to zero means that there are no loops in the network, while LR approaches

the value of one in the case of a fully connected graph.

Note that the circuit rank of an undirected graph is defined as the number of independent

cycles, or the minimum number of edges that must be removed from the graph to break all

its cycles making it into a tree. It is calculated as r = m − n + c, where m is the number

of edges in the given graph, n is the number of vertices and c is the number of connected

components. The circuit rank is also known as the cyclomatic number and is used to indicate

the complexity of a program’s source code [150].

Monte-Carlo and IHISE Simulations

For each network, a random demand scenario is assigned which produces a feasible so-

lution in EPANET, i.e., there are no negative pressures. Similar to the “Illustrative example”

section, the demand and modeling uncertainty is consider equal to ±5%. The simulation du-
ration for all networks is 24 hours, with a discrete time step of one hour. The total number of

simulation steps is defined as Ns = 24.

MCS were performed for all networks using EPANET. The varying parameters are the

nodal demands and pipe parameters, in the range defined by the assumed uncertainty. At

each simulation, the minimum and maximum value of each state for each time step is saved,

thus defining the lower and upper bounds on the state. Additionally, a robust estimate of the

state under the considered uncertainties is calculated by taking all the simulated scenarios

and calculating the mean value of each state at each time step. This is indicated by qµMC,i(k)

for flow states and hµMC, j(k) for head states and will be referred to as theMCS state estimate.

In order to perform an appropriate number of MCS and obtain quantifiable bounds for

each network, a stopping criterion for the simulations is imposed, such that the change in

all upper and lower flow-state and head-state bounds are less than ∆q(m3/h) and ∆h(m)

respectively, for at least 5 000 consecutive simulations. The flows and heads in each network
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may belong in different value ranges, so ∆q and ∆h are calculated as a percentage of the

absolute mean value of the MCS state estimates. The absolute mean value of flow-states and

head-states respectively is given by:

µq =
1

Ns

Ns∑
k=1

 1nl

nl∑
i=1

|qµMC,i(k)|


µh =
1

Ns

Ns∑
k=1

 1

nn

nn∑
j=1

|hµMC, j(k)|


(4.18)

The defined accuracies are then calculated as ∆q = 1%(µq) and ∆h = 1%(µh). Using this

approach, it is assumed that the bound accuracy is given by ∆q and ∆h. Note that while

this approach provides a degree of confidence for the accuracy of MCS bounds, it is not

guaranteed that the deviation of these bounds from the actual bounds cannot be larger.

Using the IHISE algorithm, bounds for the state of all networks are computed, using the

assumed uncertainty. As a technical note, due to the fact that the IHISE algorithm was de-

signed from scratch without the use of other hydraulic solvers, the networks had to satisfy

specific conditions in order for the current version of the algorithm to work and be compared

with the results from EPANET. The tank levels have to be measurable, so any tanks in the

network model are replaced with variable head reservoirs. Control rules that open and close

pumps depending on tank levels were removed from the model. Additionally, the head-loss

formula should be set to Hazen-Williams. These limitations will be removed in future ver-

sions of the algorithm.

Evaluation of bounds mean value

An estimated value of the each state at each time step k is derived using the mean value

of the IHISE bounds, which we will refer to as the IHISE state estimate. For flow-states

this is calculated as qµIH,i(k) =
(
qu

IH,i(k) + ql
IH,i(k)

)
/2, and for head-states this is calculated

as hµIH, j(k) =
(
hu

IH, j(k) + hl
IH, j(k)

)
/2. The IHISE state estimates are compared with the MCS

state estimates, by calculating the Absolute Percentage Deviation (APD) of the IHISE state

estimates to the MCS state estimates. Note that data from time steps where the MCS state

estimate is close to zero are excluded from the evaluation, as they produced large percentages

that are not representative of the results. The comparison shows that, for all networks, the

MeanAPDwas less than 1%,while 99%of the time, theAPDwas less than 8%.This indicates

that, when no statistical characterization of the uncertainties is available, the mean value of

the IHISE algorithm bounds can be used as a robust estimate of the system state.
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Evaluation of bounds

For the evaluation of the IHISE algorithm bounds, we compare the lower bounds xl
IH =

[ql
IH hl

IH] and upper bounds xu
IH = [qu

IH hu
IH] of the IHISE algorithm with the lower bounds

xl
MC = [ql

MC hl
MC] and upper bounds xu

MC = [qu
MC hu

MC] derived from MCS respectively. First,

the validity of the IHISE bounds was checked, i.e., xl
IH,i(k) < xl

MC,i(k) and xu
IH,i(k) > xu

MC,i(k)

for all states i and all time steps k. The test indicated that there were no bound violations

for networks “Net1”, “Net2” and “Anytown”. For “Net3”, bound violations occur for two

flow-states, in time steps when the MCS flow estimate is less than 10−4(m3/h) and the MCS

bound width is less than 10−2(m3/h). For “ky3”, bound violations occur in 1.77% of the

time, in specific states where the difference in width of the IHISE bounds and MCS bounds

is less than 0.4(m3/h) for flows and less than 0.005(m) for heads. The violation magnitude

for any state and time step is less than 0.5% of the corresponding MCS state estimate. All

the observed bound violations occur in cases where the IHISE bounds are very close to the

MCS bounds. This can be explained by the fact that the IHISE algorithm uses a completely

independent hydraulic solver than EPANET, thus differences in solutions may exist due to

numerical errors or slight differences in modeling. Despite this fact, the differences in solu-

tions made apparent by the violations are insignificant and the validity test of the IHISE can

be considered successful if these are attributed to modeling uncertainty which has not been

taken into account.

Next, the Absolute Deviation (AD) of the two sets of bounds is evaluated separately for

flow-states and head-states, as they are measured in different units. The AD for flow-state

lower and upper bound is defined as eu
q,i(k) = qu

IH,i(k)−qu
MC,i(k) and el

q,i(k) = ql
MC,i(k)−ql

IH,i(k)

respectively. Similarly, the AD for head-state lower and upper bounds is defined as el
h, j(k) and

eu
h, j(k) respectively. An illustration of lower and upper bound ADs is shown in Fig. 4.6. In

Table 4.1 the mean AD for all states and time steps are shown for each network. The results

indicate mean errors for upper and lower bounds that are close to the accuracy of MCS,∆Q

and ∆h.

The area defined by the IHISE bounds is also an important evaluation metric. Since the

duration of simulations is the same for all states, evaluating the area is equivalent to evaluating

thewidth of the bounds. Thewidth of the bounds for each time step is defined as the difference

between the upper and lower bound for each time step. For IHISE flow-state bounds, for state

i and time step k, the width is given by wq
IH,i(k) = qu

IH,i(k) − ql
IH,i(k). Similarly, the width of

IHISE head-state bounds, for state j and time step k, is defined aswh
IH, j(k). The corresponding
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Figure 4.6. Illustration of bound evaluation parameters.

widths forMCS bounds are denoted bywq
MC,i(k) andwh

MC, j(k). An illustration of boundwidths

is given in Fig. 4.6 In Table 4.1 the mean bound widths for all states and time steps are shown

for each network. The mean IHISE bound widths is indicated by wq
IH for flow-states and wh

IH

for heads-states, while the MCS bounds are similarly indicated by wq
MC and wh

MC. As shown

in Table 4.1, the difference between IHISE and MCS mean bound width for flow-states in

different networks varies from 0.6(m3/h) in “Net2” to 37.5(m3/h) in “Net3”. Similarly, the

mean bound width for head-states varies from 0.04(m) in “Net2” to 2.05(m) in “Net1”.

In order for the bounds width to give meaningful insight into the accuracy of the algo-

rithm, they must be normalized relative to the absolute mean value of states for each network,

i.e., µq for flow-states and µh for head-states. Using this normalization, the bound width can

be viewed as a percentage of each state’s uncertainty. The Percent State Uncertainty (PSU)

is calculated using the bound width-to-mean ratio as follows:

ηs
alg ∈ ±

(
ws

alg/2
)

µs
100%, (4.19)

where alg = {IH,MC} depending on the algorithm used, and s ∈ {q, h} depending on the
type of state. This will allow the comparison between the calculated state uncertainty and the

uncertainty on the network inputs, i.e., the demand and parameter uncertainty. It is recalled

that the uncertainty on demands and parameters is defined as a percentage of their estimated

value, which was set at ±5% in these simulations.

The average PSU for each network, indicated by ηs
alg : alg ∈ {IH,MC}, s ∈ {q, h}, is

given in Table 4.1. For flow states, the PSU is, for both methods, close to the ±5% input

uncertainty which will be used as a reference point. Typically MCS have slightly less uncer-

tainty and IHISE slightly more, with the exclusion of the looped network “Anytown” where
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both methods have more uncertainty, and the small network “Net1” where both methods have

more. For head-states, the results are much different, as both methods produce much less state

uncertainty than the reference point, except in the case of “Net1” where the uncertainty is near

±5%. The IHISE average PSU is at the worst case 2 times larger than the MCS average PSU.

The worst cases present at the large network “ky3” but also in the highly looped network

“Anytown”.

For additional insight, the maximum PSU for each network is calculated. This is calcu-

lated using the MCS state estimate for each state i and time step k as follows: max(ηs
alg) =

max(ws
alg,i(k)/sµi (k)) : alg = {IH,MC}, s = {q, h}. Note that time steps when MCS state es-

timates have values close to zero, were excluded from the evaluation as they produced large

percentages that are not representative of the results. As observed in Table 4.1, the IHISE

maximum PSU is at worst 3 times larger than the maximum PSU obtained by MCS. The

maximum values of PSU occur in only a few occasions, as it is illustrated in Fig. 4.7, where

the distribution of the PSU for IHISE and MCS is plotted for network “ky3”. From the figure

it is observed that the bulk of IHISE PSU values are small and close to the MCS PSU values.

Additionally, the number of occurrences seems to decline exponentially with the increase of

PSU value, indicating that the PSU values calculated by the IHISE algorithm are bounded.
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Figure 4.7. Distribution of Percent State Uncertainty (PSU) η for network “ky3”.

The different operating scenarios of the networks resulting by the changing demands may

also affect the bounds of the IHISE algorithm. To evaluate this factor, the average difference

in PSU for all flow-states η̄q
IH(k)− η̄

q
MC(k) at each time step k is calculated. This is then com-
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pared to the average nodal demand in the network q̄ext(k) at each time step. By performing

correlation analysis, we obtain a correlation of 0.9483, 0.9995, 1.0000, 0.9273 and 0.9975

between these data, for the networks “Net1”, “Anytown”, “Net2”, “Net3” and “ky3” respec-

tively. The correlation between these data is illustrated by plotting the average difference in

PSU as a function of the average nodal demand for network “ky3”. The average difference in

PSU follows the pattern of average nodal demands. This can be explained by the fact that the

uncertainty on demands is proportional to the demand value, as it was assumed in the design

of the simulations, and MCS bounds become less accurate when uncertainty in the network

is larger, thus deviating more from the IHISE bounds. The correlation is illustrated in Fig. 4.8

where the average difference in PSU is plotted with the average nodal demand for network

“ky3”. From the figure we observe that the average difference in PSU follows the pattern of

average nodal demands. This can be explained by the fact that the uncertainty on demands

is proportional to the demand value, as it was assumed in the design of the simulations, and

MCS bounds become less accurate when uncertainty in the network is larger, thus deviating

more from the IHISE bounds.
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Figure 4.8. Correlation between average nodal demand in network “ky3” and the difference

in percent flow-state uncertainty ηIH − ηMC.

Simulation times

The simulation time of either the IHISE algorithm or MCS for a single time step is also

evaluated, along with the average iterations needed by the IHISE algorithm to solve a single

time instance of the specific network and the number of MCS. The simulations were per-

formed on a personal computer with Intel Core i5-2400 CPU at 3.10GHz. Simulation times

of the IHISE algorithm are mainly depended on the size of the network, as observed in Table
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4.1. An extrapolation of the simulation times for the IHISE algorithm compared to the simu-

lation times of Monte-Carlo Simulations based on the five benchmark networks of this case

study is shown in Fig. 4.9. The estimated simulation time of the IHISE algorithm is always

less than the MCS time with the defined accuracy, while the time difference becomes larger

for larger networks.
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Figure 4.9. Extrapolation of simulation times for the IHISE algorithm and for MCS, as a

function of the network size.

The simulation time also depends on the complexity of the network, as it is evident in

Table 4.1 from the simulation time of the looped network “Anytown”. The IHISE algorithm

needsmore iterations to converge to a solution for this network compared to the ”Net2” which

has similar number of states but is less looped. Similarly, moreMCS are needed for the looped

network “Anytown” than ”Net2” for them to converge to a defined bound accuracy.

4.5 Conclusions

In this work the problem of estimating bounds on WDS hydraulic states is addressed. A

new methodology is proposed that generates interval state estimates. The proposed Iterative

Hydraulic Interval State Estimation (IHISE) algorithm generates bounds on hydraulic states

of the network, by taking into account thewater demand uncertainty andmodeling uncertainty

in the form of uncertain pipe parameters. The uncertainties are modeled as intervals. The

results show that the proposed methodology is able to generate tight bounds on hydraulic

states and can be used in place of randomized methods such as Monte-Carlo Simulations

(MCS).

The advantage of this methodology over MCS is that the calculated bounds guarantee

the inclusion of the true system state, while the iterative nature of the algorithm makes these

bounds as tight as possible. An extension of this work is to use the generated bounds for fault
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diagnosis methods that detect and localize leakages in the network.

The proposed methodology can be naturally used with model based fault-diagnosis and

robust control methodologies, because many of these rely on the availability of bounding

state estimates which are calculated by some knowledge of the system uncertainties. In the

case of fault-diagnosis, the bounding state estimates are used to create thresholds, which

when violated is an indication of a fault [151]. Additionally, the bounds on hydraulic states

of the network can be used to generate bounds on water quality states, since the dynamics of

hydraulic and quality states of a water network are interconnected.

Another application of the proposed methodology is for sensor placement with the ob-

jective to minimize state-estimation uncertainty. The IHISE algorithm, in its essence, prop-

agates the uncertainty form water demands and model parameters into the interval-state es-

timates of each flow and head state in the network. In this respect, the bound widths of the

derived interval-state estimates are an indication of network locations that are in need of

monitoring by sensors in order to reduce state estimation uncertainty. An approach for sensor

placement using the IHISE needs an available offline network model with demand pseudo-

measurements to produce interval-state estimates. Then a pre-specified number of sensors

can be placed sequentially, with the IHISE repeating after each sensor placement to redefine

state uncertainty.

A limitation of this methodology is that it does not model elements whose head function

is depended on pressure, such as pressure reduction valves. This is something that will be

considered in future work. Other elements that are used in WDS and are not modeled in this

work, are pressure control valves, flow control valves etc. Future work will model a variety

of additional components to be used with this methodology, and an interval hydraulic state

estimation toolkit will be released. Additionally, more extensive simulations on how this

methodology deals with pressure-driven demands and pressure-dependent leakages will be

provided.

61

Stel
ios

 G
. V

rac
him

is



Networks: Net1 Anytown Net2 Net3 ky3

States 24 63 76 216 646

Loop Ratio 0.23 0.49 0.13 0.19 0.26

Junctions 9 19 35 92 269

Reservoirs 1 3 0 2 3

Tanks 1 0 1 3 3

Pipes 12 40 40 117 366

Pumps 1 1 0 2 5

Flow-states:

µq (m3/h) 551.98 75.93 13.33 469.02 42.12

∆q (m3/h) 5.52 0.76 0.13 4.69 0.42

euq (m3/h) 5.77 6.49 0.32 19.01 1.60

elq (m3/h) 6.82 6.54 0.32 20.04 1.62

wq
MC (m3/h) 32.55 10.85 0.96 42.64 2.91

wq
IH (m3/h) 42.75 23.54 1.56 80.15 6.08

ηq
MC (%) ±2.95 ±7.15 ±3.59 ±4.55 ±3.46
ηq

IH (%) ±3.87 ±15.50 ±5.86 ±8.54 ±7.22
max(ηq

MC) (%) ±19.33 ±78.62 ±23.12 ±95.71 ±62.53
max(ηq

IH) (%) ±37.86 ±205.80 ±40.52 ±190.35 ±190.07
Head-states:

µh (m) 63.06 42.92 43.69 52.89 48.04

∆h (m) 0.52 0.37 0.41 0.50 0.49

eu
h
(m) 1.34 0.06 0.02 0.74 0.08

el
h
(m) 1.35 0.07 0.02 0.61 0.09

wh
MC (m) 6.10 0.11 0.03 1.49 0.29

wh
IH (m) 8.16 0.24 0.07 2.76 0.46

ηh
MC(%) ±4.84 ±0.13 ±0.04 ±1.41 ±0.30
ηh

IH (%) ±6.47 ±0.28 ±0.08 ±2.61 ±0.48
max(ηh

MC) (%) ±12.99 ±0.29 ±0.10 ±1.82 ±1.71
max(ηh

IH) (%) ±17.44 ±0.61 ±0.21 ±3.60 ±2.35
Times:

MCS Number 5849 28993 21805 13977 32695

MCS (min) 1.71 3.84 4.36 11.74 34.49

IHISE (min) 0.01 0.12 0.08 0.96 13.72

IHISE Iterations 7.44 13.48 9.00 14.56 16.40

Table 4.1. Results of the IHISE algorithm on benchmark networks.
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Chapter 5

Leakage detection using interval-state

estimation

In this section we describe a methodology for leakage detection inWDS by directly using

hydraulic interval-state estimates derived by the IHISE algorithm as detection thresholds. The

methodology is applied on a case study of a modified transport network in Cyprus, using real

data, with the aim to determine the existence of unaccounted-for water. The results show

that the existence of an artificial leakage into the data can be detected, due to state bound

violation. The methodology is then evaluated using the LeakDB.

5.1 Methodology

During the operation of aWDS,measurements from flow and pressure sensorsy(k) ∈ Rns

are also available as defined by (6.6). These measurements are related to the true state as

follows:

y(k) = C (x(k) − z0) + v(k), (5.1)

where C ∈ Rns×(nn+nl) identifies the measured states, x(k) is the true and unknown state of

the system, z0 = [0⊤z⊤]⊤ contains the elevations needed to convert pressure measurement

into head and v(k) is the measurement noise vector which is bounded by known bounds, i.e.,

v(k) ∈ ṽ(k).
The procedure of hydraulic interval-state estimation as described in Chapter 4, yields

bounds on the system states, indicated by x̃(k) = [q̃(k)⊤ h̃(k)⊤]⊤, using only the inputs of

the system. These inputs are the known hydraulic inputs u(k) and the uncertain uncontrolled

input d̃(k) which includes the uncertain demands q̃ext(k) and known head states hext.
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Figure 5.1. Illustration of the leakage detection procedure for WDS

The logic behind this leakage detection methodology is that each measurement from y(k)

should be included in the corresponding state bounds derived by interval-state estimation.

This is because interval-state estimates are derived using historical input data from the net-

work in healthy operation, and moreover, the major sources of uncertainty have been consid-

ered. If any of the measurements is outside the calculated bounds, then these set of measure-

ments should contain the effect of a fault in the system which has not been modeled during

interval-state estimation. The aforementioned logic is applied on (5.1) in which the interval-

state estimates replace the actual state. During normal operation the following should hold:

y(k) ∈
{
C

(
˜x(k) − z0

)
+ ṽ(k)

}
(5.2)

The condition in (5.2) may be violated for certain values of the measurements. To check for

a violation we formulate the following residual vector using the lower and upper bounds of

the interval quantities in (5.2):

r(k) =

 y(k) − [C (xu − z0) + vu(k)][
C

(
xl − z0

)
+ vl(k)

]
− y(k)

 ∈ R2ns . (5.3)

The residuals are then compared with the threshold γ = 0 to express the normal operation

condition, given by r(k) < γ. The value of γ can be increased to reduce false alarms in

cases when there have been un-modeled uncertainties in the state estimation process. A fault

signature vector f(k) ∈ {0, 1}2ns is then defined to show violation of condition (5.2) at each

time step:

fi(k) =

 0, ri(k) < γ

1, ri(k) > γ
, i ∈ {1 · · · 2ns}. (5.4)

A fault is detected if there exists an i ∈ {1 · · · 2ns} for which fi(k) = 1. The fault detection

procedure using interval-state estimation is illustrated in Fig. 5.1.
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Figure 5.2. Illustrative diagram of the modified Limassol water transport sub-network of this

case study.

5.2 Case study: Limassol, Cyprus

This study uses data from a real water transport sub-network in Limassol, which is the

second largest city in Cyprus. A modified version of the transport network is used, of which

an illustrative diagram is shown in Figure 5.2. The modified network contains three loops

and it comprises of 9 demand nodes, one water tank and 12 links which represent pipes. Flow

sensors (F) are installed at demand nodes, which represent aggregated real measurements at

entrances to DMAs, and a water level sensor (L) is installed in the tank. Sensor measure-

ments arrive at fixed five-minute intervals. The tank’s water input originates from four water

sources, of which three are water dams and one is a desalination unit. The water inflow q0

coming from these sources is measured with a flow sensor. The water outflow q1 of the tank

is not directly measured.

5.2.1 Real-time implementation

The implementation of this case study in real-time is based on a platform for real-time

monitoring of WDN against hydraulic and quality events. A model of the transport network

was created as an EPANET input file. Using the platform, one can select the dates with avail-

able sensor data and request a state estimation. The available measurements from demand

nodes and the level of the tank are then retrieved and a data validation process takes place

which replaces missing data.

Sensor measurements have an uncertainty which is defined by the installed sensor’s spec-

ifications. The measurements given by the flow sensors are within ±2% of the actual flow

at those locations. Modeling uncertainty is also present in the form of pipe parameter uncer-

65

Stel
ios

 G
. V

rac
him

is



Date & Time
26-Aug-2016 15:10

26-Aug-2016 17:10

26-Aug-2016 19:10

26-Aug-2016 21:10

26-Aug-2016 23:10

F
lo

w
 (

m
3
/ h

)

240

260

280

300

320

340
Water flow q

3
 in pipe 3

Date & Time
26-Aug-2016 15:10

26-Aug-2016 17:10

26-Aug-2016 19:10

26-Aug-2016 21:10

26-Aug-2016 23:10

P
re

ss
ur

e 
H

ea
d 

(m
)

49.6

49.8

50

50.2

50.4

50.6
Pressure head h

9
 at node 9

Figure 5.3. State estimate (black line) and bounds on this estimate using the IHISE algorithm

(blue area) for the water flow in pipe 3 (left) and the head at node 9 (right).

tainty. For this case study we assumed a total uncertainty of ±2% on the Hazen-Williams

coefficient. The value of this uncertainty may vary, as it is calculated using expert-elicited

bounds on the modeled pipe parameters. It is assumed that the network graph is known, thus

structural uncertainty is neglected. This is a valid assumption in transport networks where

the structure is known, as it is the network in this case study.

Using the IHISE algorithm, bounds on water flows and pressures in the network are gen-

erated using the flow measurements at demand nodes and the tank level measurements, by

taking into account measurement and modeling uncertainty. The algorithm needs approxi-

mately 4 seconds to calculate bounds for each hydraulic step, on a personal computer with

Intel Core i5-2400 CPU at 3.10GHz. The bounds converge after 8 iterations. The size of

bounds does not increase over time because it depends only on the measurements of that spe-

cific time step. The effect of accumulating uncertainty due to the dynamic calculation of tank

levels does not affect the size of the bounds in this case study, because the tank level is measur-

able. For illustration purposes, flow and pressure estimates using a real-time EPANET-based

state estimator are also generated. The state estimates for a selected pipe and node, accompa-

nied by its corresponding uncertainty bounds generated by the IHISE algorithm, are shown

in Figure 5.3.

5.2.2 Determining the existence of unaccounted-for water

A common practice in water utilities is to use mass balance to determine if there is

unaccounted-for water exiting the network. In this case study, since there is no sensor mea-
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Figure 5.4. Left: Comparison of two estimates of the tank outflow, qa
1(k) and qb

1(k), Right:

Comparison of the uncertainty bounds generated by the IHISE algorithm for the same esti-

mates.

suring the tank outflow q1, mass balance can be checked by generating an estimate of q1

using two different sets of data: the first is by calculating the sum of all the measured outflow

(demands), indicated here by qa
1(k); the second is the calculation of the tank outflow using

the measured tank inflow q0(k) and tank water level measurement ht(k), indicated here by

qb
1(k), as follows:

qb
1(k) = q0(k) − (αt/∆t) ∆ht(k)

∆ht(k) = ht(k) − ht(k − 1),
(5.5)

where αt is the base area of the tank and ∆t = 5 minutes is the measurement time step.

Using data from the case study network, the two tank outflow estimates were calculated

for a period of two days, from ‘24-Aug-2016 23:10’ to ‘26-Aug-2016 23:10’. The two es-

timates are compared in Figure 5.4 (left). It can be observed that the two estimates have a

non-zero difference at almost all time steps. This can be due to noisy data, and thus it cannot

be determined with certainty if there is unaccounted-for water. A way to deal with this is

to calculate the average difference ed between these data for the given period of time, i.e.,

ed = mean
{
(qa

1(k) − qb
1(k)),∀ k ∈ {1...ks}

}
, where ks is the total number of measurements

from each sensor. This calculation gives a constant unaccounted-for flow ed = 18.82 (m3/h),

which may be due to background leakages or it may be due to non-uniformly distributed

measurement errors. By checking the water utility leakage reports of the examined period,
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there was no recorded leakage for the sub-network of this study.

Using the IHISE algorithm and the given model and measurement uncertainties, bounds

on these same estimates can be calculated: the bounds on tank outflow by simulating the

network using the network outflow and tank level measurements are indicated by qa
1(k), and

bounds on tank outflow using the tank inflow and tank level measurements are indicated

by qb
1(k). The comparison of these two sets of bounds is shown in Figure 5.4 (right). The

two sets of bounds overlap, indicating that the variance can be explained by measurement

and modeling uncertainty. There are some specific time steps that the bounds do not overlap,

whichmay be due to noisy data that can be eliminated using a suitable data validation strategy.

It can also be observed that bounds generated by the tank level and tank inflowmeasurements

are wider. This is because these bounds are calculated using the dynamic equation (5.5) which

uses three uncertain measurements for the calculation of the bounds.

5.2.3 Determining the existence of an artificial leakage

In this section the potential of the IHISE algorithm to be used for event detection in water

distribution systems is demonstrated. An artificial leakage is added to the network model, at

the location indicated in Figure 5.2. The leakage has a magnitude of 20 (m3/h) and its time

profile is described by an abrupt constant outflow starting at ‘26-Aug-2016 00:10’.

In order to determine the location of the leak, additional measurements should be avail-

able. Assuming the existence of pressure sensors in the network, a comparison of the mea-

sured pressure with the estimated pressure could indicate the presence of a leak. However, in

this case, the measurements are affected not only by the sensor uncertainty (as when calculat-

ing mass balance), but also by the network modeling uncertainty which may greatly affect the

pressure estimates. Using the IHISE algorithm, the effect of both measurement and modeling

uncertainties is considered in calculating the bounding estimates and the existence of a leak

can be determined with greater certainty.

We assume the existence of a pressure sensor at node 9 of the network as shown in Figure

5.2. The pressure sensor reading is compared with the IHISE bounding estimates, as shown

in Figure 5.5 (left). The error between the pressure sensor reading and the estimated bounds,

which is defined as the distance of the reading from the bounds when the reading is outside

the bounds, is also calculated and shown in Figure 5.5. It is observed that there is a pressure

sensor reading error after the leakage occurs. The error presents only during the night hours,

when the pressure is higher due to the low demand and thus a pressure drop due to a leakage
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Figure 5.5. The effect of a leakage occurring in the network at time ‘26-Aug-2016 00:10’ on

a pressure (left) and a flow (right) state, compared to the estimated uncertainty bounds for the

same states calculated by the IHISE algorithm. Below each graph, the corresponding error of

the state compared to the calculated bounds is presented.

is more apparent. Similarly, if we assume the existence of a flow sensor on pipe 12, the same

effect can be observedwhen the flow reading is comparedwith the IHISE bounds, as shown in

Figure 5.5 (right). There is a flow sensor error during the night hours, while the error persists

in smaller magnitude for the rest of the day. These observations indicate the existence of the

leakage despite the measurement and modeling uncertainties in the network.

5.3 Methodology evaluation using LeakDB

The benchmark network “Net1”, an example network in EPANET [74] shown in Fig. 4.4,

is used to demonstrate the leakage detection methodology based on interval state estimation.

EPANET is a public domain, water distribution systemmodeling software package developed

by the United States Environmental Protection Agency’s Water Supply and Water Resources

Division. The network model uses realistic demand patterns for a period of 24 hours. We

consider a known bounds on uncertain demands d̃(k) at each time step. Additionally, pipe

parameter uncertainty is considered on the estimated pipe parameters which are also bounded

by a known bound θ̃u.

In total, 810 different scenarios are used from LeakDB in which the parameters and
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Figure 5.6. Bounded state estimates for three nodes of the WDS and the measurements from

a leakage scenario, where a leakage occurs on the 14th hour at node 1.

demands are varied randomly inside their uncertainty bounds. The demand uncertainty up-

per bounds ∆du(k) and the parameter uncertainty upper bounds ∆θu were varied between

±2%,±5% and ±10% of the estimated demands d̂(k) and estimated parameters θ̂ respec-

tively. Using the defined uncertainty bounds, interval state estimation is performed as de-

scribed in Chapter 4. An example of the calculated state bounds is given in Fig. 5.6.

In each scenario, a leakage is induced on a node, which is random in location and magni-

tude. The leakages have a different profile, by varying leak hole diameter between 0cm (no

leak) to 4.5cm. The leak magnitude qleak(k) (m3/h) depends on the circular hole area and the

pressure at that location as follows:

qleak(k) = cApa(k)
√

2

ρ
, (5.6)

whereA is the hole area (m2), c is the discharge coefficient (unitless), p(k) (m) is the pressure

at the node which is calculated using the head value, a is the discharge exponent, and ρ is

the density of the fluid (in this case, water). The simulation scenarios where generated using

the Water Network Tool for Resilience (WNTR), which is an open source Python package

designed to help water utilities investigate resilience of water distribution systems to hazards

[131].

Measurements arrive every hour from pressure sensors installed at the nodes and a level

sensor installed in the tank.Measurements have random noise with an upper bound of±2%of

the measurement value. These are used for detecting leaks in the network. The level sensor

measurement is also used in the dynamic tank state observer. Different sensor placement

scenarios are considered, ranging from sensors covering 100% of the nodes (10 sensors)

to covering 20% of the nodes (2 sensors). Sensor placement is performed using a greedy
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algorithm which prioritizes the sensor locations in which the most faults have been detected

in the simulated scenarios.

The proposed detection algorithm using interval state estimation was evaluated by record-

ing the cases in which: 1) A fault existed and was detected (True Positive TP), 2) A fault

existed but was not detected (False Negative FN), 3) A fault did not exist but a fault was de-

tected (False Positive FP), 4) A fault did not exist and was not detected (True Negative TN).

Moreover, the F1-score is calculated, a popular metric in datasets characterized by class im-

balances [11]. The percentages of each metric in relation to the number of pressure sensors

in the network are presented in Table 5.1.

The first observation from applying the detection methodology is that there are no false

alarms when a fault is not present (0% False Positives and 100%True Negatives). The expla-

nation behind this result is the assumption that the upper bound on uncertainties is accurately

known. As a result, the interval state estimation methodology produces state bounds that are

guaranteed to include the true state. In this respect, the proposed methodology favors the

avoidance of false alarms. The trade-off is that the conservative bounds produced by interval

state estimation result in a lower percentage of True Positive detections and in accordance,

there is a higher percentage of False Negatives. A less conservative selection of the upper

bound on uncertainties would increase TP percentages, but would also introduce FP detec-

tions.

To get more insight into the results, TP percentages are plotted in Fig. 5.7 as a function of

the leak hole diameter, for each one of the three uncertainty scenarios. The leak hole diameter

is selected as the varying parameter because the leakage flow varies as a function of the

node pressure, as in equation (5.6). Indicative leakage magnitudes are calculated by taking

the average leakage flow in each simulation with the same leak hole area. This calculation

reveals a flow of 2.6(m3/h) for a hole size of 5(mm), 41(m3/h) for a hole size of 2(cm) and

158(m3/h) for a hole size of 4(cm). As it is intuitively expected, the TP percentage increases

when the leak size is increased and when the uncertainty is lower. The results presented in

Fig. 5.7 give an indication of the required accuracy in system parameters and inputs, in order

to perform leakage detection.
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Table 5.1. Statistics from applying the proposed fault detection algorithm to a total of 810

leakage scenarios of the LeakDB

#Sensors TP % FN % FP % TN % F1 %

10 66.25 33.75 0 100 79.69

8 66.25 33.75 0 100 79.69

6 57.20 42.80 0 100 72.74

4 55.14 44.86 0 100 71.08

2 53.91 46.09 0 100 70.05
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Figure 5.7. Detection percentages as a function of leak diameter, for each of the three cases

of upper bounds on uncertainty (10 sensors).
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Chapter 6

Leakage diagnosis using model

invalidation

Model-based methodologies can assist in addressing the challenging problem of leak-

age detection and localization in water distribution systems. However, this is not trivial due

to inherent non-linearities and parametric uncertainties. Most importantly, due to the small

number of available sensor measurements compared to the number of system states, the in-

verse problem for estimating leakages is highly under-determined. In this work we propose

the utilization of a priori available information about the system to formulate a hydraulic

model of the system in its non-linear form, in which uncertainties are modeled by intervals

defined by a lower and upper bound. A novel optimization-based methodology then utilizes

pressure and flow measurements to perform leakage detection through model-invalidation.

A modification of the optimization algorithm is activated in the case of a detection to re-

fine possible leak locations and retain only the ones that can be explained by the interval

model and available measurements from multiple time-steps. The proposed methodology is

demonstrated on a benchmark network and evaluated using a leakage diagnosis benchmark

dataset.

6.1 Introduction

Recent works on fault diagnosis have proposed the concept of set-membership model

invalidation, in which data are used to create a set-valued non-faulty model of the system,

and check its validity against future data using an online optimization formulation [152]. This

formulation keeps implicit constraints to represent sets and the problem of fault-detection
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is reduced to the feasibility of a convex optimization problem [153], which can be checked

using state-of-the-art solvers [154]. This method guarantees that there will be no false alarms,

as long as the model of the non-faulty system remains valid. Moreover, there is no need to

compute a decision threshold, while the flexibility in which constraints can be added into

the formulation facilitates the utilization of additional system information to increase fault

detectability.

In this work we utilize demand and model parameter bounds to formulate a “healthy”

interval-model of the system in its nonlinear form, which also incorporates current measure-

ments and estimated demands of node clusters derived from a demand calibration process. A

novel optimization-based methodology for leakage detection through model invalidation is

then proposed which detects inconsistencies between the healthy interval-model and sensor

measurements. We show that the leakage detection problem in WDS can be reduced to iter-

atively examining the feasibility of a Linear Program (LP). In case of a leakage detection, a

novel localization algorithm is activated to refine the possible leak locations and retain the

ones that satisfy the constraints imposed by the interval-model and the available measure-

ments from multiple time-steps.

The remainder of this chapter is organized as follows: In Section 6.2 the problem of

formulating an interval-hydraulic-model using a priori available information is described.

Then in Section 6.3 we introduce the methodology for leakage detection using interval-model

invalidation. A novel leakage localization procedure is then described in Section 6.4 and

the Localization Priority Index for evaluating this procedure is proposed in Section 6.5. The

proposed methodologies are demonstrated using two illustrative examples in Section 7.4, and

moreover they are extensively tested using a leakage benchmark dataset in the same Section.

Finally, conclusions are drawn in Section 6.7.

Notation: Matrices are denoted with capital letters, vectors with lower bold letters, and

scalars by italic letters. Sets and graphs are denoted by calligraphic letters. Uncertain param-

eters are represented by a continuous interval of values defined by a lower and upper bound.

Intervals are accompanied by a tilde and defined as follows: ṽ = [vl,vu] is a closed inter-

val vector, where vl is the lower bound vector and vu is the upper bound vector, such that:

ṽ = {v ∈ Rn : vl
i ≤ vi ≤ vu

i ,∀ i = {1, .., n}}, and n is the size of the vector.
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6.2 Problem formulation

The topology of a WDN is modeled by a directed graph denoted as G = (N ,L). Let
N = {1, · · · ,nn} be the set of all nodes, where |N| = nn is the total number of nodes.

These represent junctions of pipes, consumer water demand locations, reservoirs and tanks.

Moreover, let Nt ⊂ N represent the subset of reservoir and tank nodes. The hydraulic state

associated with nodes is the hydraulic head, indicated by h j, j ∈ N . The hydraulic head

consists of a component analogous to the pressure p j at node j, and of the node elevation z j in

respect to a geodesic reference. Each node j is also associated with a water consumer demand

at the node location, denoted by qext, j. Water demands drive the dynamics of a WDN and are

typically an unknown input to the system. Leakages in this work are modeled at network

nodes, such that qleak, j represents a leakage occurring at node j. LetL = {1, · · · ,nl} be the set
of links, where |L| = nl is the total number of links. These represent network pipes, water

pumps and pipe valves. The hydraulic quantity associated with a link i ∈ L is the water flow,

indicated by qi. The hydraulic equations which describe the behavior of the system are the

conservation of energy equations and the conservation of mass equations.

Energy in WDS is associated with the head at nodes and when water flows through a

network link iwhich connects two nodes, a flow dependent, typically nonlinear head function

fi(qi) describes the change in head. The energy equations for all the network links, can be

written as follows:

f(q) + Bh = 0, (6.1)

where B ∈ Rnl×nn is the incidence flowmatrix, indicating the connectivity of nodes with links

such that element Bi j = +1 if the conventional direction of link i enters node j; element Bi j =

−1 if the conventional direction of link i leaves from node j; otherwise Bi j = 0. Moreover,

the nonlinear mapping f(q) : Rnl 7→ Rnl represents the head-loss at links. Each function

fi(qi) represents the head-loss at link i, which is a measure of the energy dissipated due to

friction of water flowing through the link. In the case of simple pipes, head-loss depends on

the water flow through the pipe but also on pipe parameters, such as pipe length, diameter and

pipe roughness coefficient. In this work, the Hazen-Williams (H-W) formula [127] is used to

calculate head-loss in pipes, in which the effect of pipe parameters is aggregated in the H-W

resistance coefficient ri of each pipe. The head-loss across pipe i ∈ Lp is then calculated

using the H-W formula as follows:

fi(qi) = ri

∣∣∣qi

∣∣∣(ν−1) qi , (6.2)
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where ν is a constant exponent associated with the H-W formula and qi is the water flow in

pipe i. The head-loss function fi(qi) can be adjusted to represent other system components

modeled at links, such as pumps and valves [1].

The conservation of mass law for each node j ∈ N dictates that the sum of branch water

flows from pipes incident to a node j must be equal to the node’s external water demand plus

any leakages associated with that node. The conservation of mass equations, considering all

the nodes of the network, can be written using the incidence flow matrix as follows:

B⊤q = qext + qleak(h). (6.3)

The underlying modeling assumptions in (6.3) are:

1. The hydraulic heads at reservoir and tank nodes are measured and known with uncer-

tainty which is within known bounds, such that:

h̃ j(k) ∈
[
hl

j(k), h
u
j (k)

]
, j ∈ Nt, (6.4)

where hl
j(k) and hu

j (k) are known lower and upper bounds respectively for the head at

node j.

2. The network is operating in pressure-sufficient conditions, such that the demand at

each node is independent of the node pressure.

3. Leakage magnitude is pressure dependent. In this work, the pressure dependent leak-

age function is given by:

qleak, j(h j) = c j(h j − z j)
α (6.5)

where c j ≥ 0 is the leak emitter coefficient, z j ≥ 0 is the elevation at node j and α > 0

is the leak emitter exponent.

The complete hydraulic-state of a WDS, comprised of the water flows in pipes and hy-

draulic heads at nodes, is indicated by x = [q⊤ h⊤]⊤ ∈ Rnl+nn . The state can be estimated

using the hydraulic equations of (6.1) and (6.3) and available measurements from the system.

In the case of a typical District Metered Area (DMA) of a WDS, flow q̂ j(k), j ∈ Lin ⊂ L
measurements are available at the inlets at each discrete measurement time-step k, where

|Lin| = ni is the number of inlets. Additionally, a number of pressure sensors are installed

inside the DMA, giving pressure measurements indicated by p̂i(k), i ∈ Ns ⊂ N , where

|Ns| = ns is the number of sensors. Sensor measurements include noise, which is assumed

bounded, such that the true value of measured state relates to the measurements as follows:

Cqq(k) = q̂(k) + ṽq(k) (6.6αʹ)

Chh(k) = p̂(k) + z + ṽp(k) (6.6βʹ)
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where Cq ∈ {0, 1}ni×nl and Ch ∈ {0, 1}ns×nl are matrices used to identify measured flow and

head states respectively, and ṽq, ṽp are the noise bounds for flow and pressure devices re-

spectively.

WDS have typically a small number of sensors installed, i.e. (ns + ni) ≪ nn, which

makes the system of equations defined by (6.1) and (6.3) under-determined. According to the

analysis in [23], at least nn sensors in an observable configuration are needed to guarantee

the topological observability of the system. A possible observable configuration according

to [23], is when water demands are measured at all nodes and at least one additional head

measurement is available. For this reason demand estimates, called pseudo-measurements,

are used to complement missing measurements and make the problem over-determined by

utilizing in total more than nn measurements [42]. Demand estimates can be derived using

historical information such as population densities, building areas and the consumption pat-

terns of typical consumers [136]. These estimates are then further improved by combining

them with available low-resolution measurements, such as quarterly billing data. They can

also be a function of the measured DMA inflow, as shown in [50]. Since it is impossible

to obtain exact estimates, an alternative depiction of demand pseudo-measurements is in the

form of error bounds [40], given for each discrete time-step k as follows:

q̃ext(k) =
[
ql
ext(k), q

u
ext(k)

]
. (6.7)

Demand calibration is the use of available historical sensor measurements, hydraulic

equations and optimization methodologies to approximate the demand magnitude and be-

havior at each node as close as possible. Due to the small number of measurements, nodal

demands with similar user characteristics are grouped (i.e., aggregated) to make the prob-

lem of demand calibration over-determined [46]. The procedure results in a demand esti-

mate of ng node groups, where ng ≤ ns, which is less uncertain related to demands pseudo-

measurements at nodes. The group estimate is written as:

Mqext(k) = g(k), (6.8)

where M ∈ {0, 1}ng×nn identifies demand groups, g ∈ Rng is the uncertain group demand

estimate. Notice that overlapping groups are allowed. The uncertainty on group estimates

is considered by defining the bounds on these estimates, such that g̃ ∈
[
gl, gu

]
. Moreover,

considering a fault-free situation when qleak, j = 0, ∀ j ∈ N , (6.3) can be used to re-write (6.8)

in terms of the system flow-states, as follows:

MB⊤q(k) = g̃(k) (6.9)
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Uncertainty in model parameters is modeled as an uncertain head-loss f̃ (q), where the

tilde indicates that this function contains uncertain parameters. Specifically for pipes, uncer-

tainty is included in the uncertain H-W coefficients ri. The pipe head-loss function for a pipe

i, given by (6.2), when this contains uncertainty becomes:

f̃i (qi) = r̃i |qi|ν−1qi, i ∈ Lp. (6.10)

Model parameter bounds are assumed known and constant, because these parameters vary

slowly over time. Note that this approach of modeling uncertainties can be applied to the

head-loss function of any element of the system modeled by a link, as explained in [1].

6.3 Leakage detection by interval-model invalidation

The bounded uncertainties on demand and parameter estimates for every time-step k are

derived from historical data of the system in healthy operation. During healthy operation, it is

assumed that qleak, j = 0, ∀ j ∈ N and measurements are included in the feasible solution set

when solving the hydraulic equations considering bounded uncertainties and sensor noise.

The fault-free interval-model for each discrete time-step k, is given by:

f̃(q(k)) + Bh(k) = 0 (6.11αʹ)

B⊤q(k) = q̃ext(k) (6.11βʹ)

MB⊤q(k) = g̃(k) (6.11γʹ)

Cqq(k) = q̂(k) + ṽq(k) (6.11δʹ)

Chh(k) = p̂(k) + z + ṽp(k) (6.11εʹ)

The interval hydraulic model of (6.11) offers a framework for the design of an event

detection methodology using model-invalidation. Unlike many set-membership methods that

compute explicit set representations for the system states, a model-invalidation method uses

an online optimization formulation that keeps implicit constraints to represent sets; it has

been shown that model invalidation problems can be reduced to the feasibility of a linear

optimization problem, which can be checked efficiently using state-of-the-art solvers [152].

In previous work, the authors have proposed a way to deal with hydraulic models which

contain uncertainties in the form of intervals, by converting the nonlinear model into a set

of linear inequalities and then using an iterative optimization procedure to calculate tight

bounds on the system states [1]. However, the methodology could not deal with inconsisten-

cies between the model and sensor measurements occurring during the presence of a fault;
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Figure 6.1. Illustration of the proposed leakage detection procedure.

consequently, when applying the aforementioned methodology for leakage detection in [12],

the state bounds are calculated using offline demand pseudo-measurements during healthy

operation and then compared to online sensor measurements to detect the presence of a fault.

In this work, we build on the previous work of [1, 12] to design a novel optimization pro-

cedure which includes both offline and online measurements and incorporates additional con-

straints imposed by demand calibration. The proposed model-based methodology for leakage

detection through model invalidation exhibits a much higher detection rate than the one de-

scribed in [12], as shown in the results of Section 6.6.2. Moreover, during healthy operation,

the optimization procedure yields tighter bounds on state variables.

The improved performance can be explained by the fact that using model-invalidation

the linear constraints formulated during the leakage detection procedure are part of the state-

set representation, along with the bounds on states; in comparison, the state-set in [12] is

represented only by the bounds on states.

The proposed leakage detection methodology is formulated in a series of five steps which

are illustrated in Fig. 6.1 and explained below.
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6.3.1 Step 1 : Initial bounds on state variables

The iterative leakage detection algorithm requires initial bounds on the statex = [q⊤ h⊤]⊤

as a starting point. This iterative procedure is applied to a single time-step. For notational con-

venience, the use of the time-step notation k is omitted. The initial bounds on the unknown

head vector are chosen by considering physical properties of the network [1] and denoted by

h̃(m) =
[
hl (m), hu (m)

]
, (6.12)

wherem indicates the iteration counter which for the initial boundsm = 0. Note that reservoir

and tank node heads are represented here by their known bounds h̃ j(k), j ∈ Nt. The initial

bounds on the flow state vector, denoted by

q̃(m) =
[
q l (m), q u (m)

]
, (6.13)

are calculated using h̃(m) in equation (6.11αʹ) and solved with respect to flow states using

interval arithmetic [135]. The initial bounds are intentionally conservative in order to ensure

the inclusion of the true system state.

6.3.2 Step 2: Bounding Linearization

Bounding linearization is a procedure which encloses the non-linear uncertain functions

f̃i (qi) in a convex set, as described in [1]. The nonlinear uncertain functions contained in

f̃(q(k)) of (6.11αʹ) are eliminated through the use of the auxiliary variables ζi at each diagonal

position i. The convex set for each auxiliary variable ζi is defined using the bounds on the

corresponding flows q̃(m), thus it changes at each iteration m. The resulting linear inequality

derived from bounding linearization, without denoting the iteration number m, is given by:

λl
iqi + β

l
i ≤ ζi ≤ λu

i qi + β
u
i (6.14)

where λl
i, β

l
i, λ

u
i and β

u
i are line parameters defined during bounding linearization. This pro-

cedure introduces uncertainty into the problem, as the intervals in (6.13) and the inequalities

in (6.14) define a convex superset of the set defined by the function f̃i (qi).

6.3.3 Step 3: Formulation of a Relaxed Problem

The bounding linearization procedure in section 6.3.2 enables us to rewrite problem (6.11)

as a set of linear inequalities and eliminates the interval parameters through the use of their
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lower and upper bounds:

ζ + Bh = 0 (6.15αʹ)

Λlq + bl ≤ ζ ≤ Λuq + bu (6.15βʹ)

ql
ext ≤ B⊤q ≤ qu

ext (6.15γʹ)

gl ≤MB⊤q ≤ gu (6.15δʹ)

vl
q ≤ Cqq − q̂ ≤ vu

q (6.15εʹ)

vl
p ≤ Chh − p̂ − z ≤ vu

p (6.15στʹ)

ql ≤ q ≤ qu (6.15ζʹ)

hl ≤ h ≤ hu (6.15ηʹ)

The linear constraints in (6.15) can be used to formulate two Linear Programs (LP) for

obtaining lower (LPmin) and upper (LPmax) bounds on each state variable xi, as follows:

LPmin: min
x

xi

s.t. (6.15)


LPmax: max

x
xi

s.t. (6.15)


Problems LPmin and LPmax are a relaxed version of the original problem in (6.11),

due to the bounding linearization of non-linearities. However, it is ensured that the feasible

set which satisfies the original problem is a subset of the feasible set satisfying the relaxed

problem.

6.3.4 Step 4 : Model Validation

The feasible set for the states x which satisfies the relaxed problem is found by solving

a total of 2(nl + nn) LPs, with each problem calculating either the lower (LPmin) or upper

(LPmax) bound of an individual state variable xi. Assuming no faults in the system and

valid uncertainty bounds, the constraints of (6.15) define a feasible set which contains the

true system state and problems LPmin and LPmax can be solved for all state variables xi.

However, if a fault exists in the system, its effect will be present in the measurements and

a feasible set may not exist, unless the fault effect is “concealed” by the combined demand,

parameter and bounding linearization uncertainty. The decision that a feasible set does not

exist is taken when any of the 2(nl+nn) LPs solved using a state-of-the-art solver [154] gives

an infeasible solution.
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6.3.5 Step 5 : Iterative Model Validation

To find the smallest possible interval x̃ =
[
x l, xu

]
that satisfies (6.11), an iterative

method is used which reduces the bounding linearization uncertainty. At each iteration m,

the tightest possible state vector bounds x̃(m) given current constraints are calculated. At the

next iterationm+1, these bounds are used in the bounding linearization procedure to calculate

new constraints on the variable ζ. The new constraints are then in turn used to calculate new

state vector bounds x̃(m+1). As long as the linear program of Step 4 is able to be solved,

the model is validated and iterations continue. The iterations stop when the bounds on the

state vector remain relatively unchanged, in which case no fault is detected given time-step

k measurements. The algorithm is considered to have converged when the L1-norm of the

change in bounds at iteration m, denoted by e(m) and defined in (6.16), is smaller than a small

number ϵ.

e(m) ,
∣∣∣∣(xu (m) − xl (m)

)
−

(
xu (m−1) − xl (m−1)

)∣∣∣∣
1
. (6.16)

The complete iterative algorithm for model-validation for each time-step k containing Steps

1–5 is outlined in Algorithm 1.

6.4 Leakage localization using an interval-model

When a leakage is detected using Algorithm 1, the interval-model is reformulated to con-

sider the leakage localization problem. The interval-model of the system for each time-step

k, considering the effect of leakages, is given by:

f̃(q(k)) + Bh(k) = 0 (6.17αʹ)

B⊤q(k) = q̃ext(k) + qleak(h) (6.17βʹ)

MB⊤q(k) = g̃(k) + Mqleak(h) (6.17γʹ)

Cqq(k) = q̂(k) + ṽq(k) (6.17δʹ)

Chh(k) = p̂(k) + z + ṽp(k) (6.17εʹ)

The leakage localization problem reduces to the determination of a feasible set for the aug-

mented vector of state variablesχ = [x⊤c⊤]
⊤ given the interval model in (6.17) and assuming

that only one leakage is present in the system. The new state variables c are the unknown leak

emitter coefficients in the nonlinear functions qleak(h) given in (6.5), and the feasible set for

these variables indicates possible leakage locations. The leakage localization procedure is

divided into the five steps described below.

82

Stel
ios

 G
. V

rac
him

is



Algorithm 1 Leakage detection algorithm
Input: time-step k, measurements q̂(k), p̂(k), demand bounds q̃ext(k), g̃(k), parameter

bounds r̃

Output: x̃(k), Detection

begin

1: Calculate initial state bounds x̃(0)

2: Iteration: m = 0

3: while e(m) > ϵ do

4: Bounding linearization using x̃(m)

5: Formulate problems LPmin and LPmax

6: for i = 1 to nl + nn do

7: Solve LPmin and LPmax to find xl
i and xu

i

8: if infeasible then

9: Detection = True

10: Go to Algorithm 2 (Leakage Localization)

11: else

12: x̃i
(m) =

[
x l

i , x u
i

]
13: end if

14: end for

15: m = m + 1

16: end while

17: x̃(k) = x̃(m)

return

6.4.1 Step 1 : Initial bounds on states and leakage functions

Initial bounds on the states x are calculated for iteration m = 0 as described in section

6.3.1. The initial bounds on the states c are calculated implicitly, by defining bounds on the

leakage magnitudes qleak, j =
∥∥∥qleak, j(h j)

∥∥∥ ∀ j ∈ N . We assume that the existence of a leak

is possible at any node, thus all nodes have a non-zero upper bound for the leakage flow,

equal to qu
leak, j = qmax

leak ∀ j ∈ N . Similarly, the lower bound of all leakages is zero, such that

leakage magnitude bounds become q̃leak =
[
0, qmax

leak

]
. The maximum leakage magnitude can

be roughly determined by methodologies that monitor and detect abnormalities of the system
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inflow [71]. Given leakage and state x bounds, bounds on the emitter coefficients c in (6.5)

can be calculated using interval arithmetic, as follows:

c̃(m)

j =
q̃(m)

leak, j(
h̃(m)

j − z j

)α , j ∈ N (6.18)

This work assumes pressure sufficient conditions in the network, thus h j > z j. The emitter

exponent is assumed known and equal to α = 0.5.

6.4.2 Step 2: Bounding linearization

The bounding linearization procedure is generalized to enclose in a convex set not only the

uncertain head-loss functions f̃i (qi) as described in Section 6.3.2, but also the uncertain non-

linear leakage functions qleak, j(h j). Each leakage function qleak, j(h j) is approximated through

the use of the auxiliary scalar variable qleak, j which corresponds to the leakage magnitude at

node j. The additional linear inequality for each node j derived from bounding linearization

is calculated using emitter coefficient bounds c̃ j and head bounds h̃ j and given by:

λl
q, jh j + β

l
q, j ≤ qleak j ≤ λu

q, jh j + β
u
q, j, j ∈ N (6.19)

where λl
q, j, β

l
q, j, λ

u
q, j and β

u
q, j are line parameters defined during bounding linearization.

6.4.3 Step 3: Formulation of the Relaxed Problem and calculation of

leakage bounds

The elimination of nonlinearities through bounding linearization and the use of bounds

enables the reformulation of Problem (6.17) as a set of linear inequalities, similar to Section

6.3.3. The decision variables will now include the auxiliary leakage variables qleak, such that

the complete decision variables vector will be given by

z = [x⊤ q⊤leak]
⊤. (6.20)

Here, however, the assumption of a single leakage existing in the system must be exploited,

by considering that only one element qleak, j j ∈ N is non-zero, which should satisfy the
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constraint ql
leak, j ≤ qleak, j ≤ qu

leak, j. The set of linear inequalities are formulated as follows:

ζ + Bh = 0 (6.21αʹ)

Λl
ζq + b

l
ζ ≤ ζ ≤ Λu

ζq + b
u
ζ (6.21βʹ)

ql
ext ≤ B⊤q − qleak ≤ qu

ext (6.21γʹ)

Λl
qh+ bl

q ≤ qleak ≤ Λu
qh+ bu

q (6.21δʹ)

gl ≤MB⊤q −Mqleak ≤ gu (6.21εʹ)

vl
q ≤ Cqq − q̂ ≤ vu

q (6.21στʹ)

vl
p ≤ Chh − p̂ − z ≤ vu

p (6.21ζʹ)

ql ≤ q ≤ qu (6.21ηʹ)

hl ≤ h ≤ hu (6.21θʹ)

ql
leak, j y j ≤ qleak, j ≤ qu

leak, j y j (6.21ιʹ)∑
y j = 1, j ∈ N (6.21ιαʹ)

y j ∈ {0, 1} (6.21ιβʹ)

where constraints (6.21ιʹ)-(6.21ιβʹ) define the single leakage assumption. The linear con-

straints in (6.21) can be used to calculate a feasible set for the system states x using Linear

Programming.

Because of the single leakage assumption, binary variables are introduced, which is un-

desirable considering the added computational complexity of solving a Mixed-Integer Linear

Program (MILP), especially when dealing with large systems. In this work we propose the

approximation of the set defined in (6.21ιʹ)-(6.21ιβʹ) by the convex hull of this set, which is

defined in the following lemma:

Lemma 1. The convex hull of the feasible set of qleak given by (6.21ιʹ)-(6.21ιβʹ), is given by

the following linear constraints: ∑
j∈Nu

0

qleak, j
qu
leak, j
≤ 1 (6.22αʹ)

qleak, j ≥ 0 ∀ j ∈ N (6.22βʹ)

qleak, j = 0 ∀ j ∈ N −Nu
0 (6.22γʹ)

whereNu
0 is the set of all nodes with a non-zero leakage upper bound, i.e.,Nu

0 = { j : qu
leak, j >

0,∀ j ∈ N}.

Proof. Consider three variables, indicated by qi, i ∈ {1, 2, 3}, out of which only one is non-
zero, while if qi is non-zero then qi ∈ q̃i holds, such that ql

i ≤ qi ≤ qu
i , 0 ≤ ql

i ≤ qu
i , ∀i. The
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Figure 6.2. Convex hull of Sq.

feasible set for the vector q = [q1, q2, q3]⊤ is then given by Sq as follows:

Sq ={ql
1 ≤ q1 ≤ qu

1, q2 = 0, q3 = 0} ∪ (6.23)

{q1 = 0, ql
2 ≤ q2 ≤ qu

2, q3 = 0} ∪ (6.24)

{q1 = 0, q2 = 0, ql
3 ≤ q3 ≤ qu

3} (6.25)

The convex hull of Sq can be defined as the intersection of the following half-spaces, as

illustrated in Fig. 6.2:

{q1 ≥ 0} ∩ {q2 ≥ 0} ∩ {q3 ≥ 0} ∩ {A ≤ 0} (6.26)

whereA is the plane passing through points pi = [q1i, q2i, q3i], i ∈ {1, 2, 3} explicitly defined
as p1 = [qu

1, 0, 0], p2 = [0, qu
2, 0], p3 = [0, 0, qu

3].

Let planeA be described by equation

aq1 + bq2 + cq3 + d = 0 (6.27)

where d is any non-zero number. Coefficients a, b, and c can be found by solving the following

system of equations:

aq11 + bq21 + cq31 + d = 0 (6.28αʹ)

aq12 + bq22 + cq32 + d = 0 (6.28βʹ)

aq13 + bq23 + cq33 + d = 0 (6.28γʹ)

The solution to the system of equations (6.28) for the given points pi yields:

a =
−d
qu
1

, b =
−d
qu
2

, c =
−d
qu
3

. (6.29)
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Notice that the coefficients a, b, c depend only on their corresponding variable q1, q2, q3 upper

bound. Substituting the coefficients in (6.27), the equation describing planeA is given by

q1
qu
1

+
q2
qu
2

+
q3
qu
3

= 1 (6.30)

The half-planeA ≤ 0 is then given by:

q1
qu
1

+
q2
qu
2

+
q3
qu
3

≤ 1 (6.31)

It is then easy to generalize the constraints defining the convex hull of Sq for n dimen-

sions, yielding:

qi ≥ 0,∀i ∈ {1, . . . , n} (6.32) ∑
i∈{1,...,n}

qi

qu
i

 ≤ 1 (6.33)

�

Two LPs for obtaining lower (LPmin2) and upper (LPmax2) bounds on each state vari-

able xi ∈ z are then formulated, as follows:

LPmin2:
min
z

xi

s.t. (6.21αʹ) − (6.21θʹ),
(6.22)



LPmax2:
max
z

xi

s.t. (6.21αʹ) − (6.21θʹ),
(6.22)


Similar to problems LPmin and LPmax in the detection phase, LPmin2 and LPmax2,

are a relaxed version of the original problem in (6.17), due to the bounding linearization of

non-linearities, and moreover, the consideration in this formulation of every possible leakage

location in the network. Using this approach it is ensured that the calculated state bounds

for xi ∈
[
xl

i, x
u
i

]
include the true state value irrespective of where the leakage is. Problems

LPmin and LPmax are solved for each state xi,i ∈ N , deriving bounds on the state vector

x. Note that state bounds are considerably more conservative compared to Algorithm 1 due

to the current constraints considering a leakage at every node.

In contrast, when calculating bounds on an individual leakage qleak,i, only the existence of

the specific leakage should be considered. Leakage constraints are again modified as follows:

ql
leak,i ≤ qleak,i ≤ qu

leak,i, i ∈ N (6.34αʹ)

qleak,l = 0,∀ l , i ∈ N (6.34βʹ)
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Due to the modified constraints, two separate LPs are formulated for obtaining lower

(LPmin2L) and upper (LPmax2L) bounds on each leakage variable qleak,i ∈ z, as follows:

LPmin2L:
min
z

qleak,i

s.t. (6.21αʹ) − (6.21θʹ)
(6.34)



LPmax2L:
max
z

qleak,i

s.t. (6.21αʹ) − (6.21θʹ)
(6.34)


Leakage bounds are reduced by solving problems LPmin2L and LPmax2L for each

leakage state qleak,i,i ∈ N . LPmin2L or LPmax2L may be infeasible when it is impossible

to find a solution under the consideration that all nodes are leakage-free except from node i.

This signifies the impossibility of a leakage at node i; thus the leakage bounds are set to zero,

such that q̃leak,i = [0, 0].

The end of this procedure yields new bounds for the decision variable vector z. New

bounds for the emitter coefficients c̃ are then calculated using (6.18).

6.4.4 Step 4 : Iterative reduction of leakage bounds

In this step, the calculated bounds on states and leakage are used to improve the problem

constraints and iteratively reduce state and leakage bounds. This is achieved by reducing the

feasible set at the next iteration through the procedure of bounding linearization. The itera-

tions stop when the bounds on the vector of decision variables remain relatively unchanged.

The convergence criterion used is that the change in bounds at iteration m, denoted by e(m)

and defined as

e(m) ,
∣∣∣∣(zu (m) − zl (m)

)
−

(
zu (m−1) − zl (m−1)

)∣∣∣∣
1
, (6.35)

should be smaller than a small number ϵ, i.e., e(m) < ϵ.

6.4.5 Step 5: Considering multiple time-steps to improve localization

Assuming that the leakage persists until a known repair event, localization can be im-

proved by exploiting a leakage characteristic that persists over multiple time-steps. Leakage

magnitude qleak varies between time-steps because of the varying pressure conditions in the

network. In this work we exploit the fact that the leak hole area, which is proportional to

the emitter coefficient c j in (6.5), frequently remains constant during leakage events. Hence,

information from previous time-steps can be passed onto the problem solved at time-step k
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in the form of the previously calculated bounds on emitter coefficients. The initial bounds

(iteration m = 0) on emitter coefficients at time-step k will then be c̃(0)(k) = c̃(k − 1).

Algorithm 2 presents the complete procedure for leakage localization using an interval

model over multiple time-steps.

Algorithm 2 Leakage localization algorithm
Input: time-step k, measurements q̂(k), p̂(k), demand bounds q̃ext(k), g̃(k), parameter

bounds r̃, emitter bounds c̃(k − 1) , max leak qmax
leak

Output: q̃leak(k), c̃(k)

begin

1: Define leakage bounds q̃(0)leak = [0, qmax
leak ]

2: Calculate state bounds x̃(0)

3: Define emitter bounds c̃(0) = c̃(k − 1)

4: Iteration: m = 0

5: while e(m) > ϵ do

6: Bounding linearization using z̃(m), c̃(m)

7: for i = 1 to nl + nn do

8: Solve LPmin2 and LPmax2 to find xl
i and xu

i

9: end for

10: x̃(m+1) =
[
x l, xu

]
11: for i = 1 to nn do

12: Solve LPmin2L and LPmax2L to find ql
leak,i and qu

leak,i

13: if infeasible then q̃leak,i = [0, 0]

14: end if

15: end for

16: q̃
(m+1)

leak =
[
ql
leak, q

u
leak

]
17: Find c̃(m+1) using q̃(m+1)

leak and h̃(m+1) in (6.18)

18: m = m + 1

19: end while

20: q̃leak(k) = q̃
(m)

leak, c̃(k) = c̃
(m)

return
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6.5 Localization Priority Index

The proposed leakage localization procedure calculates bounds on node emitter coeffi-

cients, given by c̃. The nodes associated with a non-zero emitter coefficient upper bound, are

the locations where the existence of a leak is feasible. We define the leakage-feasible node

setNl ⊆ N as follows:

{ j ∈ N : cu
j > 0} ∈ Nl . (6.36)

When all upper bounds cu
j are zero except one, a single leak node is accurately identified.

The leak node can be determined accurately when the leakage is large, in which case the leak

node will have a non-zero lower bound, which confirms the leak location given that only one

leakage exists in the system.

However, even when the leak location is singled out, additional information is included in

the localization results in the form of the magnitude of the derived emitter coefficient bounds

c̃. The comparison of node upper bounds can be used to prioritize possible leak locations,

which can be a useful tool for water utility repair crews. In simple terms, priority is given to

nodes with larger emitter upper bounds.

Previously proposed leakage localization assessment metrics in the literature typically

depend on the localization results; e.g., when a single candidate leak node is identified, the

topological distance from the actual leak is considered as the evaluation metric [155]. In

general, most methodologies provide leakage hotspots, i.e., multiple candidate nodes, and

the evaluation metric can be the average topological distance from the actual leak node [72],

as well as the number of nodes contained in the leakage hotspot [156]. These evaluation

approaches, in general, are not suitable for evaluating localization results in the form of a

priority list of possible leak node locations, whichmay be useful for water utility repair crews.

In this work, in order to quantify how “good” the localization result is, we define the

Localization Priority Index (LPI) as follows:

LPI (%) = 100 ·
 ∑

i∈N,l:cu
i <cu

l

1

 / (nn − 1) , (6.37)

where l is the index of the leak node. The LPI essentially indicates the minimum percentage

of nodes that are excluded from the node search space before the leakage is found by a leak-

age repair crew, given the priority defined by c̃. This is computed by finding the percentage

of nodes with lower priority than the actual leak node l. The LPI = 100% when perfect lo-

calization is achieved, i.e., the leak node has the highest priority, while LPI = 0% when the

leak node has the same or lower priority than all the other nodes.
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6.6 Case studies

In this section we demonstrate the proposed leakage detection and localization method-

ology using benchmark case studies. In the first case study, a benchmark transport network is

used to illustrate the results obtained by the proposed methodology when two specific leak-

ages occur in the network. The second case study, uses a leakage diagnosis benchmark dataset

containing sensor measurements from multiple operating scenarios of a benchmark network.

Each scenario varies with respect to pipe parameters, water demands, leakage location and

magnitude.

6.6.1 Example application on a transport network

The benchmark network ‘Hanoi’, shown in Fig. 6.3(a), is used to examine the perfor-

mance of the proposed leakage diagnosis methodology. The ‘Hanoi’ network is a transport

network with large demands at nodes of up to 300m3/hour. A version of the network, which

is considered the “real” system, is simulated for 48 hours from time 00:00 hours, with a hy-

draulic time-step of ∆t = 30 minutes. It contains unique realistic water demand patterns for

each node with a 24 hour periodicity. A leakage occurs sometime in the first 24 hours, en-

suring in this way that the performance of the algorithm is assessed under the daily varying

network conditions.

A nominal hydraulic model of the network is given which is assumed topologically iden-

tical to the real network. The given pipe parameters are accurate within ±5% of the true pa-

rameter values. Moreover, demand pseudo-measurements are available for all nodes which

are accurate within ±10% of the true demand values.

The real system is measured at the inlet of the network, i.e., the head at the reservoir node

1 and the flow at link 1. Additionally, 4 pressure sensors are installed at nodes {13, 16, 22, 30}
using a sensor placement procedure which maximizes the minimum sensitivity of all sensors

to all possible leakages [77]. Pressure and flow sensor noise bounds ṽp and ṽq respectively

are defined relative to the measurement value, such that ṽp(k) = ±2% p̂(k) and ṽq(k) =

±2% q̂(k).
A demand calibration methodology is considered to actively use the sensor measure-

ments to give demand estimates for groups of nodes. To make the problem of calibration

over-determined, the methodology divides the network into as many groups as the number

of pressure sensors. Network partitioning is performed in this case by minimizing the flow

exchange between node groups. Moreover, the following two constraints are imposed: i) one
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pressure sensor should belong in each group, ii) node groups should have the same number of

nodes plus/minus two nodes. Algorithms that perform this kind of partitioning are available

not only for water systems [157], but also for power systems [158] and smart buildings [159].

The calibration methodology is assumed to be able to give an estimate of a group demand

within ±5% of the true group demand values [46].

In the first illustrative example of Fig. 6.3, an abrupt pressure-dependent leakage occurs at

node j = 32 at 14:00 hours, with an emitter coefficient of c j = 17.3 and an emitter exponent

of α = 0.5. This results in a leakage with magnitude of approximately 137 m3/hour, which

is 2.73% of the average system inflow for the given network. The effect of the leakage is

unnoticeable by just observing the measurements, as illustrated in Fig. 6.3(b)–(c). In this

example, the proposed leakage detection methodology detects the occurrence of a leakage

immediately, i.e., given the first measurements that contain the effect of the fault.

After leakage detection, the localization procedure begins by calculating initial bounds

on the leakage. These are assumed to be given by a methodology which monitors the inflow

of the system. Here, conservative bounds of q̃leak, j = [50, 200], ∀ j ∈ N are assigned. The

localization procedure yields bounds on node emitter coefficients c̃ j, ∀ j ∈ N . Themost useful

information is provided by emitter upper bounds, as it can be used to define the priority of

each node in the localization procedure. The emitter upper bounds derived in this example

can be seen in Fig. 6.3(a). It is illustrated that nodes close to the leakage have a non-zero

upper bound, indicating the feasibility of these nodes having a leakage given the uncertain

model and measurements.

The priority given to nodes by their upper bounds is evaluated using the Localization

Priority Index (LPI). The higher the LPI, the higher the priority given by the methodology

to the node containing the leak. In Fig. 6.3(d), the LPI for the given example begins at 90%

when the leakage is detected at 14:00 hours and increases to 100% by utilizing measurements

from subsequent time-steps.

In the second illustrative example of Fig. 6.4, a smaller leakage occurs at the same node

( j = 32) as in the first example at 16:00 hours, with an emitter coefficient of c j = 9.09. This

results in a leakage with average magnitude of 74.9 m3/hour, which is approximately 1.53%

of the average system inflow. In this example, the leakage is detected 6 hours after it occurs,

at 22:00 hours. The initial value of LPI is 86.67% and gradually increases to 93.33% with

the accumulation of new measurements, as seen in Fig 6.4(d). Due to the smaller leakage

magnitude, it is feasible for the leak to exist in more nodes than in the previous example, as

observed in Fig. 6.4(a). Interestingly though, the leak node is given top priority with only one
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Figure 6.3. Example of leakage diagnosis on the Hanoi network: Leakage magnitude of ∼
2.73% of average system inflow.
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Figure 6.4. Example of leakage diagnosis on the Hanoi network: Leakage magnitude of ∼
1.53% of average system inflow.

other node having the same emitter value, a result which translates in LPI = 93.33%

6.6.2 Methodology evaluation using LeakDB

In this subsection the proposed methodology is extensively tested using a benchmark

dataset of leakages. The Leakage Diagnosis Benchmark (LeakDB) [11] is a realistic leakage

dataset comprised of a large number of realistic leakage scenarios which occur randomly at

93

Stel
ios

 G
. V

rac
him

is



30 40 50 80 90 10060 70 
LPI (%)

0 

10

20

30

40

50

60

70

N
um

be
r o

f s
ce

na
rio

s 
(%

)

(a)

0 0.5 1 1.5 2 2.5 3 3.5
Leakage magnitude as percentage of system inlfow (%)

0

10

20

30

40

50

60

70

80

90

100

LP
I (

%
)

(b)

Figure 6.5. Application of the proposed Leakage Localization methodology on 500 scenar-

ios: (a) Percentage of scenarios with specific range of Localization Priority Index value, (b)

Localization Priority Index with respect to leakage magnitude

different water distribution benchmark networks, of different size and topology. For each

benchmark network and for each leakage scenario, the leakage parameters (e.g., leak loca-

tion and size), the structural parameters (e.g., length, pipe roughness) and realistic consumer

pressure-driven demands are varied. For this case study, the dataset of the Hanoi benchmark

network was selected.

In total, 500 different scenarios are used, in which the parameters and demands are var-

ied randomly inside known uncertainty bounds. The demand uncertainty bounds q̃ext(k) and

parameter uncertainty upper bounds r̃ are varied between ±10% and ±5% respectively of

the given model nominal values. Moreover, a calibration methodology gives an estimate of

group demands within ±5% of the true group demand values, given the sensor set.

It is assumed that flow and pressure are measured at the inlet of the network, i.e., the head

at the reservoir Node 1 and the flow at Link 1. Additionally, 4 pressure sensors are installed at

nodes {13, 16, 22, 30} as in Examples 1 and 2. Pressure and flow sensor noise bounds ṽp and

ṽq respectively are defined relative to the measurement value, such that ṽp(k) = ±2% p̂(k)
and ṽq(k) = ±2% q̂(k).

In each scenario, a leakage is induced on a node, which is random in location and mag-

nitude. It is possible for a scenario not to include a leakage. The leakages have a different

profile, by varying the leak emitter coefficient. The emitter coefficients were calculated so

that the resulting leakage magnitudes qleak(k) (m3/h) are within 0−4% of the average system

inflow.

The benchmark also provides a scoring algorithm to evaluate the ability of an algorithm to

detect leakages. Here the following standard metrics were extracted for the application of the
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Table 6.1.Detection statistics from applying the proposed leakage detection algorithm based

on Interval Model Invalidation (IMI) to a total of 500 leakage scenarios and comparison with

the Interval State Estimation (ISE) based methodology proposed in Chapter 5.

Method TP % FN % FP % TN % F1 %

IMI 87.33% 12.66% 0 100 93.24

ISE 56.28% 43.72% 0 100 72.02

proposed algorithm for leakage detection on all scenarios: 1) A fault existed and was detected

(True Positive TP), 2) A fault existed but was not detected (False Negative FN), 3) A fault

did not exist but a fault was detected (False Positive FP), 4) A fault did not exist and was not

detected (True Negative TN), 5) The F1-score, a popular metric in datasets characterized by

class imbalances [11]. The methodology in Chapter 5 [12], where interval-state estimation

is used to create thresholds for leakage detection, is also applied on the same benchmark in

order to compare its performance with the proposed model-invalidation methodology. The

percentages for each case with 4 pressure sensors installed in the network are presented in

Table 6.1.

The median and average detection delay for the scenarios where a detection occurs for the

proposed methodology was 0 and 4.28 time-steps respectively. Both methodologies achieve

zero false alarms when a fault is not present (0% False Positives and 100% True Negatives).

This is due to the accurate knowledge of uncertainty bounds, which are provided by the

LeakDB. As a result, the interval model is always valid when a fault does not exist.

It is worth noticing in Table 6.1 the high F1-score of the proposed methodology (IMI)

compared to the methodology of Chapter 5 [12] (ISE). The improved performance is ex-

plained by the fact that when using model-invalidation the linear constraints formulated dur-

ing the leakage detection procedure are part of the state-set representation, along with the

bounds on states; in comparison, the state-set in the ISE based methodology is represented

only by the bounds on states. This indicates that model invalidation is a more powerful tool

than using detection thresholds created with models containing bounded uncertainties.

To evaluate the ability of the proposedmethodology for leakage localization, the LPI in all

scenarios was examined. In Fig. 6.5(a), scenarios with similar LPI are binned together, and the

percentage of scenarios in a given LPI range is calculated. We can observe that the majority

of scenarios have an LPI between 80 − 100%. Moreover, it is interesting to investigate the

relationship between leakagemagnitude and LPI. As seen in Fig. 6.5(a), the leakage scenarios
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with leakage magnitude below 1.5% of the average system inflow have a LPI which varies

between 0 − 100%, depending on the leakage location. However, for leakages above 1.5%,

the LPI remains above 70% in all cases.

6.7 Conclusions

In this work we proposed a methodology for leakage detection and localization in WDS

using an interval-model, i.e., a hydraulic model in which uncertainties are modeled by inter-

vals defined by a lower and upper bound. The interval-model is created using historical data

of water demands by which uncertainty bounds are derived. Demand calibration data in the

form of group demand estimates are also incorporated into the problem. Leakage detection is

performed by incorporating real-time measurements from the network and checking the va-

lidity of the healthy interval-model. The results show increased detectability rates compared

to similar methodologies which work using bounded uncertainties. Moreover, a methodol-

ogy for leakage localization is proposed using this interval-model. The localization procedure

yields a node priority list which can be used by water utilities to search for the exact leak-

age location using equipment based methods. Localization results on a leakage diagnosis

benchmark dataset show that the leakage search space can be reduced to less than 20% of the

network for leakage magnitudes above 1.5% of the system inflow.

Future work on the proposed approach will investigate the case when multiple leakages

exist simultaneously in the network. The investigation of multiple-leakage detection and lo-

calization can be approached using a mixed-integer formulation with constraints on the num-

ber of simultaneous leakages. A mixed-integer formulation is more computationally expen-

sive than the current proposed formulation, as discussed in Section 6.4.3, however, it is the

first step to evaluate the performance of an extension of this methodology in the presence of

multiple leakages, which considerably increase the feasible state set. As a note, the proposed

methodology is designed to work in real-time to detect newly occurred leakages, while con-

sidering any existing leakages in the network to be included in the “healthy” system model.

Consequently, it is realistic for the extension of this methodology not to consider a large

number of simultaneous leakages.
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Chapter 7

Bounded water-quality state estimation

The estimation of chlorine concentration in water distribution networks is a challenging

task due to hydraulic and water-quality parameter uncertainties. In this chapter we propose a

methodology for calculating chlorine concentration bounds at node locations of water distri-

bution networks which is suitable for sensor fault and contamination detection purposes. The

proposed Backtracking Uncertainty Bounding Algorithm (BUBA) considers known bounds

on hydraulic states and water-quality model parameters to calculate the chlorine concentra-

tion bounds. The validity of the calculated bounds is demonstrated using a large number of

Monte-Carlo simulations on benchmark networks. Moreover, the proposed methodology can

be used in conjunction with a real-time parameter estimation algorithm, as it allows the use

of time-varying bulk reaction coefficients. A parameter estimation algorithm is designed and

implemented to approximate unknown bulk reaction coefficients of water originating from

different sources. The BUBA then uses these time-varying parameters to improve the chlorine

concentration bounds, as demonstrated in a case study with real data from a water transport

network.

This chapter is organized as follows: Section 7.1 formulates the problem of modeling

chlorine concentration in a network with uncertain flows and water quality parameters. Sec-

tion 7.2 then describes the proposed Backtracking Uncertainty Bounding Algorithm. In Sec-

tion 7.3 a parameter estimation algorithm which estimates bulk reaction coefficients in tanks

is described. Illustrative results of applying the proposed BUBA on two benchmark networks

are presented in Section 7.4.1 and 7.4.2. In section 7.4.3, results on a real network case study

are shown, in which the BUBA is used in conjunction with the designed real-time parameter

estimation algorithm.
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Nomenclature
G directed graph of water network

N set of all nodes

L set of all links

M general model of water network

Θ set of network parameters

nn number of nodes

nl number of links

hi head state at node i

qi j water flow state in link connecting node i to node j

xh complete hydraulic-state of the network

Θh set of hydraulic-model parameters

ṽ interval vector notation, where v is the lower bound vector and v is the upper bound

ci chlorine concentration at node i

ui chlorine mass injection at node i

U set of nodes with known chlorine concentration

Θr set of quality-model parameters

rb bulk reaction rate of chlorine in the network

rw
ij wall reaction rate of chlorine in pipe li j

fc(·) nonlinear function for calculating chlorine concentration

m memory of functions fc(·) and f̃c(·)
td detention time of water parcel in pipe

kd elapsed time steps of water parcel in pipe

xd auxiliary quantity defining the position of a water parcel in a pipe

αi j cross section area of pipe li j

λi j length of pipe li j

ci j chlorine contribution of pipe li j to node j

P j(k) set of all pipes that bring water into node j at time k

Td set containing possible time delays

Np set containing possible upstream nodes

Ns set of sensor nodes in the network

v(k) tank water volume at time step k

αt tank cross section area

ns number of different water sources from which a tank receives water
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7.1 Problem formulation

This work considers water distribution networks containing water tanks and other hy-

draulic elements such as pumps and valves. The topology of a WDS is modeled by a directed

graph denoted asG = (N ,L). LetN = {1, · · · ,nn} be the set of all nodes, where |N| = nn is

the total number of nodes. These represent junctions of pipes, consumer water demand loca-

tions, reservoirs and tanks. LetL =
{
li j : i, j ∈ N

}
be the set of links such that link li j connects

node i with node j, and |L| = nl is the total number of links. These represent network pipes,

water pumps and pipe valves, with the last two being the main hydraulic control elements in a

water network. In addition, letM(θ,G) be the general model of a water distribution network
which associates network parameters θ with the network structure represented by the graph

G. Network parameters θ are typically assumed time-invariant, except in the case of bulk

reaction rates which may vary significantly.

7.1.1 Hydraulics modeling

The hydraulic-state associated with nodes is the hydraulic head, indicated by hi, and is a

specific measure of water pressure or water level above a geodetic datum. Each node i ∈ N
is also associated with a water consumer demand at the node location, denoted by di. The

unknown quantity associated with a link li j which connects node i to node j is the water

flow, indicated by qi j. Hydraulic network parameters θh ⊂ θ represent parameters needed for
hydraulic state estimation such as pipe lengths, diameters and roughness coefficients.

Hydraulic-state estimation is enabled using hydraulic-sensors in an observable config-

uration [47] which send measurements at a discrete time step k. A suitable hydraulic-state

estimation algorithm then uses these measurements and the network modelM(θh,G) to esti-
mate the complete hydraulic-state given byxh(k) = [h(k), q(k)], whereh ∈ Rnn is the vector

of heads at each node, and q ∈ Rnl is the vector of flows at each link.

When estimating hydraulic-states there are significant uncertainties in measurements, as

well as model parameters. Measuring devices give readings which include measurement

noise, causing the resulting reading to deviate from actual measured states, i.e. yh(k) =

Chxh(k) +ν(k), where yh are the measured hydraulic states, Ch is the output matrix and ν is

the measurement noise vector. Most importantly, estimated values of water demands (called

pseudo-measurements) which may be needed for observability, are associated with signifi-

cant uncertainty and lack statistical characterization of the error to the actual demands [40].

Parameter uncertainties include mainly pipe roughness coefficients, and the (less uncertain)
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pipe lengths and diameters.

In this work, the uncertainties are modeled as intervals, which is equivalent to a uniform

probability distribution. For notational convenience, we adopt the convention of denoting

intervals with a tilde. Let ṽ = [v,v] be a closed interval vector, where v is the lower bound

vector and v is the upper bound vector, such that: ṽ = {v ∈ Rn : vi ≤ vi ≤ vi,∀ i = {1, .., n}},
and n is the size of the vector. We assume that bounds on model parameters and measurement

noise exist and are available at each time step k. Bounds on hydraulic-states can then be

calculated using the interval hydraulic-state estimator (IHISE) described in [2]. The interval-

hydraulic-states are indicated by x̃h(k) = [h̃(k), q̃(k)].

7.1.2 Water quality modeling

Water-quality-state in this work refers to the concentration of chlorine in the water at

the nodes of the network. Chlorine concentration at a node i is indicated by ci(k), with k

corresponding to the water-quality model discrete time step. Here for simplicity it is assumed

that the quality model step duration ∆tq is equal to the hydraulic step duration ∆th, i.e.,

∆tq = ∆th = ∆t, and ∆t is sufficiently small such that discretization errors are negligible.

Chlorine concentration is regulated in tanks using chlorine injection pumps, where the

mass of chlorine injected in tank of node i is known and indicated by ui(k). Moreover, we

assume that tanks have one distinct inlet and one outlet which are both monitored by chlorine

sensors. Finally, tanks and locations in the network which have chlorine booster stations [160]

are considered nodes belonging to setU ⊂ N , with known concentration.

The dynamics describing the change of chlorine concentration in the network are gov-

erned by: (1) the physical laws of chlorine transport, which depend on the water flows q(k)

and the structure of the networkG, (2) the chemical laws of chlorine reactions, which depend
on the decay rate of chlorine. Chlorine decay in turn depends on two factors: (2a) the organic

substances present in the water which result in the so-called bulk reaction rate, indicated by

the time-dependent rb(k) < 0 ∀ k and (2b) the pipe li j the water flows in, which is charac-

terized by the pipe wall reaction rate, indicated by rw
ij < 0 [99]. Bulk and pipe wall reaction

rates are the water-quality-model parameters of interest and are indicated by θr(k) ⊂ θ.

The exact chlorine decay dynamics in pipe networks are unknown, so modeling assump-

tions which approximate these dynamics are used [99]. Specifically, it is assumed that the

chlorine decay in pipe networks can be described by a linear first order reaction model with

varying reaction rate. Chlorine concentration at a node j is found by decaying the chlorine
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which originated from node i as follows:

c j(t) = ci (t − td) er(t)·td + η(r), (7.1)

where td is the time chlorine has spend in the pipe or detention time, r(t) = rw
ij + rb(t) is the

total decay rate in pipe li j, and η(r) is an unknown function of the decay rate corresponding

to modeling uncertainty. Notice that bulk decay rate rb(t) is assumed to be time-varying.

Moreover, it is assumed that there is instant and complete mixing of chlorine in pipe

junctions. The concentration at a pipe junction j can be expressed as follows:

c j(k) =

∑
i∈P j(k)

qi j(k)ci j(k)∑
i∈P j(k)

qi j(k)
, (7.2)

where ci j(k) is defined as the chlorine contribution from a pipe li j to node j at time step k, and

P j(k) is the set of all pipes that bring water into node j at time k.

The chlorine concentration inside the network can be calculated using a water-quality

estimator, which is a function that uses the physical and chemical laws that describe chlorine

transport and reaction in water networks, to calculate the quality states. Let the nonlinear

function fc(·) be a water quality estimator to be defined, that calculates the chlorine concen-
tration at the nodes of a network. The inputs and outputs of this function can be written as

follows:

c(k) = fc (c(0),Uc(km),Q(km);M(θr;G)) , (7.3)

where:

• c(0) is the initial chlorine concentration at the nodes of the network,

• Uc(km) = [uc(k),uc(k − 1), ...,uc(k − m)] is a sequence of chlorine injection control

vectors,

• Q(km) = [q(k), q(k − 1), ..., q(k −m)] is a sequence of flow vectors,

• m ∈N+ is the memory of function fc(·), i.e., the maximum past time step of which the

states and inputs are needed to evaluate this function.

7.1.3 Incorporating uncertainty in water-quality models

When estimating water quality, there is significant uncertainty due to uncertain water

flows, uncertain wall reaction rates, as well as unknown and time-varying bulk reaction rates

(due to the use of water from different sources). Bymodeling uncertain quantities as intervals,
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a chlorine concentration bounding estimator f̃c(·) can be designed which is able to calculate
bounds on chlorine concentration for a node i in the network, expressed as follows:

c̃i(k) = f̃c

(
c(0),Uc(km), Q̃(km);M(Θ̃r(km);G)

)
, (7.4)

where:

• c̃i(k) =
[
ci(k), ci(k)

]
,

• Q̃(km) is a sequence of interval flow vectors, such that q̃(k) =
[
q(k), q(k)

]
,

• Θ̃r(km) is a sequence of interval parameter vectors, such that θ̃r(k) =
[
θr(k),θr(k)

]
.

The aim of this work is to design a methodology which realises the function f̃c(·) in (7.4).

7.2 The Backtracking Uncertainty Bounding Algorithm

A chlorine concentration bounding estimator f̃c(·) is realised in this section by introducing
the Backtracking Uncertainty Bounding Algorithm (BUBA). This methodology uses interval

hydraulic-state estimates, specifically water flows q̃(k), from the IHISE algorithm described

in [2] as input. It can also use time-varying water-quality parameters θr(k), specifically bulk

reaction rate estimates which are updated online using a suitable parameter estimation al-

gorithm. Chlorine sensor measurements yc(k) can then be compared with the chlorine con-

centration bounding estimates c̃(k) calculated by the BUBA and detect contamination events

using a suitable contamination detection logic. A general diagram illustrating this process is

shown in Fig. 7.1.

7.2.1 The backtracking approach

In the backtracking approach [102, 101], chlorine concentration of water parcels arriving

at sensor locations are back-tracked throughout the network until boundary conditions are

reached. These boundary conditions are: (a) Space boundary, which is the case when the

parcel reaches an input node inU of which the concentration is known; (b) Time boundary,

which is the case when the water parcel reaches the initial time step k = 0 at which the

chlorine concentration c(0) of all nodes is known. Note that if the simulation is executed for

a sufficient time, any chlorine initially present in the network will have decayed. Thereafter,

the output concentration will only depend on chlorine originating from input nodes.
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Water Distribution Network

Chlorine Concentration 
Bound Estimator 

Hydraulic Interval-State 
Estimator 

Water quality 
parameter 
estimation

BUBA

Hydraulic sensors

Water Quality 
Dynamics

Chlorine sensors

Hydraulic 
Dynamics

Tank volume 
observer

IHISE

Notation

d: nodal water demands

q: pipe water flows

v: tank volume

uh: hydraulic inputs

yh: hydraulic sensor 
measurements

xh: hydraulic states

c: nodal chlorine concentration

?r: water-quality parameters

uc: chlorine injection

yc: chlorine concentration 
measurements

Figure 7.1. Information flow diagram for using the proposed methodology for contamination

detection.

7.2.2 The BUBA functions

The BUBA consists of four functions that recursively call each other to collectively com-

pute the chlorine concentration at a node. The first function called is Function 4which checks

the boundary conditions for a given node j and time step k. If boundary conditions have not

been reached,Function 3 is called to calculate the concentration and bulk reaction rate at node

j considering this is a pipe junction. To do this, Function 3 calls Function 2 which provides

the chlorine contribution and bulk reaction rates of each pipe connected to the junction. In

turn, Function 2 calls Function 1 to provide the upstream node and detention times for each

pipe, while it also recursively calls Function 4 to provide the chlorine concentration at the

upstream node at a previous time step. An illustration of the recursive calls and information

flow of the BUBA functions is shown in Fig. 7.2. A description of each function follows.

Function 1 — Detention time in single pipe with uncertainty

Here the methodology for finding the detention time and upstream node of a water parcel

moving in a single pipe under uncertain water flow is described.

Consider the simple case of a single pipe, as in Fig. 7.3, of which the output node j

receives water from the input node i. Chlorine transport is expressed by finding the time the
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Detention time 
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Chlorine 
concentration at 
pipe junctions

Figure 7.2. Information flow between the BUBA functions

water parcel has spend in the pipe, or detention time, indicated by td ∈ R+
0 . The detention

time is calculated by finding the number of elapsed time steps kd ∈ N+, or delay, since the

water parcel currently arriving at node j has entered pipe li j. Note that the upstream node

p ∈ N , defined as the node from which the parcel originated from, should be determined

since this node can be either i or j due to flow reversal. The auxiliary quantity xd defines the

position of the water parcel in the pipe, using the water flow qi j and the pipe cross section

area αi j as follows:

xd =
∆t
αi j

kd∑
m=1

qi j(k −m). (7.5)

The delay kd and the upstream node p is calculated by finding the minimum value of kd

that results in: (i) xd being larger than the length of the pipe λi j, in which case the resulting

upstream node p = i, or (ii) xd being less than zero, in which case the upstream node p = j:

k∗d =

 min kd ∈N+

s.t. xd <
[
0, λi j

] (7.6)

dx

N1 N2
12pQ

12p

Ni Nj

Tank

Nt
inq

2 jp

ijp
N5

N2

5 jp

Ni

Nj

i

Case 2

Case 3

Case 4

Case 1

Case 6

Case 5

j

ijL 0

dxdx

dx

dx

dx

dx

dx

dx

dx

dxdx

link lij

Figure 7.3.Water parcel arriving at node j through pipe li j
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dx

N1 N2
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Nt
inq
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ijp
N5

N2

5 jp
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Nj

iN

Case 2

Case 3

Case 4

Case 1

Case 6

Case 5

jN
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dxdx

dx

dx

dx

dx

dx

dx

dx

dxdx

Case 1: 0 <
[
xd, xd

]
< Li j

Case 2: 0 < xd < Li j, xd > Li j

Case 3: xd < 0, xd > Li j

Case 4: xd < 0, xd > Li j

Case 5:
[
xd, xd

]
> Li j

Case 6:
[
xd, xd

]
< 0

Figure 7.4. The interval x̃d with respect to the pipe length

The exact detention time td is then calculated as follows:

td =
(
k∗d − 1

)
∆t +

αi j

(
λi j − xd

)
qi j(k − k∗d)

. (7.7)

Consider now the single pipe of Fig. 7.4 in which a water parcel moves under the effect

of the uncertain water flow q̃i j. Since we have an interval of possible flow values, the variable

xd will also be an interval. The interval of possible positions for the water parcel x̃d ∈
[
xd, xd

]
can be calculated as follows:[

xd, xd

]
=

∆t
αi j

kd∑
m=1

[
q

i j
(k −m), qi j(k −m)

]
. (7.8)

Using interval arithmetic [133], we can express (7.8) as:

[
xd, xd

]
=

∆t
αi j

 kd∑
m=1

q
i j
(k −m),

kd∑
m=1

qi j(k −m)

 . (7.9)

The interval
[
xd, xd

]
can reside in one of six positions, with respect to the pipe length, as

illustrated in Fig. 7.4. The interval of possible positions
[
xd, xd

]
is used to deduce the detention

time and upstream nodes. Because this is an interval, there will be many possible detention

times that may correspond to different upstream nodes. In (7.9) we gradually increase delay

kd until: (i) both xd and xd are outside the pipe range, i.e.,
[
xd, xd

]
1

[
0, λi j

]
or (ii) the time

boundary is reached, i.e., kd = k. For each iteration that either xd or xd are outside the pipe

range, the detention time td is calculated using (7.7) and saved along with the corresponding

upstream node. When evaluating (7.7), the lower bound of flows should be used if xd is

outside the pipe range, and the upper bound of flows should be used if xd is outside the pipe

range. This procedure calculates two sets: Td containing the possible time delays and Np

containing the possible upstream nodes corresponding to each time delay, i.e., Td →Np.
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Function 1Water detention time range in a pipe and set of upstream nodes
Input: node j, pipe li j, time step k

begin

1: kd ← 1

2: repeat

3: Calculate
[
xd, xd

]
using (7.9)

4: Case 1 : kd ← kd + 1

5: Case 2 – 6 : Calculate delay td and node p

6: Add in Td andNp respectively

7: kd ← kd + 1

8: until
([

xd, xd

]
1

[
0, λi j

])
∨ (kd = k)

return Td,Np

Function 2 — Chlorine and bulk reaction rate contribution of a pipe to a node

The methodology for finding the interval of possible chlorine contributions c̃i j(k) =

[ci j(k), ci j(k)], of a single pipe li j to a node j (as in Fig. 7.3) is described and implemented

in Function 2. The function also finds the bounds on the possible bulk reaction rate contribu-

tion r̃b
i j(k) = [rb

i j(k), r
b
i j(k)] of pipe li j to node j.

Uncertainty on chlorine decay rates is considered in this function for the calculation of

chlorine concentration: the uncertain wall reaction rate of the specific pipe given by r̃w
ij =

[rw
ij , r

w
ij ] and the uncertain and time-varying bulk reaction rate of the upstream node given

by r̃b
p(k) = [rb

p(k), r
b
p(k)]. The upstream node chlorine concentration is also uncertain given

by the interval c̃p(k) = [cp(k), cp(k)]. The interval of uncertain pipe wall reaction rates r̃w
ij

is assumed known, derived from knowledge of pipe material. The interval states r̃b
p(k) and

c̃p(k) are calculated recursively by Function 4. Considering the availability of sets Td and

Np, given by Function 1, the chlorine contribution bounds of pipe li j to node j is found as

follows:

ci j(k) =

 min
m

e
(
r̃w

ij+r̃b
i (k−m)

)
∆t m · c̃i (k −m)

s.t. m ∈ Td → i ∈ Np

, (7.10)

while ci j(k) is found by solving (7.10) as a maximization problem. These problems are solved

using interval arithmetic and enumeration of the possible time steps m ∈ Td. Similarly, the

bounds on possible bulk reaction rate contribution of pipe li j to node j is found by solving
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Function 2 Pipe chlorine concentration and bulk reaction rate contribution bounds
Input: node j, pipe li j, time step k

begin

1: GetNp and Td by calling Function 1

2: for m ∈ Td → i ∈ Np do

3: Get c̃i(k −m) and r̃b
i (k −m) by calling Function 4

4: end for

5: Solve (7.10) to get c̃i j(k).

6: Solve (7.11) to get r̃b
i j(k).

return c̃i j(k), r̃b
i j(k)

the following problem:

rb
i j(k) =

 min
m

r̃b
i (k −m)

s.t. m ∈ Td → i ∈ Np

, (7.11)

while rb
i j(k) is found by solving (7.11) as a maximization problem.

Function 3 — Chlorine concentration and bulk reaction rate at pipe junctions

This section describes the methodology for finding the chlorine concentration and bulk

reaction rate bounds of a junction node that receives water from multiple pipes. The method-

ology is implemented in Function 3.

This function utilizes Assumption 7.1.2, which dictates that when multiple pipes bring

water into a node the water and chlorine in the water mix instantly and completely. In the case

when no uncertainty is considered, this is described by (7.2). In the case when uncertainties

are present, all quantities in (7.2) will be represented by intervals. The interval of possible

values for chlorine concentration at node j, indicated by c̃ j(k) = [c j(k), c j(k)], is calculated

by solving the following optimization problem:

c j(k) =


min

qi j

∑
i∈P j(k)

qi j(k) [ci j(k),ci j(k)]∑
i∈P j(k)

qi j(k)

s.t. q
i j
(k) < qi j(k) < qi j(k)

, (7.12)

while c j(k) is found by solving (7.12) as a maximization problem. The interval
[
ci j(k), ci j(k)

]
is given by Function 2. Problem (7.12) is a linear fractional problemwith interval coefficients

which can be solved using the formulation described in [161].
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Function 3 Chlorine concentration and bulk reaction rate bounds at pipe junctions
Input: node j, time step k

begin

1: Find P j(k)

2: for i ∈ P j(k) do

3: Find c̃i j(k) and r̃b
i j(k) by calling Function 2

4: end for

5: Solve (7.12) to get c̃ j(k)

6: Solve (7.13) to get r̃b
j(k)

return c̃ j(k), r̃b
j(k)

The bulk reaction rate of the water arriving at a node of interest is calculated in a similar

manner. Assumption 7.1.2 is used which implies that bulk reaction rate is proportional to the

volume of water mixing from each water source. The interval of bulk reaction rates at node

j, indicated by r̃b
j(k) = [rb

j(k), r
b
j(k)], is calculated as follows:

rb
j(k) =


min

qi j

∑
i∈P j(k)

qi j(k)
[
rb

i j(k),r
b
i j(k)

]
∑

i∈P j(k)
qi j(k)

s.t. q
i j
(k) < qi j(k) < qi j(k)

, (7.13)

while rb
j(k) is found by solving (7.13) as a maximization problem.

Function 4 — Chlorine concentration and bulk reaction rate bounds at a node

Function 4 is the top-level function of the proposed methodology, which is called to

calculate the chlorine concentration bounds of a general node j. The function checks if the

boundary conditions have been reached, i.e., if the initial time step k = 0 has been reached

(time boundary) or if the node of interest is an input node (space boundary). If any of the

above is true then the chlorine concentration and bulk reaction rate of the node is known,

otherwise, Function 3 is called to calculate the chlorine concentration and bulk reaction rate

bounds of node j.

7.3 Real-time chlorine decay rate estimation in tanks

In this section, the methodology for estimating the chlorine decay rate inside a water

tank which receives water from different sources is described. In many water transport net-
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Function 4 Chlorine concentration and bulk reaction rate bounds of a general node
Input: node j, time step k

begin

1: if k = 0 then

2: return c̃ j(0), r̃b
j(0)

3: end if

4: if j ∈ U then

5: return c̃ j(k), r̃b
j(k)

6: end if

7: Find c̃ j(k) and r̃b
j(k) by calling Function 3

return c̃ j(k), r̃b
j(k)

works, water from various sources is first stored in tanks and then distributed to the rest of

the network. Water supplied from different sources may have varying quality characteris-

tics; i.e. contains different concentrations of organic matter, which in turn affects chlorine

decay rates. The quality characteristics of each source may be unknown and so would be the

corresponding chlorine decay rate parameters.

In this work, we assume that hydraulic sensors are used to monitor the tank hydraulic-

states. Moreover, chlorine concentration sensors are installed at the input and output of the

tanks. Under these conditions, a chlorine bulk reaction rate estimation scheme is designed

to estimate in real-time the changing characteristic of water in tanks. The time-varying bulk

reaction rate estimation algorithm is then used in conjunction with the BUBA to improve the

chlorine concentration bounding estimates in the network.

7.3.1 Chlorine estimation in tanks

The model used in this work for calculating chlorine concentration in a tank which re-

ceives water from multiple water sources makes use of the following assumptions:

• There is instant and complete mixing of water and chlorine in the tank.

• Chlorine decay in tanks can be approximated by a linear, first order reaction model

with time-varying decay rate.

• Water from each source is characterized by a distinct bulk reaction rate ri(k).

• The effect of tank wall reactions rw is negligible compared to tank bulk reactions.
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Considering the aforementioned assumptions, a chlorine concentration model for tanks is

given by:

cout(k + 1) =

v(k) −∆t qout(k) + ∆t
ns∑

i=1

(vi(k) ri(k))

v(k + 1)
cout(k) +

∆t
ns∑

i=1

(qin,i(k) cin,i(k)) + uc(k)

v(k + 1)
, (7.14)

where:

• cout(k) is the chlorine concentration at the tank output at time step k, which is equal to

the concentration inside the tank,

• cin(k) ∈ Rns is the vector of chlorine concentrations in the water of each of the ns

different sources,

• uc(k) ∈ R is the chlorine mass input inside the tank,

• qin(k) ∈ Rns is the vector of tank inflows from ns different sources,

• qout(k) ∈ R is the tank outflow,

• v(k) = ht(k)αt =
∑ns

i=1 vi(k) is the volume of water inside the tank,

• ht(k) ∈ R is the tank water level,

• αt is the tank base area,

• vi(k) is the volume of water in the tank from source i at time k and

• ri(k) is the unknown and time-varying chlorine decay rate of water from source i.

All the quantities in (7.14) needed to calculate cout are either known or measured, except the

vector of chlorine decay rates from each source. The chlorine decay rate vector is denoted as

r(k) ∈ [r1(k) r2(k) · · · rns(k)].

7.3.2 Monitoring water volume from different sources

The hydraulic-states corresponding to tank water levels can be estimated using a discrete-

time Luenberger observer, as shown in [12]. Water volumes inside the tank can be calculated

using these water levels and the structure of the tank. Here, an extension of the discrete-time

observer described in [12] is proposed, able to estimate the water volume from each source

inside a tank. First, an estimate of the total tank volume v̂(k) is calculated using the following

observer structure:

v̂(k + 1) = v̂(k) + ∆t
ns∑

i=1

qin,i(k) −∆t qout(k) + Ld (ht(k)α − v̂(k)) , (7.15)

where Ld ∈ (0, 1) is the discrete-time observer gain. To estimate the volume from each source

i in the tank, the input qin,i and output qout,i from each source is needed. The input from each
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source is typically measured, however the output cannot be measured after the water is mixed

in the tank. Using the assumption of complete mixing of water in the tank, it can also be

assumed that the volume of water from each source exiting the tank at each time instant is

proportional to the water volume from this source inside the tank, such that:

qout,i(k) = vi(k)/v(k) · qout(k). (7.16)

Given (7.16), the water volume v̂i(k) from each source i is estimated using v̂(k) as follows:

v̂i(k + 1) = v̂i(k) + ∆t qin,i(k) −∆t qout,i(k) = v̂i(k) + ∆t qin,i(k) −∆t
v̂i(k)
v̂(k)

qout(k).

(7.17)

Note that when calculating (7.17), mass conservationmust be taken into account, i.e., the total

water volume in the tank should be equal to the sum of individual water volumes originating

from each source, as follows:

v̂(k + 1) =
∑ns

i=1
v̂i(k + 1). (7.18)

7.3.3 Initial decay rate estimates

The actual decay rates r(k) in (7.14) are unknown, however initial estimates r̂(0) can be

derived using historical data as a training set. The initial estimates may improve the perfor-

mance of the parameter estimation algorithm if they are close to the actual parameter values.

In this work, the initial estimates are mainly used to compare the performance of chlorine

estimation when using constant and time-varying decay rates. The constant initial estimates

are calculated using kT chlorine measurements cout(k), k ∈ {−kT, · · · ,−1} at the tank output
as a training set. The chlorine estimation function of (7.14) is modified to consider constant

decay rates r and, in order to use alreadymeasured quantities, time delay is added, as follows:

ĉout(k, r) =

v̂(k − 1) −∆t qout(k − 1) + ∆t
ns∑

i=1
v̂i(k − 1) ri

v̂(k)
ĉout(k − 1) +

∆t
ns∑

i=1
qin,i(k − 1) cin,i(k − 1) + uc(k − 1)

v̂(k)
,

(7.19)

where ĉout(k, r) is the estimation of chlorine concentration at time k using the constant decay

parameters r. The initial estimates r(0) are calculated by solving the following least squares

optimization problem:

r̂(0) =


argmin

r

−1∑
k=−kT

[cout(k) − ĉout(k, r)]
2

s.t. r 6 r 6 r̄
, (7.20)
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where r and r̄ are vectors of known, conservative, lower and upper bounds on the decay rates

respectively.

7.3.4 Real-time parameter estimation scheme

Having the chlorine dynamics model with known parameters of (7.14) and an initial esti-

mate of chlorine decay rates r̂(0), a real-time parameter estimation scheme for each source’s

decay rate can be designed. The chlorine concentration model of (7.14) is re-written by

adding time-delay and by separating the measured (known) terms z(k),ψ(k) and the un-

known terms r(k). To do this, we first define the known terms z(k) as follows:

z(k) , v̂(k) · cout(k) − v̂(k − 1) · cout(k − 1)

−∆t
ns∑

i=1

qin,i(k − 1) cin,i(k − 1) + ∆t · qout(k − 1) · cout(k − 1) − uc(k − 1). (7.21)

The time-delayed version of the chlorine concentration model (7.14) is then re-written using

z(k) as follows:

z(k) =


r1(k − 1)
...

rns(k − 1)

︸          ︷︷          ︸
r(k−1)

⊤ 
v1(k − 1)
...

vns(k − 1)

 ∆t cout(k − 1)

︸                              ︷︷                              ︸
ψ(k−1)

(7.22)

The actual decay rate parameters r(k) can be expressed using z(k) and ψ(k − 1) as follows:

z(k) = r⊤(k − 1)ψ(k − 1), (7.23)

while the estimated parameters, denoted by r̂(k), are given by:

ẑ(k) , r̂(k − 1)ψ(k − 1) (7.24)

The error between the measured and estimated quantities is then calculated as follows:

ε(k) =
z(k) − ẑ(k)
m2(k − 1)

(7.25)

wherem(k−1) > 0 a normalized signal which boundsψ(k−1) from above, e.g.,m2(k−1) =
1 +ψ⊤(k − 1)ψ(k − 1). By performing Lyapunov analysis we get the algorithm to calculate

the estimate r̂(k) [162]:

ε(k) =
z(k) − r̂⊤(k − 1)ψ(k − 1)

m2(k − 1)

r̂(k) = r̂(k − 1) + Γε(k)ψ(k − 1)

(7.26)
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where Γ ∈ (0, 2) is a design parameter which affects how fast the parameter estimates change.

As a practical note, the estimated decay rates from different sources are not expected to vary

significantly in the course of a day, thus parameter Γ should be chosen to be relatively small.

Finally, an estimate of the overall chlorine decay rate at tank outflow r̂out(k) is calculated

by utilizing (7.16), which allows us to determine the contribution of each source to the current

outflow:

r̂out(k) =
ns∑

i=1

v̂i(k)
v̂(k)

· r̂i(k) (7.27)

7.4 Case studies

7.4.1 Application on a transport network

In this case study, the “Hanoi” benchmark network [163], an example of a water trans-

port network shown in Fig. 7.5, is used to demonstrate the chlorine concentration bounds

generated by the BUBA. Realistic water demands were generated based on real observations

of consumption at the level of a District Metered Area (DMA), and assigned at the network

nodes. The system is simulated for a period of 24 hours, during which the demand at each

node varies based on a unique pattern. The demands change every 5 minutes, which is equal

to the discrete hydraulic-step used for this system.

Hydraulic model uncertainty is considered in the form of uncertain node demands and

hydraulic model parameters. The uncertainty is considered to be bounded by a known bound.

Specifically, for node demands the uncertainty upper bound is ±10% of the given value at

each time step. Uncertainty in the hydraulic model is considered in the form of uncertain pipe

roughness coefficients, with an upper bound of ±10% of the given value for each pipe.

Chlorine concentration, is regulated at reservoir node 1. A set-point chlorine booster reg-

ulates the concentration at that point to 0.4 mg/L. It is assumed that the initial concentration

throughout the network is uniform and equal to 0.4 mg/L. The chlorine bulk reaction rate is

constant in this example, and it is set to rb
i = −0.5 1/day. Wall reactions are set to rw

ij = −0.25
m/day for all pipes li j. These are typical values from investigations on real systems when a

first-order chlorine decay model is considered [100]. Relative diffusivity effects are ignored.

Water quality is solved with a time step of ∆t = 1 minute. Water-quality sensors in these

systems are typically placed optimally, with respect to minimizing the impact of a poten-

tial contamination. Tools for sensor placement exist in the literature, an example of which

is the S-Place toolkit [31]. The S-Place toolkit places the sensors by minimizing the impact
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Figure 7.5. The “Hanoi” benchmark transport network and location of chlorine sensors.
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Figure 7.6. Chlorine concentration bounds generated by the proposed BUBA and 30000

Monte-Carlo simulations at three sensor locations on the “Hanoi” benchmark transport net-

work.

of all possible contaminations, considering also modeling uncertainty. Impact in S-Place is

defined as the volume of contaminated water consumed in m3 until the contamination is de-

tected. For the Hanoi network, three sensors were optimally placed using S-Place at nodes

Ns = {5, 10, 24}.

Water quality model uncertainty is considered on chlorine decay rates, i.e., bulk reaction

rate rb and wall reaction rate rw. The uncertainty on these parameters is assumed bounded,

with an upper bound of ±10% of their given value.

Chlorine concentration bounds were generated by the BUBA given the aforementioned

case study parameters. To examine the validity of the bounds computed by the proposed

BUBA, they are compared to bounds provided by extensive Monte-Carlo simulations (MCS)

on the case study network, using the EPANET software [74] in MATLAB with the help
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of the EPANET-MATLAB toolkit [10]. In total 30000 simulations were performed for the

Hanoi network, where the uncertain parameters were randomly varied inside their uncer-

tainty bounds. In each simulation the minimum and maximum values of each quality state

were saved. Quality tolerance in EPANET was set to 10−4, to improve the accuracy of the

calculated water quality state. The generated bounds on the locations of the three sensors are

illustrated in Fig. 7.6. It is shown that BUBA provides tight bounds, close to those generated

by the computationally intensive MCS.

7.4.2 Application on a District Metered Area network

In this case study, the “CY-DMA” network, shown in Fig. 7.7 is used to demonstrate the

chlorine concentration bounds generated by the BUBA. “CY-DMA” is an example of a Dis-

trictMeteredArea (DMA) network, as it was created based on a real DMAnetwork in Cyprus.

Realistic water demands were generated based on real observations of consumption at the

level of a DMA, and assigned at the network nodes. For the “CY-DMA” network, nine sensors

were optimally placed using S-Place toolkit at nodes Ns = {3, 17, 28, 41, 44, 55, 65, 82, 90}.
The rest of the case study parameters are the same as in the “Hanoi” network case study.

Chlorine concentration bounds were generated by the BUBA given the aforementioned

case study parameters and compared to bounds generated by 30000Monte-Carlo simulations.

The results on the locations of the nine sensors are illustrated in Fig. 7.8. It is shown that the

BUBA provides tight bounds on some states (nodes 3, 17, 44), however in some states it

provides wider bounds, such as at node 55 where the BUBA bound width is approximately

five time larger than the MCS bound width. This is mainly due to the uncertainty in water

flows, which can significantly affect chlorine concentration especially in the case when flow

reversals occur. The BUBA bounds are generated considering all the possible cases explained

by the system uncertainty, whereas it would take a large number of MCS to generate the

extreme cases calculated by the BUBA. This illustrates the benefit of the proposed algorithm

to capture bounds that would be difficult to capture even with extensive simulations.

7.4.3 Case study on real transport network

The proposed methodology is demonstrated using real data from a water transport net-

work in a large city in Cyprus, shown in Fig. 7.9. This network has complete hydraulic state

observability, achieved by flow measurements at the inflows and outflows of the network

and a level sensor at the tank. It also contains three chlorine concentration sensors, one at the
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Figure 7.7. The “CY-DMA” district metered area network and location of chlorine sensors.

Figure 7.8. Chlorine concentration bounds generated by the proposed BUBA and 30000

Monte-Carlo simulations at nine sensor locations on the “CY-DMA” district metered area

network.

supply tank inflow, one at the tank outflow and one at a network branch.

The tank volume observer described in section 7.3.2, uses the tank level measurements
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Figure 7.9. Diagram of the real transport network used in this case study

as well as the flow measurements q0a(k), q0b(k) and q1(k) to estimate the total water volume

inside the tank v̂(k) at each time step, as well as the individual water volume from each of

the two water sources, indicated by v̂a(k) and v̂b(k). The estimation of the two separate water

volumes in the tank is shown in Fig. 7.10(c).

Chlorine sensors are installed at the inflow and outflow of the tank, with their measure-

ments indicated by c0 and c1 respectively (Fig. 7.9). These measurements can be used to

estimate the chlorine bulk reaction rate of water from each source, using the estimated wa-

ter volumes, the chlorine measurements c0(k), c1(k) and the chlorine injection at the tank

uc(k). First, an initial estimate of the reaction rates of each source is calculated using his-

torical data. The optimization of (7.20) is solved, with conservative bounds on the decay

rates set to r = [0, 0] and r = [−1,−1]. The calculated reaction rates for each source are:
[r̂a(0), r̂b(0)] = [−0.0100,−0.0256] 1/hour. The chlorine concentration inside the tank can be
estimated using these constant reaction rates; we will indicate the estimated chlorine concen-

tration for this case by ĉ01(k). However, as seen from Fig. 7.10(a), there is significant discrep-

ancy between the estimated ĉ01(k) and measured c1(k) concentration when using a constant

reaction rate due to the varying water-quality characteristics in the tank.

The chlorine bulk reaction rate rout(k) at the tank output (and inside the tank) can be

estimated in real-time using the parameter estimation algorithm described in Section 7.3. The

parameter estimation algorithm estimates the reaction rates of each source, i.e. the reaction

rate r̂a(k) of source a and r̂b(k) of source b, as seen in Fig. 7.10(b). These two reaction-rate

estimates are then used with the water volume estimates v̂a(k) and v̂b(k) to calculate the

total reaction rate rout(k) as described in (7.27). The estimated chlorine concentration in the
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Figure 7.10. (a): Measurement of chlorine concentration at the tank output c1(k) compared to

its estimation when using a constant bulk reaction rate ĉ01(k), and when using a time-varying

bulk reaction rate ĉ1(k). (b): Estimation of chlorine reaction rates of source a and source b,

and the estimated total reaction rate in the tank r̂(k). (c): Estimation of water volume from

source a and source b in the tank.

tank ĉ1(k) using this time-varying reaction rate, is a better approximation of the measured

concentration c1(k) than when a constant reaction rate is used, as illustrated in Fig. 7.10(a).

The proposed Backtracking Uncertainty Bounding Algorithm described in Section 7.2

is now used to calculate chlorine concentration bounds at the measured location c2 inside

the network, using the estimated time-varying tank bulk reaction rate r̂out(k). The Iterative

Hydraulic Interval State Estimator (IHISE) proposed in [2] is first used to calculate a bounded

estimate of water flows in the network q̃ (k) = [q (k) , q (k)] using the available flow and head

measurements. The IHISE considers 20% uncertainty on flow and tank level measurements.

The BUBA uses the uncertain flows q̃ (k), while it also considers 30% uncertainty on the

given pipe wall reaction rates rw. The bulk reaction rate rb of each water parcel tracked by
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Figure 7.11.Measured chlorine concentration c2(k) compared to the BUBA calculated chlo-

rine concentration bounds when (a) using a constant bulk reaction rate and (b) when using a

time-varying bulk reaction rate which is estimated in real-time.

the BUBA, is equal to the tank bulk reaction rate which is given by the parameter estimation

algorithm, i.e., for a water parcel i which is exiting the tank at time step k then rb
i = r̂out(k).

Moreover, 30% uncertainty is considered on the bulk reaction rate rb
i of each water parcel.

The chlorine concentration bounds c̃2(k) calculated by the BUBA are compared in Fig.

7.11 to the measured concentration c2(k) in the network . In the same figure, the benefit of

estimating in real-time the reaction rate in the supply tank is examined by comparing the

BUBA bounds when using a constant reaction rate in the tank (Fig. 7.11(a)), with the BUBA

bounds when using the estimated time-varying reaction rate (Fig. 7.11(a)). The results show a

slight improvement on the bounding estimates when using the estimated time-varying decay

rate, as they better enclose the measurements, which are assumed to be fault-free during the

examined period. Note that for the specific case study, the bounds generated by the BUBA

are equal to zero for the first 2 hours and 45minutes. This is due to the travel time of chlorine

from the tank to the measured branch of the network. Before this time, the BUBA gives zero

bounds because of the assumption that the initial chlorine concentration in the network was

zero.
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7.5 Conclusions and future work

This work presents a comprehensive methodology for generating bounded chlorine con-

centration estimates at sensor locations in WDN, suitable to be used for sensor fault and

contamination detection purposes. The proposed Backtracking Uncertainty Bounding Al-

gorithm (BUBA) is able to calculate tight chlorine concentration bounds, given bounded

hydraulic-state estimates and bounds on water quality parameters. The bounds are validated

and compared to a large number of Monte-Carlo simulations on two benchmark networks.

Additionally, the BUBA is designed to facilitate time-varying bulk reaction rates, which oc-

cur in systemswithmultiple water sources. This is demonstrated by designing a real-time bulk

reaction rate estimation algorithm in tanks with water originating from different sources. The

parameter estimation algorithm and the proposed BUBA are then applied on a real network

case study with real data. An improvement is shown in the estimated chlorine concentration

bounds when using the real-time bulk reaction rate estimates.

The proposed methodology for bounded chlorine concentration estimation uses a linear,

first order model for chlorine decay dynamics. In future work we will demonstrate the formu-

lation of this methodology when using a more complex model of chlorine decay. Moreover,

we have only demonstrated a real-time parameter estimation algorithm for the decay rates in

tanks, however the proposed methodology is able to use the path information provided by the

BUBA to also facilitate a wall reaction coefficient estimation algorithm, which will further

reduce parameter uncertainty. The quantification of the parameter estimation uncertainty in

order to properly define parameter uncertainty bounds during the parameter estimation pro-

cess should also be investigated.

The execution time of the BUBA depends on the length of the water flow paths contribut-

ing chlorine to each examined node. The flow path lengths depend in turn on the size of the

examined network, the distance of known concentration points from the examined nodes,

and the travel time of water parcels with the worst case scenario being the use of the ini-

tial network conditions. The execution times can be improved significantly by utilizing more

memory resources to save the calculated chlorine concentrations along the node paths at each

corresponding time-step and use this information in subsequent time-steps, thus avoiding the

need to recalculate them.
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Chapter 8

Contamination detection using chlorine

concentration thresholds

To monitor water quality, utilities typically employ periodic manual sampling. However,

when a contamination event occurs, it may require days before it is detected. To enhancemon-

itoring, utilities employ sensors which monitor various water quality parameters. A common

approach is the use of chlorine sensors for monitoring chlorine residuals at different locations

in the network, in order to determine whether a contamination event has occurred. Unfortu-

nately, due to significant variability in water demands, as well as the effect of hydraulic and

quality control actions, the disinfectant residual at the sensor location may fluctuate signifi-

cantly in time, and therefore, model-free event detection algorithms may not be able to detect

certain contamination events, or they may cause false alarms. In [126], a method for comput-

ing bounds of the expected chlorine concentration at different chlorine sensing locations is

presented. This method considers the known chlorine input injection signals and also takes

into account the uncertainties in hydraulic dynamics. The bounds are calculated using multi-

ple Monte-Carlo Simulations (MCS) which run in parallel to the real system.

The present work extends the work in [126] by considering the use of multi-level thresh-

olds, which facilitate the computation of warnings regarding the possible occurrence of a

contamination event. Moreover, it is shown how these multi-level thresholds can be created

without the use of MCS, by utilizing the analytical methodology of the BUBA presented in

Chapter 7. At each time-step, a low-concentration bound is estimated by considering uncer-

tainty on water demands and roughness coefficients. Based on this bound, multiple levels

(thresholds) are calculated in real-time, giving the ability to identify possible contamination

events in less time than the baseline Lower-bound method, while contributing to the overall
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risk-evaluation process, limiting false positives. The proposed algorithm is evaluated using

a randomized contamination event generator implemented on EPANET[74] and EPANET-

MSX[98], based on a benchmark network.

This chapter is organized as follows: In Section 2, the design methodology is described,

and in Section 3, a case study on a realistic water distribution system is presented. In Section

4 we present how MCS can be replaced by the BUBA methodology of Chapter 7. Finally,

Section 5 concludes this work and discusses future work.

8.1 Design Methodology

TheWater Distribution Network has actuators and sensors for controlling and monitoring

chlorine concentrations, and is driven by the partially-known consumer demands d(k) ∈ Rnn

at nn nodes. The output signal yc(k) ∈ Rns of the system corresponds to themeasured chlorine

concentrations at ns locations where chlorine concentration sensors are installed.

We define k as the discrete time, with sampling time∆t,x(k) as the average chlorine con-

centration state vector andw(k) as the average contaminant concentration state vector, where

each state corresponds to the concentration in a finite volume within a pipe. Furthermore, we

define uc(k) as the controllable disinfectant concentration input and d(k) the consumer water

demands. Following on the formulation in [126], the water distribution system water quality

model can be described by

x(k + 1) = fc(x(k),uc(k),d(k);θ) + gc(x(k),w(k);θ) (8.1)

w(k + 1) = fw(w(k),d(k);θ) + gw(x(k),w(k);θ) + ϕ(k;θϕ)

y(k) = Cx(k),

where fc(·) and fw(·) are the advection functions for the disinfectant and contaminant sub-
stances respectively; gc(·) and gw(·) are the reaction functions for the disinfectant and con-
taminant substances respectively. The vector θ is in general comprised of all the parameters

affecting the dynamics, and in this work we will consider pipe roughness coefficients; in

general, the actual parameters of the vector θ are unknown (or partially/nominally known)

and may be time-varying. Function ϕ(·) corresponds to the unknown non-negative contam-
ination fault function; the set θϕ is comprised of the contamination fault parameters, such

as starting time, duration and magnitude. Finally, yc(k) is the output vector of the chlorine

measurements and C is the output matrix. Note that, this mathematical representation of the
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system is equivalent to the Eulerian model [91, 164] and the differential equations used by

EPANET-MSX [98].

Typically, the Water Distribution Network has a controller responsible for computing

the input signals uc(k) ∈ Rnu for the nu chlorination actuators. In this work, without loss of

generality, a time-based control algorithm is considered, to specify the chlorine concentration

set-point at the disinfection locations. The input signal uc(k), which can be time-varying, is

known and will be considered in the event detection algorithm. The input signal is a key

parameter of the proposed methodology, as it allows to consider known variations in the

quality, without triggering false positives alarms.

The actual nodal water demands d(k) ∈ Rnn at the nn nodes which affect the contami-

nant and disinfectant propagation, are not known, but in general are bounded within a region

d(k) ∈ d̃(k) ,
[
d(k),d(k)

]
. Likewise, the system parameters θ ∈ Rnp at the np pipes, are

partially known and are bounded within a region θ ∈ θ̃ ,
[
θ,θ

]
. We assume that it is possi-

ble to calculate lower and upper bounds for the regions d̃(k) and θ̃. Furthermore, the output

vector is bounded within a region, y(k) ∈ ỹ(k) ,
[
y(k),y(k)

]
, which is unknown, however

an estimate can be calculated using the complex and uncertain dynamics of hydraulics and

quality.

For the event detection, it is useful to calculate an estimate of the lower bound of the

output vector, such that y(k) ≥ y(k). This can be achieved using randomized Monte-Carlo

simulations [126]; in specific, M randomized simulations can run in parallel to the operation

of the real system, based on a nominal water distribution system model, and a nominal water

demand model while taking into account the input signal uc(k). Note that at each time step,

only the next time step needs to be computed. In specific, for the i-th Monte Carlo simulation,

vectors d(i)(k) and θ(i) are calculated, such that d(i)(k) ∈ d̃(k) and θ(i) ∈ θ̃. Therefore, the i-th

Monte Carlo simulation is used to calculate an estimate of the concentration at the j-th sensor,

ŷ(i)
j (k) at time k using (8.1). Finally, the estimated lower-bound can be calculated based on

the M simulations, as

y j(k) = min
{
ŷ(i)

j (k;d(i)(k),θ(i)) : i ∈ {1, . . . ,M}
}
. (8.2)

In practice, due to the uncertainties and the complex nature of the system, it cannot be

guaranteed that y j(k) < y j(k) for all k. Therefore, it is not possible to construct a detection

scheme which is based on the violation of the lower-estimation threshold, as it would cause

a large number of false positives. A different approach, would be to consider multiple lower

thresholds, and to require a delay threshold in detecting an event. The intuition is that lower
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Figure 8.1. Architecture of the proposed contamination event detection scheme.

levels would be able to detect a smaller number of (larger) contamination events, but faster,

whereas higher levels would be able to detect a larger number of (smaller) contamination

events but with some delay as well as with a higher risk of false positive alarms.

In this work a multi-level approach is proposed as follows: Compute multiple detection

levels µ(i)(k), for i ∈ {1, . . . ,m}, such that µ(i)(k) = γ(i)y j(k) and for 0 < γ(1) < γ(2) < . . . <

γ(m) ≤ 1. Then, for each sensor j and for each level i, compute a detection delay threshold

h(i)
j based on a set of historical and simulation data S describing both the normal and faulty

behavior of the system, for optimizing a specific metric (e.g., minimizing number of False

Positives or maximizing Accuracy and F1-score); such that h(i)
j = fh(S), where fh is the

algorithm which selects the optimal delay threshold.

The event detection logic compares a window of measurements with the multiple levels.

In general, an event alarm flag A j(k) at the j-th sensor node is triggered at time k, if for a

time-window of measured chlorine concentrations at the j-th sensor node, there is a number

of consecutive measurements which are lower than a certain level. In specific,

A j(k) =

Warning y j(τ) < µ
(i)
j (τ), τ ∈ {k − h(i)

j , . . . , k}, i ∈ {1, . . . ,m}
Normal otherwise

(8.3)

The overall architecture described in the paragraphs above can be summarized in Fig. 8.1.

8.2 Case Study

In the simulation studies of this section, a hydraulic benchmark model based on EPANET

and a quality benchmark model based on EPANET-MSX are used, similar to the case study
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Figure 8.2. The benchmark water distribution system with 129 nodes.

presented in [126]. The hydraulic benchmark corresponds to the ‘Network 1’ which was used

as part of the “Battle of the Water Sensor Networks” design competition [108], depicted in

Fig. 8.2. The network is comprised of np = 178 pipes, nn = 126 junctions, two tanks and one

reservoir. Realistic parameters are considered for all structural and hydraulic characteristics.

For each junction, the benchmark assigns a nominal water consumption volume, d(k), of 48-

hours duration andwith 30-minute hydraulic time-step. The quality benchmark is based on the

model used in [123] for simulating reactions of Chlorine and Arsenite in drinking water. The

water distribution network is assumed to use chlorine disinfection, and chlorine disinfection

actuators are considered at two locations, nu = 2, the ‘Reservoir’ and ‘Tank A’, as shown

in Fig. 8.2. In this case-study, all the hydraulic and quality models are simulated using the

EPANET and the EPANET-MSX toolkits, within the MATLAB programming environment

using the EPANET-MATLABToolkit, as described in Appendix Αʹ. The multi-species solver

uses the 5th-order Runge-Kutta method with a 10-minute time-step.

The placement of the five chlorine sensors is based on a Pareto optimal solution proposed

in the “Battle of the Water Sensor Networks” competition [108]. In specific, ns = 5 water

quality sensors are considered at nodes ‘17’, ‘31’, ‘45’, ‘83’ and ‘122’, as indicated in Fig. 8.2.

Considering single contamination events which can occur at any node at any time within one

day, with 5-minute sampling time, in total 37,152 contamination scenarios can be constructed

(129 nodes × 288 samples), for which the sensor placement scheme used is able to detect

(given an ideal contaminant sensor), 75.6% of all the constructed scenarios. This means that
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24.4% of all constructed contamination events cannot be detected using this sensor placement

scheme, and thus more sensors would be required to increase coverage.

The case study involves the simulation of 8 days of operation of the realistic water distri-

bution network. In the following, it is assumed that the demands and roughness coefficients

are unknown, but are bounded within a known region. Furthermore, the controller is based

on a simple known scheduling rule for specifying the input signal, e.g., due to a change in

water source quality, as follows:

uc(k) =

 1 mg/L if k < 3 days, k ≥ 5 days

0.5 mg/L if 3 days ≤ k < 5 days
(8.4)

The evaluation methodology followed in this case study is described as follows:

1. Identify the 10%worst-case contamination events for the network (with respect to the

impact metric of contaminated water consumption volume). Construct a contamina-

tion event scenarios set, comprised of the location and the time of occurrence.

2. Construct a dataset of 500 contamination scenarios based on the contamination event

scenarios set, with randomized magnitudes 0 < ϕ(·) ≤ 1 occurring on Day 4 of the

simulation, and with 15% maximum uncertainty in the demands (patterns and base

demands) at each node, as well as the roughness coefficients.

3. Construct a dataset of 500 scenarios of normal operationwithout contamination events

and with randomized demands and roughness coefficients, as in Step 2. This is im-

portant in order to evaluate the event detection ability of the proposed algorithm.

4. At each time step, run M = 100 Monte Carlo simulations to estimate the Chlorine

concentration at the next time-step. For this, we consider d̃(k) = (1 ± 20%) d̂(k) un-

certainty in the demands and θ̃ = (1 ± 20%) θ̂ in the roughness coefficients, with

respect to the nominal estimated parameters d̂ and θ̂. From the set of the 100 concen-

tration estimations at each node, calculate the minimum lower-bound concentration

estimation.

5. Based on the minimum lower-bound concentration estimation, computemmulti-level

thresholds which will be used for detection at each time-step.

6. To measure the ability of the detection scheme under different parameters, the follow-

ing are considered: For each scenario, a label is assigned depending on whether the

event has been correctly identified (True Positive), if there was a false alarm (False

Positive), if it was missed (False Negative), or if there was no contamination affecting

the sensor and there was no alarm (True Negative). This is performed for each sensor
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Figure 8.3. Comparison of chlorine concentration in sensor at node ‘17’ during normal op-

eration and during a contamination event.

separately. It is important to note that in some contamination events, the contaminant

may not reach some sensor locations. In addition to the labeling of each node behav-

ior for each scenario, we consider the general case when all the information from the

sensors is combined. Specifically, if there is at least one sensor with ‘False Positive’,

then the detection scheme as a whole is labeled as ‘False Positive’; otherwise, if there

is at least one ‘True Positive’, then the detection scheme is ‘True Positive’; otherwise,

if there is at least one ‘False Negative’, it is classified as ‘False Negative’; otherwise,

it is ‘True Negative’. This approach penalizes false positive warnings.

7. Based on the 1000 simulated training scenarioswith andwithout contamination events,

run the detection scheme for various levels and detection delay thresholds, and eval-

uate their True Positive, True Negative, False Positive and False Negative score, as

well as their F1-score metric.

8. Calculate the minimum detection delay thresholds which minimize the number of

False Positives (i.e., zero False Positives) for each level i,γ(i) ∈ {60%, 62%, ..., 100%},
i ∈ {1, ...,m} and m = 21.

9. Finally, evaluate the effectiveness of the proposed detection scheme based on the cal-

culated thresholds, in a test set of 357 contamination events, with unknown hydraulic

and water quality conditions, which were not used during the training period.

An example of how chlorine concentration is affected due to contamination event, is

shown in Fig. 8.3, when Arsenite is injected at node ‘27’ on Day 4 at time 08:30 as a step input

of magnitude 0.37 mg/L. At Day 5, the effects of the Arsenic contamination are appearing

on the sensor measurement, resulting in a decrease of the normal chlorine concentration. It is

important to note that due to the variability in the chlorine input, the normal measured output

is between 0.2-0.8 mg/L, and the contamination event causes a violation of these bounds for

only a short period of time. Thus, it might not be possible to confirm the event simply based

on the use of fixed alarm thresholds. Figure 8.4 depicts the estimated chlorine concentrations
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Figure 8.4. Comparison of 500 randomly simulated chlorine concentration estimations at

two sensor locations and the estimated lower bound computed using the 100 Monte Carlo

simulations

measured at nodes ‘17’ and ‘31’, for 500 randomized simulations (depicted as grey area).

The lower bound is depicted with the dashed line, and is the result of the computation of 100

Monte Carlo simulations which run in parallel to the operation of the system, considering the

inputs to the system. It is important to note that the lower bound is an estimate and as a result,

it cannot be assumed that it will not be violated at certain time steps. Figure 8.5 depicts the

estimated detection delay threshold computed based on the 1000 simulation scenarios, which

minimize the number of False Positives (in this case study we require zero False Positives),

with respect to the percentage level of the Lower Bound computed using the 100 Monte

Carlo simulations. Figure 8.6 depicts a subset of the multiple levels computed for node ‘17’,

together with the measured signal when a contamination event has occurred and reached the

node. As seen from the graph, the event is detected at Day 4.48, with 17 time steps delay (i.e.,

170 minutes).

Table 8.1 illustrates the results of the testing set of 357 random scenarios at the 10%

worst-case locations and times for contamination, when considering the multi-level detec-

tion thresholds. The first part of the table illustrates the results for each sensor separately,

with respect to the True/False Positives/Negatives. When considered independently, node

‘17’ has the highest F1-score (harmonic mean between precision and recall), and node ‘83’

the worst F1-score. From the 357 scenarios constructed, there were 2 False Positive occur-

rences at two nodes. However, when the results are combined according to the rule specified
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Figure 8.5. Detection delay thresholds with respect to the percentage level of the Lower

Bound.
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Figure 8.6. The chlorine concentration at node ‘17’ affected by a contamination fault, with

respect to the lower bound estimated using the Monte Carlo simulations and the Multiple-

bounds based on the proposed methodology. The star sign indicates the time the algorithm

has detected the contamination event.
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in the methodology, which penalizes False Positives, more scenarios are classified as True

Positives than what each sensor location achieves independently. This is because some con-

tamination scenarios can be detected only by some sensors. As a result, a higher F1-score can

be achieved when combined the 5 sensor information. As a note, the 34 True Negatives in the

‘combined’ case corresponds to the cases when the contamination event did not arrive at the

sensor locations at a concentration greater than zero within the time period of the simulation.

True Positive False Positive False Negative True Negative F1-Score

Junction-17 232 0 85 40 0.85

Junction-31 213 0 102 42 0.81

Junction-45 178 1 137 41 0.72

Junction-83 154 0 162 41 0.66

Junction-122 211 1 108 37 0.79

Combined 250 2 71 34 0.87

Table 8.1. Event detection algorithm evaluation on 357 random scenarios.

Table 8.2 shows the detection delay results when using the Lower-bound method and the

Multi-level method. To compare both methods, the minimum detection delay threshold was

selected for the Lower-bound method, so that the same number of False Positives (i.e., 2) are

found when using the test set. The results demonstrate that the Multi-level method is able

to detect contamination events significantly faster than if only the Lower-bound method was

used. In general, for the Multi-level method, detection occurs with a delay of median value of

2.33 hours, and a maximum delay of 46.33 hours. It is important to note that these delays are

required in order to guarantee that the False Positives are minimized, as it causes the method

to use conservative thresholds. An interesting observation of the present case study is that the

contamination magnitudes of the detected scenarios compared with the undetected scenarios

are not significantly different with respect to their medians, when using the Wilcoxon rank

sum test (p=0.448).
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Method Minimum Median Average Maximum

Lower Bound 18.33 18.66 26.00 57.50

Multi-level 2.17 2.33 5.43 46.33

Table 8.2. Detection delay for the Lower-bound method and the Multi-level method (hours).

8.3 Contamination detection using bounded water-quality

state estimation

The methodology of creating chlorine concentration thresholds using Monte-Carlo sim-

ulations has some disadvantages: First, the thresholds created by MCS are not guaranteed

to include all the possible outputs of the system, as defined by the bounds on the uncertain

parameters, as that would require a very large number of simulations. The application of the

contamination detection algorithm using MCS in real-time is limited by the computing ca-

pabilities of the platform hosting the algorithm. Second, even though the real-time input of

the system can be used in the simulations, it is not straightforward to use real-time measure-

ments from the system which can improve the calculated thresholds. This would require a

state-estimation algorithm which is able not only to use measurements to estimate the water-

quality state, but also create thresholds on state estimates.

Such a state estimation algorithm is the bounded chlorine concentration estimator as pro-

posed in Chapter 7. The proposed BUBA methodology uses real-time hydraulic interval-

state estimates produced by the IHISE algorithm as described in Chapter 4. These interval

estimates consider uncertainty in water demands and pipe parameters such as roughness co-

efficients, and it is able to use hydraulic-sensor measurements to improve these estimates.

The BUBA then uses bounded water flow estimates, while considering uncertainty on water-

quality modeling in the form of uncertain decay rates, to calculate thresholds on chlorine

concentration. Moreover, the BUBA is able to utilize chlorine concentration measurements

to improve the provided water-quality model using real-time learning of decay rates. The ad-

vantages using the IHISE and BUBA methodologies compared to MCS are summarized as

follows:

• The use of bounded water flow estimates to analytically calculate bounds on chlo-

rine concentration which are guaranteed to include the actual concentration in the

contamination-free case given the provided water-quality model and uncertainty on
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decay rates

• The utilization of real-time hydraulic measurements to improve bounds on the uncer-

tain water flows

• The use of real-time parameter estimation to improve the estimates of water-quality

parameters such as chlorine decay rates.

Multi-level thresholds can be created using the analytical methodologies of IHISE and

BUBA. Here, we calculate different thresholds by changing the level of uncertainty of the in-

put parameters. This is an advantage of having an analytical method of calculating thresholds

compared to MCS, as for each level of input and parameter uncertainty we can calculate in

one execution the corresponding output thresholds. Specifically, the detection level µ(i)(k),

for i ∈ {1, . . . ,m} is calculated as follows:

µ(i)(k) = f̃c

(
c(k − 1),uc(k), q̃(i)(k);M(θ̃

(i)
r (k);G)

)
, (8.5)

where f̃c (·) is the bounding chlorine concentration estimator as defined in (7.4), q̃(i) are the
flow bounds for threshold i, and θ̃(i)r (k) are the water-quality parameter bounds for threshold

i. The flow bounds are calculated using the IHISE methodology of Chapter 4 as follows:

q̃(i)(k) = f̃h

(
yh(k),uh(k), d̃(i)(k);M(θ̃

(i)
h ;G)

)
, (8.6)

where yh(k) are the hydraulic sensor measurements, d̃(i)(k) are the water demand bounds, and

θ̃h
(i)
(k) are the hydraulic parameter bounds. We define γ(i) as the level of uncertainty such

that 0 < γ(1) < γ(2) < . . . < γ(m) ≤ 1. Given estimated values for demands d̂(k), hydraulic

parameters θ̂h(k) and water-quality parameters θ̂r(k), the corresponding input uncertainty

for threshold µ(i)(k) is given by: d̃(i)(k) = ±γ(i)d̂(k), θ̃h
(i)
(k) = ±γ(i)θ̂h(k) and θ̃r

(i)
(k) =

±γ(i)θ̂r(k).
The overall architecture describing the multi-level contamination detection methodology

using the IHISE and BUBA state estimators is summarized in Fig. 8.7.

8.4 Conclusions and Future Work

In this work we present a model-based contamination event detection algorithm using

multiple detection thresholds, which monitor multiple chlorine concentration measurements

in real-time. In parallel to the real system operation, a set of Monte Carlo simulations are

executed, while at each time-step, based on the known input and by assuming known bounds
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Figure 8.7. Contamination detection using the multi-level thresholds and IHISE and BUBA

state estimators.

on the demands and roughness coefficients, an estimate of the chlorine concentration lower-

bound is calculated. However, this lower-bound cannot guarantee that the chlorine measure-

ments will be larger at every time step, due to the complex uncertain dynamics. Instead, a

detection delay threshold can be estimated, based on historical or simulated data. However,

when considering the lower-bound, this threshold can be large in order to reduce false posi-

tives. To improve this, a multi-level threshold approach is adopted in this work. In specific,

a set of pre-defined levels are computed as percentages of the lower-bound estimate, and for

each level a detection delay threshold is calculated based on a training dataset describing

normal and faulty conditions.

To evaluate the results, a training set of 1000 scenarios was created, with 500 normal

and 500 contamination scenarios, and based on these, the detection delay thresholds were

computed for each level. Afterwards, the algorithm was evaluated using a test set of 357

random contamination scenarios. The results, at least for this case study, demonstrate the

ability of the algorithm to identify a number of contamination events with a very small number

of false positives and with significant reduction in the detection delay.

Moreover, we show how to generate multiple level thresholds using the analytical BUBA

methodology in combination with hydraulic interval-state estimation, which in contrast to
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MCS it is able to guarantee the inclusion of the actual concentration in the contamination-

free case given the provided water-quality model. Additionally, this approach is able to utilize

available measurements from the network to improve the generated thresholds.

Future work will investigate the application of the algorithm in a water quality monitoring

system, and evaluate its effectiveness in real operational conditions.
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Chapter 9

Active contamination detection

In this paper, we propose a novel methodology for altering the area monitored by water

quality sensors inWater Distribution Systems (WDS) when there is suspicion of a contamina-

tion event. The proposed Active Contamination Detection (ACD) scheme manipulates WDS

actuators, i.e., by closing and opening valves or by changing the set-points at pressure con-

trolled locations, to drive flows from specific parts of the network in predetermined paths,

and enable the sensors to monitor the quality of water from previously unobserved locations.

As a consequence, the monitoring coverage of the sensors is increased and some contam-

ination events occurring within those areas can be detected. The objective is to minimize

the contamination impact by detecting the contaminant as soon as possible, while also main-

taining the hydraulic requirements of the system. Moreover, the methodology facilitates the

isolation of the contamination propagation path and its possible source. We demonstrate the

ACD scheme on two networks, analyze the results and open the discussion for further work

in this area.

9.1 Introduction

Traditionally, one of the most popular approaches for contamination detection in WDS

uses a set of fixed sensor locations over the WDS to monitor and alert faults [165, 166]. This

type of event detection methodology is also common in other infrastructure systems such as

power, transportation and communication networks. For each given WDS topology, a set of

possible sensor locations is available and the problem of finding the optimal set has been

investigated in depth over the past decades [88, 167, 168, 109]. The methodology of fixed

sensor locations for fault detection can be improved, in terms of detectability, by choosing
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optimal sensor locations based on hydraulic and topological analysis of the system. Sensor

placement for monitoring faults takes into consideration, mostly, four main goals: (1) max-

imal coverage of system components, (2) early detection of fault events, (3) deriving infor-

mation on the event source and (4) minimal number of sensors for economic reasons. Since

the resulted set of sensor locations applies minimal to no change on the network topology

or hydraulics, it is regarded as a Passive Contamination Detection (PCD) scheme, in which

no manipulation on the systems’ original (pre-setup) operation condition is being made. The

topology and hydraulics of the WDS are regarded as given and cannot be changed or altered

for detectability purposes.

In search for improved detection methodologies, studies in which the locations of the

above sensors are perfected to better achieve the four main goals of detection have been

published in the past [169, 170, 171]. As to date, most studies in the PCD field focus on

improving technical parameter analysis using state of the art algorithms. The challenges posed

in this field by the always-growing complexity of WDS calls for original, novel thinking and

methodologies. As opposed to the PCD scheme described above, an Active Contamination

Detection (ACD) scheme considers deliberate reconfiguration of system components and

hydraulics to achieve better detectability. ACD is based on a general concept in the fault-

diagnosis literature termed active fault detection, which states that an auxiliary input — a set

of known, predetermined input procedures in known times — can be applied to a system, to

improve the detection ability of a given sensor set [112]. The auxiliary input is designed in

a way such that specific faults trigger different responses from the system. Using a suitable

fault-detection methodology, the different responses are identified and linked to a fault, thus

improving fault detection time and fault isolation. Applying an active fault detection scheme

to different types of systems is not straightforward and poses a challenging task. It has been

successfully applied in the field of electrical engineering where it has been mainly studied in

the past two decades [110, 111].

The field of ACD in WDS lacks previous major researches, however related work that

can be considered a natural precursor of this work has been done in redesigning WDS for

containment of possible contaminations [172]. In this work we focus on the motivation for

generating ACD methodologies and the benefits when applied. The general problem of ac-

tively detecting a suspected contamination, while minimizing the impact of that contamina-

tion and maintaining hydraulic requirements of the network, is mathematically formulated.

Then, a simplified version of the ACD problem is solved using heuristic algorithms. The pro-

posed solution is demonstrated on two benchmark networks and the results are analyzed and
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discussed.

9.2 Motivational Example

The concept of ACD in WDS is demonstrated using a simple 6 (six) node network (Fig.

9.1) with arrows representing the flow direction in each of the connecting pipes between

nodes. Fig. 9.1(A) describes the original state of the network with no sensors or hydraulic

manipulation, the flow directions are as marked by the arrows. It can be observed from the

flow directions that no single sensor location can cover the entire network. For example,

when a sensor (S) is located in node 5 as in Fig. 9.1(B), node 6 is unobservable. Moving

the sensor (S) to node 6 as in Fig. 9.1(C), results in the loss of observability at nodes 3 and

5. The covered nodes in each scenario are marked in gray. A full system coverage, in this

layout and flow regime, cannot be achieved using only 1 (one) fixed sensor location. Fig.

9.1(D), on the other hand, shows the potential of using hydraulic manipulation in the form of

pipe closure. When the connecting link between nodes 2 and 4 is closed, the flows are forced

to generate a continuous path passing through all the system nodes. Therefore, if one of the

nodes is infected, the contamination will surely reach the sensor at some point of time.

Moreover, if the flow regimes shown in Fig. 9.1(C) and (D) are applied alternately over

the system operational times, a better source identification can be achieved. If a contamination

is detected during Fig. 9.1(C) operational times, it can be located at nodes 1,2,4 or 6. If a

switch to Fig. 9.1(D) causes a detection in the sensor, it can also be located at nodes 3 or 5.

It may be argued that redirecting suspected contaminating water from various parts of the

network, may spread the contamination to more consumers. This is the case when the sensor

is located as in Fig. 9.1(C), node 3 (three) is suspect of being contaminated and the control

action of Fig. 9.1(D) is applied. This scenario results in nodes 3,4,5,6 being contaminated,

while originally only nodes 3,5 would be contaminated, i.e., the contamination coverage has

increased. However, a better metric of contamination impact is howmuch contaminatedwater

is consumed, which is also a function of the detection time. If the alternative for confirming

the existence of a contaminant is to perform manual sampling at node (3), a procedure which

may take up to 24 hours, then the total contaminated water consumed by nodes 3,5 may

exceed the total contaminated water consumed by nodes 3,4,5,6 when the contamination is

detected in only a few hours by the sensor.
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Figure 9.1. Six node system. Arrows represent flow directions, S represents fixed sensor

locations and gray marks represent covered nodes.

9.3 Problem formulation

The topology of a Water Distribution Network (WDN) is described by a graph G =

(N ,L), where the nodesN represent water tanks or reservoirs, junctions of pipes and water

demand locations, while the links L represent pipes and pumps. Let the subset of nodes,

indicated by Ns ⊂ N , represent water contamination sensor nodes and the subset of nodes

Nc ⊂ N represent nodes suspect of contamination, of which only one can be the source of

contamination while the others represent the uncertainty of the contaminant source location.

The hydraulic state of the network is described by the flow-states q, where q j is the water

flow in link j ∈ L, and the head-states h, where hi is the piezometric head at node i ∈ N . The

piezometric head (referred to as just head from now on) consists of a component proportional

to the pressure pi at node i, and of the node elevation zi in respect to a geodesic reference. Each

node i inN is associated with a water demand at the node location, indicated by di ∈ R+.

The main hydraulic requirement in a water distribution network is that all consumer de-

mands are satisfied, which is achieved by ensuring a defined minimum pressure pmin at all

nodes. Additionally, a maximum pressure pmax should be ensured to reduce the risk of pipe

failures. The main hydraulic actuators in WDN are valves which can modify flow in pipes,
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valves which can modify pressure at nodes and pumps which add energy in the form of pres-

sure in the network.

Let the subset of linksLv ⊂ L indicate pipes that have valves which can open or close by

request. The status of pipe j ∈ Lv depends on the status of the valve on this pipe, indicated

by v j ∈ {0, 1}. The flow q j in pipe j is restricted to be equal to zero when the valve is closed,

i.e., when v j = 0, while the flow is unrestricted when v j = 1. Thus, flows in the network are

dependent on the input vector v ∈ {0, 1}nv , where nv is the number of valves in the network.

Additionally, let the subset of nodesNp ⊂ N be the pressure control nodes in the network

where pressure is regulated at a specified set-point. In this work, the head hi of node i ∈ Np

relates to the pressure set-point indicated by ui such that hi = ui+zi, where zi is the elevation

of the node. These nodes represent the output of Pressure Reduction Valves (PRVs) which are

usually placed at the entrances of District Metered Areas (DMAs) and their output pressure

can be selected. Another way the pressure control nodes are realized, is by using pumps

able of pump head control, i.e., the pumps are equipped with pressure sensors and are able

to regulate the pressure at the pump output. The pressure set-point vector u ∈ Rnp , where

np is the number of pressure control nodes, is constrained by the physical properties of the

corresponding actuating device, i.e., for PRVs the maximum pressure set-point is the PRV

input pressure, and for pumps it is the pump input pressure plus the maximum pressure the

pump can add. We define umin and umax as the lower and upper bounds respectively of the

pressure set-point vector.

The hydraulic state of a WDN is calculated using the conservation of energy and mass

equations [173] in discrete time, with the hydraulic step∆t corresponding to the discrete time

step k ≥ 0. The pressures and flows in the network for each time step k are calculated using

the hydraulics function fh (·) given by:

 p(k)q(k)

 = fh (d(k),h(k − 1),u(k),v(k);G) (9.1)

This work aims to develop an algorithm which enables the water quality monitoring of

the nodes in Nc, using the available stationary sensors in Ns by manipulating the valve v

and pressure u settings in the network. Monitoring a node inNc is defined as the event when

water originating from that node passes through any of the sensor nodes inNs at a later time

step. Specifically, let ftr(·) be defined as the contaminant trace function, which tracks the

spread of a contaminant from a node i ∈ Nc to other nodes in N . The set of contaminated
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nodes due to node i at time step k is denoted byN i
c (k) and given by:

N i
c (k) = ftr (Q(k),V (k), i ∈ Nc ;G) , (9.2)

whereQ(k) is the sequence of flow vectors such thatQ(k) = [q(1), q(2), ..., q(k)] and V (k)

is the sequence of valve control vectors such that V (k) = [v(1),v(2), ...,v(k)]. Finally,

monitoring of a node i ∈ Nc is achieved when N i
c (k) ∩ Ns , ∅. The earliest time step at

which a node i ∈ Nc has been monitored is defined as the detection time step and is given by

ki
d = min

{
k : N i

c (k) ∩Ns , ∅
}
,∀i ∈ Nc.

It is necessary to define a maximum allowable detection time step, denoted by k̄d. In

addition, the set K = {1, · · · , k̄d} is defined as the set of allowable time steps such that only
when kd ∈ K is a detection considered successful. The reason for defining k̄d may be to ensure

that a contaminant will reach a sensor location in a detectable concentration even if it decays

in the water. However, it can also be determined using other time constraints defined by the

utility operator. In some cases, depending on the available sensors or network topology, it

may be preferable to perform manual sampling instead of redirecting the contaminant to a

sensor. The decision of whether to perform manual sampling depends on the estimated time

it would take to perform this procedure. This information is incorporated into the maximum

detection time step k̄d of the proposed ACD methodology.

The primary objective of the proposed methodology is to minimize the impact of any

suspected contamination. In this work, for simplicity, the contamination impact refers to the

volume of contaminated water consumed and is calculated using the impact formula fimp(·).
The formula can be adapted to include different aspects of the “damage” caused by contami-

nant consumption [174]. It is assumed that when detection is confirmed, preventative actions

immediately take place that prevent further contamination. The contamination impact at time

step k of a contaminant originating from node i ∈ Nc, is denoted by Ii(k) and calculated as

follows:

Ii(k) = fimp

(
ki

d,D(k);N i
c(k)

)
=


∆t

ki
d∑
τ=1

∑
j∈N i

c(τ)

d j(τ), ki
d 6 k

∆t
k∑
τ=1

∑
j∈N i

c(τ)

d j(τ), ki
d > k

(9.3)

where D(k) is the sequence of demand vectors such that D(k) = [d(1),d(2), ...,d(k)] and

N i
c(τ) is the set of contaminated nodes in the network at time step τ due to contaminants

originating from node i ∈ Nc. Due to unknown source of contamination, it is necessary to

calculate the impact from a contaminant originating from any of the nodes in Nc. The final
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impact is the maximum of the possible impacts, calculated as follows:

I(k) = max
i

{
fimp

(
ki

d,D(k),N i
c(k)

)}
,∀i ∈ Nc (9.4)

As a secondary objective, the proposed methodology minimizes the valve control actions,

as it may be infeasible to close/open a large number of valves, especially when these are

not remotely controlled. The number of valve control actions taken at time step k can be

calculated by taking the L1-norm of the difference
∣∣∣v(k) − v(k − 1)

∣∣∣
1
. Let∆V(k) indicate the

total number of valve control actions taken until time step k, and calculated as follows:

∆V(k) =
k∑
τ=1

∣∣∣v(τ) − v(τ − 1)
∣∣∣
1
. (9.5)

Closing valves can significantly affect the pressures in the network. The methodology

should ensure that a hydraulic solution within the pre-defined pressure requirements is fea-

sible. This can be achieved by letting the algorithm choose the set-points u(k) for pressure

controlled nodes, for which the corresponding pressure constraints should also apply.

We then define the following multi-objective optimization problem:

Problem 1. Given a water network with a set of sensor nodes Ns and a set of nodes sus-

pect of contamination Nc at time k = 0, find the valve control vector sequence V (k̄d) =

[v(1),v(2), ...,v(k̄d)] and the pressure set-point sequence U(k̄d) = [u(1),u(2), ...,u(k̄d)]

such that:

argmin
V (k̄d),U(k̄d)

{
I(k̄d),∆V(k̄d)

}
I(k̄d) = max

i

{
fimp

(
kd,D(k̄d),N i

c(k)
)}
,∀i ∈ Nc

ki
d = min

{
k ∈ K : Ns ∩N i

c (k) , ∅
}
,∀i ∈ Nc

s.t. ∆V(k̄d) =
k̄d∑
τ=1

∣∣∣v(τ) − v(τ − 1)
∣∣∣
1

[p(k)⊤ q(k)⊤]⊤ = fh (d(k),h(k − 1),u(k),v(k);G) ,∀k ∈ K
pmin ≤ p(k) ≤ pmax, ∀k ∈ K
umin ≤ u(k) ≤ umax, ∀k ∈ K ,

Problem 1 is a multi-objective optimization problem and due to its high complexity, some

simplifications need to be made to solve it. In the following sections a simplified version of

Problem 1 is defined and then a solutionmethodology using heuristic optimization algorithms

is given.
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9.4 Problem simplification

The nonlinear functions in Problem 1 require the knowledge of water demands at each

time step and the initial conditions in the network in order to be calculated. The following

assumption is therefore imposed:

Assumption 9.4.1. Water demands d(k) in the network are known for k ∈ K and change

only at the defined discrete time steps. The initial head-state conditions of the network h(0)

are known.

The valve settings v(k) are considered as binary variables. Depending on the number

of valves nv = |Lv|, the number of combinations of this input for each time step is 2nv .

Considering that valve settings can change at every time step, then for the valve control

sequence V (k̄d) there are 2nv×k̄d possible combinations. This search space is large even for

heuristic algorithms to handle and in the case of large networks a solution may never be

found. The problem can be simplified by reducing the decision variables search space using

the following assumption:

Assumption 9.4.2. Only one control input is applied to the system, such that the valve control

vector v = v(1) = v(2) = · · · = v(k̄d) and the pump set-point vector u = u(1) = u(2) =

· · · = u(k̄d).

The pressure set-points u are continuous variables, which are bounded due to physical

and actuator limitations. Problem 1 can be further simplified by discretization of the pressure

set-points using the following assumption:

Assumption 9.4.3. Pressure set-points are discrete and predefined for each node i ∈ Np,

such that ui ∈ U, where the set of pressure settings U = {ui,min, · · · ,ui,max} has finite ele-
ments.

The objective function of Problem 1 can be simplified by defining a single objective

which is the linear combination of impact I(k) and number of valve actions ∆V(k). In order

to perform this simplification, the two quantities must first be normalized and then given

appropriate weights. Let Imax(k) denote the impact upper bound at time step kwhich is equal to

the total water consumed in the network until time k, the number of valves nv be themaximum

number of valve actions when Assumption 9.4.2 holds and β ∈ [0, 1] be an appropriately

chosen weight factor. The single-objective function cost will then be given by:

J(k) = (β/Imax(k)) I(k) + ((1 − β)/nv)∆V(k). (9.6)
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Solution set for ''Hanoi'' with source node '23' and sensor node '27'

Figure 9.2. Feasible solutions illustrating the Pareto frontier for Hanoi network with one

sensor

The conversion of this multi-objective problem into a single-objective problem using the

weighted sum of two criteria, has the advantage of reduced computational complexity and

the disadvantage of losing some solutions which may be optimal or near-optimal, and would

appear on the 2D Pareto frontier. The selection of parameter β is important, in order to extract

the best solution considering the defined optimality criteria. In this work βwas selected by the

authors so that the impact objective receives a higher priority. The shape of the Pareto frontier,

depends on the network topology and the feasibility of hydraulic solutions when the algorithm

tries to construct a path from the contamination source to the sensor location. Networks with

looped topology may allow a larger number of valves to be closed, thus providing more

freedom in constructing paths which will result in smaller detection times and less impact.

An example of the Pareto frontier created for the specific case of the Hanoi network when

the contaminant source is at node ‘23’ and the sensor is at node ‘27’, creates a convex Pareto

Front, as depicted in Fig 9.2. Note that feasible hydraulic solutions for this case exist only

for 0-3 valve actions.

We then define a simplified version of Problem 1 as follows:

Problem 2. Given a water network with a set of sensor nodesNs and a set of nodes suspect

of contaminationNc at time k = 0, find the valve control vector v and the pressure set-point
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vector u such that:

argmin
v,u

J(k̄d) =
(
β/Imax(k̄d)

)
I(k̄d) + ((1 − β)/nv)∆V(k̄d).

I(k̄d) = max
i

{
fimp

(
ki

d,D(k̄d);N i
c(k)

)}
,∀i ∈ Nc

ki
d = min

{
k ∈ K : Ns ∩N i

c (k) , ∅
}
,∀i ∈ Nc

s.t. ∆V(k̄d) =
∣∣∣v(1) − v(0)∣∣∣

1
,

[p(k)⊤ q(k)⊤]⊤ = fh (d(k),h(k − 1),u,v;G) ,∀k ∈ K
pmin ≤ p(k) ≤ pmax, ∀k ∈ K
u ∈ U

.

9.5 Solution using Evolutionary Algorithms

In this work we propose a solution methodology which uses a Genetic Algorithm (GA)

implemented by MATLAB® to select the appropriate inputs v and u which minimize the

objective function of Problem 2. Additionally, it uses a hydraulic simulator to implement the

hydraulic solver of (9.1) and contaminant trace function of (9.2) for a given network. The

solution methodology is described below.

9.5.1 Implementation of nonlinear functions

TheEPANETwater distribution network simulator libraries [74] are usedwith the EPANET-

MATLAB Toolkit as described in Appendix Αʹ to implement the hydraulic solver of (9.1)

and contaminant trace function of (9.2) for a given network. The contaminant trace function

ftr(·) provided by EPANET, returns the set of nodes that are affected by the contaminant, as
well as the percentage of contaminated water arriving at each node. A threshold cthr is defined

to indicate the minimum percentage of contaminant concentration that sensors can detect.

9.5.2 Decision variables

The GA decision variables are the vector of valve input v and the vector of pressure set-

points u. These are given to the GA as a single vector [v⊤u⊤]⊤ and later used appropriately

in the hydraulic simulation.

9.5.3 Fitness function

TheGA evaluates each input using an appropriately selected fitness function. In this work,

the fitness function represents the objective function of Problem 2. In addition, it includes
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terms that penalize solutions that do not lie in the search space defined by the problem con-

straints. This is a way to impose these constraints which also assists the GA to find a feasible

solution.

The first term of the fitness function is the pressure constraint penalty which penalizes

pressure deviations outside the pressure constraints. Given the inputs v and u, a hydraulic

simulation in EPANET calculates the pressures h(k), k ∈ K in the network as in (9.1). The

pressure penalty is then defined as:

P = max
k∈K

(
max
i∈N

(pmin − pi(k), 0)
)
+max

k∈K

(
max
i∈N

(pi(k) − pmax, 0)
)

(9.7)

After calculating the hydraulics of the network, the EPANET contaminant trace function

calculates the set of contaminated nodes in the network Nc(k),∀k ∈ K as in (9.2). The

contaminant detection time ki
d for each node i ∈ Nc is then calculated as follows:

ki
d =

 min
{
k ∈ K : N i

c(k) ∩Ns , ∅
}
, N i

c(k) ∩Ns , ∅
k̄d + 1 , N i

c(k) ∩Ns = ∅
(9.8)

Using the previous results, the contamination impact I(k̄d) is calculated as follows:

I(k̄d) = max
i

{
fimp

(
ki

d,D(k̄d),N i
c(k̄d)

)}
,∀i ∈ Nc (9.9)

The cost JGA(k̄d) of the GA fitness function is then given by:

JGA(k̄d) = αP +
(
β/Imax(k̄d)

)
I(k̄d) + ((1 − β)/nv)∆V(k̄d). (9.10)

where α >> β is the weight factor for the pressure constraint term.

The ‘pressure constraint penalty’ can be incorporated into a custom GA selection func-

tion, thus removing it from the cost function JGA(k̄d). This has the added benefit of having one

less weight factor to tune (α). However, the selection function should be constructed in such

way that maintains the property of pointing the search direction towards solutions that do not

violate pressure constraints by quantifying how “far” the current solution is from a feasible

solution. This is why the selection function should have as input, not only the current solution

cost, but also the “pressure constraint penalty” as defined in (9.7).

9.6 Example applications

9.6.1 Improving contamination monitoring example

The benchmark network “Hanoi” is used to demonstrate a solution to Problem 2 using

the proposed methodology described in the previous section. The network is simulated for 24
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(a)  Scheme: PCD, Hour: 24.5, Impact: 34586 (m3)

Sensor
Source

(b)  Scheme: ACD, Hour: 5.5, Impact: 5832 (m3)

Sensor
Source

Figure 9.3. Example of monitoring a previously unmonitored node and reducing the con-

tamination impact on the Hanoi network: (a) Contaminant never reaches the sensor in PCD

scheme, (b) Contaminant reaches the sensor when applying the proposed ACDmethodology.

hours, with a hydraulic time step of∆t = 30 minutes, using realistic water demand patterns.

The maximum detection time step is set to k̄d = 48 time steps, which is equivalent to 24

hours. The network model used is available in Supplemental Data.

In the example of Fig. 9.3, we demonstrate a case in which a previously unmonitored node

is able to be monitored using the proposed scheme. The sensor is placed at node Ns = {30}
and the node suspect of contamination is Nc = {18}, illustrated with blue and red colors

respectively. The contamination spread is indicated with red color. Note that in the figure only

an instance of the simulation is shown, as the hydraulic state of the network changes at each

time step. Fig. 9.3(a) shows the maximum contaminant spread in the default PCD scheme

where all the pipes are open. In this scenario, the contaminant never reaches the sensor. The

application of the proposed ACD methodology on this scenario, yields a valve control vector

v which closes the three pipes illustrated in Fig. 9.3(b). By closing these pipes, a flow path

between the contamination source and sensor is created and sustained long enough for the

contaminant to reach the sensor. The pressure control inputu changes the head of the pressure

controlled node from 100 (m) to 190 (m) in order to avoid negative pressures.

An example on the same network is given in Fig. 9.4, which illustrates a case where the

proposed algorithm reduces the monitoring time of a contaminated node. The sensor node

is selected to be Ns = {30} and the node suspect of contamination is Nc = {1}. Fig. 9.4(a)
shows that in the PCD scheme, where all pipes are open, the contaminant reaches the sensor

at kd = 20 time steps, or 10 hours. The application of the proposed methodology on this

scenario, yields a control vector v which indicates that pipes “28” and “30” highlighted in
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(a)  Scheme: PCD, Hour: 10, Impact: 47722 (m3)

Sensor

Source

(b)  Scheme: ACD, Hour: 6, Impact: 12283 (m3)

Sensor

Source

Figure 9.4. Example of monitoring time and contamination impact reduction on the Hanoi

network: (a) Contaminant detection time in PCD scheme, (b) Contaminant detection time

when applying the proposed ACD methodology.

Fig. 9.4(b) should be closed. Using this configuration the detection time is reduced to kd = 18

(time steps), which is equivalent to 9 hours. The ACD scheme thus managed to reduce the

contaminant detection time by one hour by closing two valves.

9.6.2 Multiple suspected nodes example

The ability of the algorithm to handle multiple suspected contamination nodes is demon-

strated in this section with two examples on the “Hanoi” network, as described in the pre-

vious section. In the example of Fig. 9.5, we demonstrate the same two instances of the

Hanoi network as in Fig. 9.3 and Fig. 9.4, with the difference that in these example a group

of nodes is suspect of contamination instead of only one node. In the first instance (Fig.

9.5(a)), the sensor is placed at node Ns = {30}, the nodes suspect of contamination is the
setNc = {15, 16, 17, 18, 27} (orange color) and the actual contamination occurs at node {18}
(black circle). In the second instance (Fig. 9.5(b)), the sensor is placed at node Ns = {30},
the nodes suspect of contamination is the setNc = {1, 2, 3, 20} (orange color) and the actual
contamination occurs at node {1} (black circle). The contamination spread is indicated with
red color. As illustrated in Fig. 9.5, the algorithm calculates a flow path to the sensor which

includes all suspected nodes, thus monitoring them all. Notice that the solutions differ from

the examples in Fig. 9.3 and 9.4, as the algorithm tries to monitor all the suspected nodes. The

contamination impact calculated is the maximum possible impact that would have occurred

if any one of the suspected nodes was the source of contamination.
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(a)  Scheme: ACD, Hour: 5.5, Impact: 4887 (m3)

Sensor
Source

(b)  Scheme: ACD, Hour: 7, Impact: 15041 (m3)

Sensor

Source

Figure 9.5. Example of multiple nodes being suspect of contamination: (a) The ACD solution

to the problem of Fig. 2 with 5 suspected nodes, (b) The ACD solution to the problem of Fig.

3 with 4 suspected nodes.

9.6.3 Transport Network example

In this case study we examine the benefits of using the ACD scheme in a network with

optimally placed sensors. We compare the contamination impact and detection times in the

default PCD case and when using the ACD scheme, for all possible contamination scenarios

in the network, i.e., for every possible contamination source (nodes). The “Hanoi” network

is used, which is a representative of a transport network with large pipes and demands.

Contaminant sensors were optimally placed using the S-Place toolkit [31]. The S-Place

toolkit places the sensors by minimizing the impact of all possible contaminations. Impact in

S-Place is defined as the volume of contaminated water consumed in m3 until the contam-

ination is detected, similar to the definition in this work. The sets of 1,2 and 3 sensors are

placed using exhaustive search, for a simulation period lasting 24 hours, deliberately chosen

to match the maximum detection time k̄d. The toolkit also has the option to consider demand

and parameter uncertainty during the sensor placement process, however it was not used be-

cause we assume known model and demands in this work.

Exhaustive search simulations were performed, where the following parameters were var-

ied:

1. The number of sensors. Three placement scenarios were considered: 1, 2 and 3 op-

timally placed sensors, with sensors placed at nodes Ns = {27}, Ns = {11, 27} and
Ns = {11, 21, 27} respectively.

2. Contamination source. Contamination originating from all the nodes in the network

(only one contamination node at each simulation).
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3. Contamination detection scheme. Passive (PCD) or Active (ACD) contamination de-

tection scheme is applied at each simulation.

The proposed ACD scheme manipulates valves and the reservoir head in order to drive

the contamination to a sensor, while satisfying hydraulic constraints. It assumes that the con-

tamination node is known a priori. The objective is to minimize the contamination impact

and valve control actions. The constraints when the ACD scheme is applied are defined as

follows:

1. Pressure constraints for all nodes are set to pmin = 20 (m) and pmax = 150 (m).

2. Concentration at sensors must be greater than cthr = 7% for detection.

For the selection of minimum pressure, pmin = 20 (m) was used because it is a common

pressure specification of water utilities during fire flow [175]. For the maximum pressure,

it is considered that the Hanoi network is a transport network with large pipes which can

withstand pressures up to 150 (m), as the demands are DMA entrances.

The threshold cthr is the minimum percentage of contaminant concentration that a sensor

can detect. Themaximumpercentage is 100%and corresponds to themaximum concentration

that same sensor can detect. The “contaminant” can be anywater quality parameter of interest.

In general, the choice of the threshold does not affect the operation of the algorithm and

is problem-specific. To demonstrate how the threshold cthr can relate to real water quality

parameters, the authors consider the so-called indicator parameter of color, which ismeasured

in Hazen units. The motivation behind this choice is the fact that pipe discoloration is a

common problem in the drinkingwater distribution systems of countries withwater shortages,

due to changes in water chemistry resulting from the increasing use of desalinated water.

The selection of a threshold takes into account the measurement range (0 − 200) Hazens of

an industrial sensor, e.g., the “i::scan NTU/FTU+Color” multi-parameter spectrophotometer

probe. The maximum allowable color in drinking water ranges from 15-20 Hazens (e.g., see

European Water Quality Standards). These values correspond approximately to the selected

7% threshold (15/200) considering the sensor measurement range.

As a technical note, the procedure of confirming the existence of a contaminant does not

need additional information when specialized sensors which detect specific types of contam-

inants are used. However, indicator-parameter sensors (chlorine concentration, conductivity,

Oxidation Reduction Potential (ORP), etc.) are commonly used in WDS and will only indi-

cate a variation in a specific water quality parameter. An appropriate threshold is then needed,

which will be calculated by an event detection algorithm in order to confirm the presence of
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Cov (%) k̃d (hours) Ĩ (m3) ṼC H̃ (m)

PCD ACD PCD ACD PCD ACD ACD ACD

Hanoi with 2 sensors

cthr = 4% 65.6 78.1 5.5 2.5 4962 1199 2 105

cthr = 7% 65.6 71.9 5.5 2.5 4962 1203 2 100

cthr = 10% 65.6 71.9 5.5 2.5 5104 1334 2 105

CY-DMA with 2 sensors

cthr = 4% 64.8 80.2 4 1 21 3 6 40

cthr = 7% 61.5 79.1 4 1 24 3 6 40

cthr = 10% 58.3 80.2 4 1 30 3 6 40

cthr Minimum detectable contaminant concentration in (%)

Cov: Percentage of nodes monitored by sensors.

k̃d: Median contamination detection time in hours.

Ĩ: Median contamination impact in m3.

ṼC: Median number of valves closed by the ACD scheme.

H̃: Median head at pressure control nodes in meters.

Table 9.1. Result metrics from simulation scenarios using Passive (PCD) and Active (ACD)

contamination detection schemes on Hanoi and CY-DMA networks with 2 sensors and vary-

ing detection thresholds 4%, 7% and 10%.

a contaminant. When using the ACD methodology, an event detection algorithm should be

able to anticipate the change in water quality due to the alteration of water flows. This is why

a model-based event detection algorithm is recommended to be used with the ACD method-

ology which is able to incorporate into the detection logic the hydraulic changes made by the

ACD methodology.

Simulation results include the Figures 9.6 to 9.8, that compare the default PCD scheme

(a) and the ACD scheme (b) for each sensor placement case. The contamination source nodes

that have been monitored are highlighted in yellow and the detection time and contamination

impact are shown above and below each node respectively. The results of this case study are

discussed in the section “Discussion of Results”.
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(a)  Source nodes detected in PCD scheme

Sensor
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Figure 9.6.Hanoi networkwith 1 optimally placed sensor: Detection time (impact) calculated

for all possible contaminant source nodes (a) in the default PCD scheme, (b) when using the

ACD scheme.
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Figure 9.7. Hanoi network with 2 optimally placed sensors: Detection time (impact) calcu-

lated for all possible contaminant source nodes (a) in the default PCD scheme, (b) when using

the ACD scheme.
(a)  Source nodes detected in PCD scheme
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Figure 9.8. Hanoi network with 3 optimally placed sensors: Detection time (impact) calcu-

lated for all possible contaminant source nodes (a) in the default PCD scheme, (b) when using

the ACD scheme.
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9.6.4 District Metered Area example

In this case study, a realistic network from a large water utility in Cyprus is used. The

“CY-DMA” network represents a District Metered Area of which, as opposed to the “Hanoi”

network, the pipes are of smaller diameter and demands are residential consumers. Addition-

ally it has a more complex structure, thus demonstrating the ability of the proposed method-

ology to perform in more realistic complex situations.

The scenario variations and constraints are the same as described in section “Transport

Network example”, with the exception of the sensor locations (selected using the S-Place

toolkit) and the pressure constraints. Three placement scenarios are considered: 1, 2 and 3

optimally placed sensors, with sensors placed at nodes Ns = {26}, Ns = {9, 28} and Ns =

{9, 28, 36} respectively. Due to this being a network with residential consumers, in order to
protect household piping from high pressures the maximum pressure constraint was reduced

to the recommended value of pmax = 80 (m) [175].

The results include the Figures 9.12 to 9.14, that compare the PCD scheme (a) and the

ACD scheme (b) for each sensor placement case. The results of this case study are discussed

in the section “Discussion of Results”.

9.7 Additional network example: M1

In this case study, the “M1” network is used. The scenario variations and constraints are

the same as Example 1: Hanoi. Three placement scenarios are considered: 1, 2 and 3 optimally

placed sensors, with sensors placed at nodes Ns = {26}, Ns = {9, 28} and Ns = {9, 28, 36}
respectively. The results on “Example 2: M1”, do not indicate an increase in coverage. This

is due to the looped topology of this network. However, contamination impact is again re-

duced significantly, seeing a reduction in median contamination impact by five times in the

one sensor case. Simulation times are increased compared to the Hanoi case and range from

five to nine minutes. The simulation time of the provided solution methodology using evolu-

tionary algorithms can be reduced, since evolutionary algorithms are suitable for distributed

computing. The minimum pressure requirement in this case could not be satisfied and pmin

had to be reduced to 4 (m) in order for the ACD scheme to achieve a solution. In addition, the

pressure control input had to reach the upper bound of its constraints to achieve this minimum

pressure in the network, which is why the median head increase is 40 (m) in all cases. This

is again due to the looped nature of this network and it may could be avoided with additional
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Figure 9.9. CY-DMA network with 1 optimally placed sensor: Detection time (impact) cal-

culated for all possible contaminant source nodes (a) in the default PCD scheme, (b) when

using the ACD scheme.
(a)  Source nodes detected in PCD scheme
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(b)  Source nodes detected using ACD
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Figure 9.10. CY-DMA network with 2 optimally placed sensors: Detection time (impact)

calculated for all possible contaminant source nodes (a) in the default PCD scheme, (b) when

using the ACD scheme.
(a)  Source nodes detected in PCD scheme
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(b)  Source nodes detected using ACD
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Figure 9.11. CY-DMA network with 3 optimally placed sensors: Detection time (impact)

calculated for all possible contaminant source nodes (a) in the default PCD scheme, (b) when

using the ACD scheme.
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pressure controlled nodes. System resilience can be affected, which is why this methodology

should be used in emergency situations.

Cov (%) k̃d (hours) Ĩ (m3) ṼC H̃+ (m)

PCD ACD PCD ACD PCD ACD ACD ACD

M1

1 Sensor 57.5 57.5 4.5 1.5 1939 392 7 40

2 Sensors 72.5 72.5 1.5 1 256 114 5 40

3 Sensors 90 90 1 1 85 65 5.5 40

Cov: Percentage of nodes monitored by sensors.

k̃d: Median contamination detection time in hours.

Ĩ: Median contamination impact in m3.

ṼC: Median number of valves closed by the ACD scheme.

H̃+: Median head increase at pressure control nodes in meters.

Table 9.2. Result metrics from simulation scenarios using Passive (PCD) and Active (ACD)

contamination detection schemes on M1 networks with 1 to 3 sensors.

9.7.1 Discussion of Results

In this section the results of “Transport Network example” and “District Metered Area

example” case studies are discussed and evaluated. Specific metrics are defined and given in

Table 9.3 to help in this process. The following metrics are defined:

• Cov: Network coverage, defined as the percentage of contamination source nodes mon-

itored by the installed sensors in all scenarios.

• k̃d: The median of detection times in the scenarios when a source node is classified as

being monitored.

• Ĩ: The median contamination impact in all scenarios, defined as the contaminated water

consumed.

• ṼC: The median number of valves closed in the scenarios when a source node is clas-

sified as being monitored when using the ACD methodology.

• H̃: The median head at the pressure control node in the scenarios when a source node

is classified as being monitored when using the ACD methodology.
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Figure 9.12. M1 network with 1 optimally placed sensor. Left: Contaminant nodes and de-

tection time (impact) for default PCD case. Right: Contaminant nodes and detection time

(impact) with ACD scheme.
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Figure 9.13. M1 network with 2 optimally placed sensors. Left: Contaminant nodes and

detection time (impact) for default PCD case. Right: Contaminant nodes and detection time

(impact) with ACD scheme.
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Figure 9.14. M1 network with 3 optimally placed sensors. Left: Contaminant nodes and

detection time (impact) for default PCD case. Right: Contaminant nodes and detection time

(impact) with ACD scheme.
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Networks

& Sensors

Cov (%) k̃d (hours) Ĩ (m3) ṼC H̃ (m)

PCD ACD PCD ACD PCD ACD ACD ACD

Hanoi

1 Sensor 40.6 75 6.5 2.5 11398 1642 2 120

2 Sensors 65.6 78.1 5.5 2.5 4962 1289 2 105

3 Sensors 68.8 81.3 4 2 3807 956 2 115

CY-DMA

1 Sensor 40.7 74.7 4 1.5 91 3 8 40

2 Sensors 61.5 79.1 4 1 24 3 6 40

3 Sensors 76.9 80.2 4 1 16 2 6 40

Cov: Percentage of nodes monitored by sensors.

k̃d: Median contamination detection time in hours.

Ĩ: Median contamination impact in m3.

ṼC: Median number of valves closed by the ACD scheme.

H̃: Median head at pressure control nodes in meters.

Table 9.3. Result metrics from simulation scenarios using Passive (PCD) and Active (ACD)

contamination detection schemes on Hanoi and CY-DMA networks with 1 to 3 sensors.
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The results on “Transport Network example” indicate a significant increase of network

coverage, especially in the case of one sensor, as seen in Table 9.3. A notable outcome is

that network coverage when using the ACD scheme with one sensor (Fig. 9.6(b)) is better

than the case of three optimally placed sensors in the PCD scheme (Fig. 9.8(a)). This implies

that if a water utility has information about a contamination a priori, e.g., from customer

complaints, it is possible to confirm the existence of a contaminant using fewer sensors. Note

that the sensors in this case studywere optimally placed for the PCD scheme, meaning that the

ACD performance can still be improved with a dedicated sensor placement methodology. In

terms of simulation time, each simulation needs approximately 3minutes to run on a personal

computer with Intel Core i5-2400 CPU at 3.10GHz.

In general, a significant reduction of contamination impact is observed when the ACD

scheme is used, as observed by the median Impact in Table 9.3. Even when both methodolo-

gies detect the contamination, significant decrease in impact is observed as seen from Figures

9.6 – 9.8. Note that the median impact is reduced by approximately ten times. Reduced im-

pact is also accompanied by reduced detection time. All these benefits come at the cost of

valve actions and increased pressure in the network, even though the hydraulic constraints are

satisfied. The median number of control inputs for the Hanoi network are two valve actions

per simulation, while the median pressure set-point ranges from 105 to 120(m) depending on

the scenario.

The results on “District Metered Area example” again indicate an increase in coverage,

especially in the case of 1 and 2 sensors, as seen in Table 9.3. The contamination impact

when using the ACD scheme is reduced by approximately a factor of eight, similar to the

transport network of “Hanoi”. Valve actions are increased, with the median number of valve

actions ranging from six to eight, due to this being a larger network in terms of nodes. The

pressure set-points are significantly lower in this example as it is a network with residential

consumers. The distribution of pressure set-points and the number of valve actions for each

network-sensor case are graphically shown in Fig. 9.15 and respectively.

9.8 Sensitivity analysis

In order to assess the sensitivity of the algorithm to the detection threshold cthr, additional

simulations are performed on the “Hanoi” and “CY-DMA” networks, for the case where two

sensors are installed, and this threshold is varied between the values of 4%, 7% and 10%.

The results from these simulations indicate that the coverage is not affected by the change in
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Figure 9.15. Distribution of pressure set-points for each scenario

threshold, while the impact is increased only marginally when the threshold increases.

In order to assess the performance of ACDmethodology when there is uncertainty in wa-

ter demands and model of the network, sensitivity analysis has been performed. Specifically,

for each solution calculated by theACD algorithm for a given contamination scenario (i.e., for

a given network, source and sensor nodes), 1000 additional Monte Carlo Simulations (MCS)

were performed where the demands and roughness coefficients of pipes were randomly var-

ied between ±2, 4, 6, 8 and 10% of their estimated value, following a uniform distribution.

Aggregated metrics for each uncertainty case are given in Table 9.4. The metrics used are: 1)

The percentage of simulations where monitoring of the contaminant was achieved using the

control settings calculated by the ACD algorithm. 2) The Mean Percentage Deviation of the

contamination Impact mean calculated in the MCS, related to the Impact calculated by the

ACD algorithm, defined as follows:

IMPMD =
1

nn

nn∑
i=1

100
(
IACD
i − µ

(
IMCS
i

)
/IACD

i

)
(9.11)

where µ
(
IMCS
i

)
is the mean Impact from the MCS for contamination scenario i and IACD

i is

the Impact calculated by the ACD algorithm for scenario i. 3) TheMean Percentage Standard

Deviation of the Impact calculated by the MCS for each scenario, related to the mean Impact

of each scenario, defined as:

158

Stel
ios

 G
. V

rac
him

is



CY-DMA S1

0 5 10 15 20

Number of valve actions

0

2

4

6

8

10

O
cc

ur
an

ce
s

CY-DMA S2

0 5 10

Number of valve actions

0

5

10

15

O
cc

ur
an

ce
s

CY-DMA S3

0 5 10 15

Number of valve actions

0

5

10

15

O
cc

ur
an

ce
s

Hanoi S1

0 1 2 3

Number of valve actions

0

5

10

15

O
cc

ur
an

ce
s

Hanoi S2

0 1 2 3

Number of valve actions

0

5

10

15

20

O
cc

ur
an

ce
s

Hanoi S3

0 1 2 3

Number of valve actions

0

5

10

15

20

O
cc

ur
an

ce
s

Figure 9.16. Distribution of number of valve actions for each scenario

IMPSD =
1

nn

nn∑
i=1

100
(
σ
(
IMCS
i

)
/µ

(
IMCS
i

))
(9.12)

where σ
(
IMCS
i

)
is the standard deviation of Impact from the MCS of scenario i.

The results show that the existence of the solution provided by the ACD algorithm is

robust to demand and model uncertainty, as the suspected nodes are monitored in at least

99.6% of the varied scenarios. The variation of the contamination impact under these uncer-

tainties, as shown in Table 9.4, increases proportionally to the increase of uncertainty. It is

observed that the Impact variation may be network dependent, as it is of smaller magnitude

in the Hanoi network which has less nodes compared to the CY-DMA network.

9.9 Conclusions and Future Work

In this work we address the problem of water contamination detection in Water Distri-

bution Networks (WDN) by applying a methodology of Active Contamination Detection

(ACD), which manipulates the system inputs in a way that assists the contamination detec-

tion process. A generalized formulation of this problem is provided. Hydraulic constraints are

incorporated into the problem, thus providing solutions that maintain the system in operation.

A maximum detection time limit takes into account the scenario when manual sampling is

preferable to be performed. Due to the complexity of this problem, a simplified version of

159

Stel
ios

 G
. V

rac
him

is



Hanoi CY-DMA

Uncertainty (%) Solved (%) I-MPMD (%) I-MPSD (%) Solved (%) I-MPSD (%) I-MPSD (%)

2 100.00 3.95 5.35 100.00 11.41 13.10

4 100.00 6.22 7.61 100.00 17.83 18.80

6 100.00 7.65 8.51 100.00 22.23 21.79

8 99.92 9.18 8.83 100.00 26.22 23.48

10 99.61 9.68 9.19 100.00 29.73 24.40

Uncertainty:
Variation of combined water demand and roughness in the MCS as a percentage of their

known values

Solved:
Percentage of MCS where monitoring of the contaminant was achieved using the settings

calculated by the ACD algorithm

I-MPMD
Mean Percentage Deviation of the mean Impact from the MCS from the Impact calculated

by the ACD algorithm

I-MPSD Mean Percentage Standard Deviation of the Impact from the MCS

Table 9.4. Sensitivity analysis results of the ACD methodology applied to the Hanoi and

CY-DMA networks

this problem is solved using evolutionary algorithms. Simulations are performed on networks

where sensors are optimally placed for Passive Contamination Detection (PCD). The results

show that it is possible to significantly reduce contamination impact, which in this work is

defined as the contaminated water consumed, bymanipulating the system valves and pressure

set-points. Moreover, the system coverage is improved and monitoring time is decreased.

The intended use of the proposed methodology is to provide an additional tool at the

disposal of water managers that can be used in conjunction with conventional water qual-

ity monitoring. A water utility may have a few specialized contamination sensors within a

system (which may be of high cost), in parallel to a larger number of general water quality

sensors (e.g., chlorine, ORP etc). A suspicion of a contamination may then arise due to abnor-

mal readings of a general water quality sensor and confirmed by driving the contamination

to a specialized sensor using the ACD methodology. When using general water quality sen-

sors to identify abnormalities in water quality, measurements from more than one sensor and

knowledge of water flows in the network can be combined using a suitable contamination

detection methodology [176] to pinpoint a suspected contamination location. This location

may not necessarily have a sensor installed.

Another example use of the proposed methodology is the case of a sensor fault which
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has as a result a substantial reduction in coverage. The sensor-fault can be obvious, such as

the sensor giving a constant zero reading, thus the water utility will know not to rely on the

this sensor. The ACDmethodology can then be used to provide additional coverage with less

sensors, as seen from the simulation results in this work. The impact of the contamination

when using ACD is lower than when using PCD with the same number of sensors because

the methodology tries to minimize this metric.

The ACD methodology does not require operable valves at all the pipes of the network,

as it is able to work given a set of existent valves in the network. The calculated solution

depends on the number of valves, location of valves and topology of the network. Current

water networks may lack the Industrial Control System (ICS) infrastructure to remotely con-

trol valves and apply timely emergency response. However, the development trend of modern

water distribution systems is towards remote sensing and control. If a water utility wants to

employ such a system specifically for the use of the ACD methodology, optimal valve place-

ment oriented towards increasing the efficiency of ACD can significantly reduce the valves

needed and provide sufficient coverage.

When using the proposed methodology, there is a trade-off between increased monitor-

ing capability and system resilience. A way to mitigate this problem is to include in the op-

timization procedure a metric of system resilience and take that into account when choosing

a solution. Additionally, this methodology requires the knowledge of a set of nodes which

are suspect of contamination in order to be applied. Sensitivity analysis with respect to water

demand and model parameter variations, show that the existence of a solution to the ACD

problem is robust to these uncertainties, whereas the impact value is more sensitive. In future

work, these uncertainties can be taken into account in the Problem Formulation in order for

the methodology to provide a more robust solution. This work could also benefit from a study

which assesses the performance of this methodology on networks with different character-

istics, because the existence of a solution that does not violate pressure constraints greatly

depends on the networks topology. Other extensions of this work include further investi-

gation of the weight β in the optimization cost function, modifications to redirect flows to

flushing locations when the presence of a contaminant is confirmed and modification to fo-

cus on creating isolated paths between locations suspect of contamination and sensor nodes,

in order to improve the localization of a contamination source.
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9.10 Data Availability

The data, models, or code generated or used during the study are available in a repository

or online. [ https://doi.org/10.5281/zenodo.2566001 ]
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Chapter 10

Conclusions and Future Work

10.1 Conclusions

The modernization of WDS with the installation of sensors and computer systems to pro-

cess sensor data offers the opportunity for real-time monitoring and fault-diagnosis in these

critical infrastructures. Due to the small number of measurements compared to the system

size and the significant modeling uncertainty, a priori available information should be used

to give a useful estimation of the system state. This thesis offers methodologies for state-

estimation and fault-diagnosis which address these practical difficulties. They are designed

to work in real-time using acquired measurements to deduce the state and/or give a decision

about the existence of a fault.

The practical implementation of the developed model-based techniques requires an inte-

grated platform for water distribution systems management which can host these algorithms

in the form of plug-in software modules. The platform would enable real-time implemen-

tation by handling the information exchange between operators, software modules, sensors

and actuators of the system. Moreover, it would be responsible to visually deliver the output

information of algorithms to the operators, in a way that facilitates the decision making pro-

cess. Such a platform would also handle the integration of system information needed by the

model-based methodologies of this thesis, such as:

• GIS containing network spatial data

• Hydraulic and water-quality model, including bounds on parameter estimates

• Historical billing data

• Population densities and building information from open data

• Sensor specifications and locations
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Additionally, some pre-processing software modules are required before applying the pro-

posed real-time algorithms, such as a data validation module to pre-process sensor read-

ings and remove outliers or ‘bad’ readings caused by sensor faults, and a demand pseudo-

measurement generator which is able to give not only estimates of the demands but also

bounds on these estimates based on the available historical information.

The key assumption of this thesis is that uncertain quantities in WDS are better described

by error bounds on their estimates; in comparison, traditional state-estimation methodologies

assume a known statistical characterization of the uncertainty, especially on measurements.

We make the case that due to the use of pseudo-measurements this is an unrealistic assump-

tion for water networks, and as a result, the main contribution of this thesis is the development

of methodologies for solving hydraulic and water-quality models containing bounded uncer-

tainties. Through the use of these methodologies, network operators can gain a complete view

of the system, while also having a quantified measure of state estimation uncertainty.

Specifically for hydraulic-state estimation, a novel methodology is proposed that gener-

ates interval-state estimates (IHISE), by modeling uncertainties as intervals taking into ac-

count the water demand uncertainty and modeling uncertainty in the form of uncertain pipe

parameters. The results show that the proposed methodology is able to generate tight bounds

on hydraulic states and can be used in place of randomized methods such as Monte-Carlo

Simulations (MCS). The advantage of this methodology over MCS is that the analytically

calculated bounds guarantee the inclusion of the true system state, while the iterative nature

of the algorithm makes these bounds as tight as possible. Moreover, the IHISE algorithm

requires less computational resources compared to the large number of MCS required to ob-

tain comparable results. However, similarly to MCS, the computational complexity increases

with the number of states in the examined network.

The availability of a hydraulic-state estimation algorithm also enables water-quality state

estimation due to the interconnected nature of hydraulic and water-quality dynamics. Water

flows are modeled as an input to water-quality models and since interval-flow estimates are

available, the development of a methodology which is able to use them is proposed. Mod-

eling of water-quality dynamics contains significant uncertainty in the reaction rates of the

substances of interest, which are affected not only by the chemical characteristics of the pro-

vided treated water but also by the physical characteristics of pipes in the network. Reac-

tion rate uncertainty is also modeled by a bounded estimates. The proposed Backtracking

Uncertainty Bounding Algorithm (BUBA) is able to calculate tight chlorine concentration

bounds, given bounded hydraulic-state estimates and bounds on water quality parameters.
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The bounds are validated and compared to a large number of MCS. An often ignored charac-

teristic of water-quality models is that they contain time-varying parameters. The BUBA is

designed to facilitate time-varying bulk reaction rates, which occur in systems with multiple

water sources. This is demonstrated by designing a real-time parameter estimation algorithm

which estimates the bulk reaction coefficients in tanks with water originating from different

sources. The parameter estimation algorithm and the proposed BUBA are then applied on a

real case study and an improvement is shown in the estimated chlorine concentration bounds.

The proposed state-estimation methodologies can be naturally used with model-based

fault-diagnosis methodologies, because many of these rely on the availability of bounding

state estimates which are calculated by some knowledge of the system uncertainties. Specif-

ically we address the problem of leakages in WDS which is of great interest to water utilities

due to the lost revenue from un-billed water but also due to the environmental impact of

wasting this increasingly scarce resource. A methodology for leakage detection in WDS is

proposed by directly using hydraulic interval-state estimates derived by the IHISE algorithm

as detection thresholds. The methodology is applied on a case study of a modified transport

network in Cyprus, using real data, with the aim to determine the existence of unaccounted-for

water. The results show that the existence of an artificial leakage into the data can be detected,

due to state bound violation. The practice of evaluating leakage detection and diagnosis al-

gorithms on real network is followed by many researchers, however for them to evaluate and

compare their fault diagnosis methodologies on the same case studies is difficult, as these

may be considered as confidential. This is why in this thesis we develop a widely accessible

dataset of real or realistic leakage scenarios, the Leakage Diagnosis Benchmark (LeakDB),

which can be used as a common benchmark for research reproducibility. The dataset contains

multiple scenarios and networks under varying conditions, to provide an objective assessment

of the fault diagnosis algorithms, while also providing specific metrics for the evaluation of

the algorithms with which we evaluate a number of detection algorithms.

The evaluation of the leakage detection methodology using directly interval-state esti-

mates on the LeakDB demonstrated low detectability rates. A new methodology for leakage

detection and localization in WDS is proposed using an model invalidation. An interval-

model is formulated using historical data on demands and by deriving bounds on the un-

certainty from this information. Demand calibration data in the form of group demand esti-

mates are also incorporated into the model. Leakage detection is performed by incorporating

real-time measurements from the network and checking the validity of the healthy interval-

model. The results show increased detectability rates compared to the previous approach.
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Moreover, a methodology for leakage localization is proposed, based on this interval-model,

which yields a priority node-list that seems to significantly reduce the leakage search space

for water utilities.

Another critical fault in WDS is water contamination, which we address in this thesis by

proposing a model-based contamination event detection algorithm using multiple detection

thresholds, which monitor multiple chlorine concentration measurements in real-time. In the

first version of this algorithm, MCS are executed in parallel to the real system operation,

while at each time-step, based on the known input and by assuming known bounds on the de-

mands and roughness coefficients, an estimate of the chlorine concentration lower-bound is

calculated. However, the MCS generated bounds cannot guarantee the inclusion of chlorine

measurements due to the complex uncertain dynamics of the system, resulting in many false

positives. Instead, a detection delay threshold can be estimated, based on historical or simu-

lated data. However, when considering the lower-bound, this threshold can be large in order

to reduce false positives. To reduce false negatives due to the use of conservative bounds,

a multi-level threshold approach is adopted in this work. In specific, a set of pre-defined

levels are computed as percentages of the lower-bound estimate, and for each level a detec-

tion delay threshold is calculated based on a training dataset describing normal and faulty

conditions. The results demonstrate the ability of the algorithm to identify a number of con-

tamination events with a very small number of false positives and with significant reduction

in the detection delay. Moreover, we show how to generate multiple level thresholds using

the analytical BUBA methodology in combination with hydraulic interval-state estimation,

which in contrast to MCS it is able to guarantee the inclusion of the actual concentration in

the contamination-free case given the provided water-quality model. Additionally, this ap-

proach is able to utilize available measurements from the network to improve the generated

thresholds.

Even with a very good contamination detection scheme, the scarcity of sensors may not

guarantee the detection of all possible contaminants in the network. Moreover, the uses of

general-purpose sensors, such as chlorine sensors, only give an indication of the existence of

a contaminant and it does not confirm it. A water utility may have a few specialized contam-

ination sensors within a system (which may be of high cost), in parallel to a larger number of

general water quality sensors (e.g., free chlorine, ORP etc). To address the above problems,

this thesis proposes a novel methodology for altering the area monitored by water quality sen-

sors in Water Distribution Systems (WDS) when there is suspicion of a contamination event.

The proposed Active Contamination Detection (ACD), manipulates the system inputs in a
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way that assists the contamination detection process. Hydraulic constraints are incorporated

into the problem, thus providing solutions that maintain the system in operation. A maximum

detection time limit takes into account the scenario when manual sampling is preferable to

be performed. Due to the complexity of this problem, a simplified version of this problem

is solved using evolutionary algorithms. The results show that it is possible to significantly

reduce contamination impact, which in this work is defined as the contaminated water con-

sumed, by manipulating the system valves and pressure set-points. Moreover, the system

coverage is improved and monitoring time is decreased. The intended use of the proposed

methodology is to provide an additional tool at the disposal of water managers that can be

used in conjunction with conventional water quality monitoring.

10.2 Future work

The main assumption of this thesis is that bounds on the uncertain parameters and mea-

surements are known; we will refer to this as input uncertainty. The availability of input

uncertainty bounds is detrimental to the derivation of bounds on state estimates using the

proposed methodologies, which we will refer to here as output uncertainty. The derived out-

put uncertainty bounds may be conservative depending on how conservative the input un-

certainty bounds are. In order for the proposed state estimation methodologies to be “useful”

for network operators, the input uncertainty must be relatively low. Future work will aim to

quantify the aforementioned sentence, i.e., define when do the bounded state estimates be-

come uncertain enough to not assist the operator in taking decisions on specific tasks, and

what is the minimum input uncertainty which will have this result. Following on the previous

point, another area of research which will greatly benefit this thesis is developing method-

ologies for defining the bounds on input uncertainty. Below we list some of these areas of

research.

The determination of bounds onwater demands at nodeswhen using pseudo-measurements

should be investigated. As mentioned in this thesis, there exists a number of sources of in-

formation to determine an estimate of demands at nodes: information from billing data, from

combining typical consumer patterns, population densities and building data, and from Auto-

matic Meter Readings. Moreover, the effect of grouping consumers together at nodes should

be investigated as this may lead in loss of accuracy in the demand pseudo-measurement, or

it may be beneficial in the sense that the demand uncertainty of a group of consumers may

be described more accurately by a normal distribution. Parameter uncertainty bounds such as
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roughness coefficients can also be defined using properties of pipes such as material and age.

The most straightforward form of input uncertainty is sensor measurement noise, which can

be quantified by the provided sensor specifications. Sensors specifications define the maxi-

mum error that a sensor can give, or provide a statistical characterization of the measurement

error. In cases when the error is characterized by a normal distribution, the 2σ or 3σ limits

can be used as measurement bounds, covering 95% or 99.7% of the possible measured state

values respectively.

The availability of statistical characterization of some uncertainties in WDS raises the

question of how this can be used in conjunction with the proposed approaches for bounded-

state estimation. If the 3σ limits are used as bounds, some information is lost which is some-

thing that cannot be afforded in WDS state-estimation. Future work will consider the com-

bination of uniform probability distributions, essentially the representation of uncertainty by

known bounds, with other distributions such as the normal probability distribution. This is a

challenging task considering the non-linear nature of hydraulic and water-quality models.

Another consideration for future work is the validity of input uncertainty bounds on fault

diagnosis. Wrongly defined bounds on input uncertainty can trigger false alarms in the pro-

posed leakage and contamination detection methodologies. The multi-level approach pro-

posed for contamination detection is a way to address this issue by introducing probabilities

into the output uncertainty estimation. However, in order for this approach to yield meaning-

ful probabilities for the output uncertainty this should be combined with a suitable methodol-

ogy of characterizing input uncertainty and how this is propagated to the output. The output

uncertainty bounds will then be represented by bounds corresponding to different levels of

probability of a fault. Moreover, information frommultiple time steps should be incorporated

into the detection logic, examples of which have been presented in this thesis for leakage di-

agnosis in Chapter 6 and contamination detection in Chapter 8.

The state bounds calculated by the proposed methodologies were predominantly com-

pared with bounds computed by computationally intensive Monte-Carlo simulations. The

advantage of the proposed analytical methodologies for calculating state bounds is the guar-

antee that the provided bounds include the true system state given the validity of the given

uncertain models and inputs. However, it would be interesting to investigate and compare

the proposed methodologies with more advanced methods for MCS which do not use pure

random search, as it was the case for the MCS used in this work. More sophisticated methods

use low-discrepancy sequences (LDS) which are sequences of points with relatively small

discrepancy and are therefore distributed almost equally in the domain of interest. In this
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way new sampled points use information about the position of their predecessors to fill the

gaps between points sampled on previous iterations. The most important advantage of LDS

(e.g., Halton and Sobol sequences) is the guarantee to converge to the optimal value as more

points are used [177].

The bounded state-estimation approaches presented in this work can be modified to be

applied in other research fields. Specifically, the interval-state estimation approach can be

applied for the state estimation of transport and distribution network of power systems. The

structure and mathematical representation of power networks closely resembles that of wa-

ter systems, e.g. considering the equivalence of water flow to power flow and of head-loss

in pipes to power-loss in wires. Even though interval-state estimation is not a new concept

in power systems literature [178, 179], a modified version of the proposed IHISE algorithm

would offer the benefit of allowing the inclusion of non-linear dynamics in power systems

equations, such as more accurate nonlinear representation of power-losses. Moreover, a more

accurate representation of pseudo-measurements, mostly used in the absence of smart meters

in distribution grids, can consider the voltage and frequency dependence of loads in the net-

work.

The methodology for hydraulic interval-state estimation can be enhanced and improved

by following the research directions listed below:

• The use of interval analysis for the calculation of state bounds is not able to capture

the interdependencies between state variables. Preliminary results from the use of con-

strained zonotopes (CZs) which consider state-variable dependencies during the set-

bounded state-estimation process has been submitted for peer review [6].

• In terms of computational complexity, this methodology was not designed to optimize

execution times since these were small enough for the real-time application of this al-

gorithm in WDS, which typically have relatively large discrete time-steps, i.e., a few

minutes. The IHISE algorithm execution times can be improved significantly in a num-

ber of ways, e.g., by intelligently selecting the initial bounds to reduce the algorithm

iterations, by using parallel execution of functions and by using application-specific

hardware.

• Additional improvement on the computational efficiency of the proposed interval-

based methodology can be achieved using different WDS equation formulations as

the basis for model development. Specifically, an alternative to the pipe formulation

used in this work is the loop formulation, which considers a set of independent loops

with an associated flow to formulate the hydraulic equations [180]. This formulation
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has the advantage of reducing the number of equations leading to a smaller system ma-

trix, and could possibly improve the performance of the Linear Program used by the

IHISE. It also has some disadvantages, such as a less sparse system matrix which is

greatly affected by the selection of the independent loops [181].

• The IHISE algorithm is iterative in nature and relies on the convergence of the cal-

culated state bounds. The linear program formulation solved at each step is ensured

to have the same or smaller feasible set than the one solved in previous steps, using

set operations. The reduction of the feasible set is achieved using bounding lineariza-

tion and due to the inclusion isotonic nature of the nonlinear functions included in the

hydraulic equations. A rigorous proof of this concept will be provided in future work.

• The current formulation does not model elements whose head function is depended on

pressure, such as pressure reduction valves. In future work we will expand the formu-

lation and the solution methodology to consider such elements. Other elements that are

used in WDS and are not modeled in this work, are pressure control valves, flow con-

trol valves etc. Future work will model a variety of additional components to be used

with this methodology, and an interval hydraulic state estimation toolkit will be re-

leased. Additionally, more extensive simulations on how this methodology deals with

pressure-driven demands and pressure-dependent leakages will be provided.

The methodology for bounded chlorine concentration estimation arguably uses a simple

model for chlorine decay dynamics. In future work we will demonstrate the applicability

of this methodology using a more complex model of chlorine decay, while using the same

transport model used by the BUBA. Specifically, a model using two second order terms to

describe chlorine decay can be used [182], which has been shown to better approximate the

reaction of chlorine in raw water. Moreover, the reactions of multiple species in water can be

modeled in the same equations [98]. The additional terms may represent contaminants and

can be “activated” when a detection occurs to estimate the contaminant source location.

In this thesis we have also demonstrated a real-time parameter estimation algorithm for

the decay rates in tanks, however the proposed methodology is able to facilitate the use of

the path information provided by the BUBA to design a wall reaction coefficient learning

algorithm. This will further reduce parameter uncertainty. The quantification of the learn-

ing uncertainty in order to properly define parameter uncertainty bounds during the learning

process should also be investigated.

The Active Contamination Detection (ACD) methodology can be considered the only

proposed methodology of this thesis which is in early stage in terms of application readiness.
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ACD requires remotely controlled valves in the network, and current water networks may

lack the Industrial Control System (ICS) infrastructure for this purpose and in general the

ability to apply remote and timely emergency response. The development trend of modern

water distribution systems is towards remote sensing and control. If a water utility wants to

employ such a system specifically for the use of the ACD methodology, optimal valve place-

ment oriented towards increasing the efficiency of ACD can significantly reduce the valves

needed and provide sufficient coverage. When using the proposed methodology, there is a

trade-off between increased monitoring capability and system resilience. A way to mitigate

this problem is to include in the optimization procedure a metric of system resilience and

take that into account when choosing a solution. Additionally, this methodology requires the

knowledge of a set of nodes which are suspect of contamination in order to be applied. Sen-

sitivity analysis with respect to water demand and model parameter variations, show that the

existence of a solution to the ACD problem is robust to these uncertainties, whereas the im-

pact value is more sensitive. In future work, these uncertainties can be taken into account

in the Problem Formulation in order for the methodology to provide a more robust solution.

Other extensions of the ACD methodology include modifications to redirect flows to flush-

ing locations when the presence of a contaminant is confirmed and modification to focus on

creating isolated paths between locations suspect of contamination and sensor nodes, in order

to improve the localization of a contamination source.

The proposed methodologies will benefit from investigating their application on addi-

tional real-life water distribution systems, and evaluating their effectiveness in real opera-

tional conditions. Their application through an online platform for WDS management is a

challenging, but achievable, technological task which can lead to significant improvement of

the way our water infrastructures are monitored and operated. The spirit of our times urges the

use of technology and artificial intelligence to protect the most precious of earth’s resources,

water.
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Appendix Αʹ

EPANET-MATLAB Toolkit: An
Open-Source Software for Interfacing
EPANET with MATLAB

In this work we introduce the EPANET-MATLAB Toolkit, an open-source software for
interfacing a drinking water distribution system simulation library, EPANET, with the MAT-
LAB technical computing language. The basic functionalities of the Toolkit are presented,
and in the case-study a contamination simulator based on EPANET and EPANET-MSX is
described and demonstrated on a benchmark network.

Αʹ.1 Introduction
In 1994, the US Environmental Protection Agency (EPA) released EPANET (version

1.1), an open source software developed by Lew Rossman, for modeling water distribution
systems hydraulic and quality dynamics. EPANET was designed as a research tool to better
understand the dynamics of drinking water constituents, taking into account bulk flow and
pipe wall reactions [99]. EPANET considers a geometric representation of the pipe network,
along with a set of initial conditions (e.g. water levels in tanks), rules of how the system
is operated, and uses this information to compute flows, pressures and water quality (e.g.
disinfection concentrations and water age) throughout the network, for a certain period of
time. EPANET was originally developed in the C programming language and simulations
can be executed through a stand-alone compiled application using a text file which contained
the model description. EPANET utilizes the “gradient algorithm” for solving the hydraulic
state-estimation at each time step [128]. For water quality the Finite Volume Method was
originally utilized [164], however, a Lagrangian approach [91] was adopted in the following
release of EPANET (version 2.0). This new version allowed the dynamic linking of EPANET
with external software through its shared object library. In 2015, the Open Source EPANET
Initiative was established, comprised of various academic, industrial and other stakeholders,
to manage the further development of EPANET. An updated version of EPANET (version
2.1)1 was released 2016, and the next major release is currently under development.

EPANET has been established as the de facto standard tool for both the industry and
academia: for water operators to simulate “what-if” scenarios, for researchers to evaluate
novel algorithms for a variety of research challenges using realistic water distribution net-
work benchmarks, and for the industry to create new products and services while benefiting
from EPANET’s public-domain software license. During the past 20 years, EPANET was

1https://github.com/OpenWaterAnalytics/EPANET
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extensively used as a tool to facilitate research in topics such as network design optimization
[183, 184], operational optimization [185] and sensor placement [108].

A number of extensions have been released by the water community to expand EPANET’s
capabilities. For instance, as EPANET (version 2.0) was not able to simulate the interaction
of multiple chemical agents, the EPANET-MSX extension was developed which allowed the
simulation of the reaction and transport dynamics of multiple physical/chemical/biological
parameters within a distribution network [98]. Another example is EPANET-BAM, which
allows incomplete mixing in pipe junctions [186], as well as EPANET-PDX for pressure-
driven hydraulic state estimation [187].

From a software engineering point-of-view, EPANET has been used within procedural
programs through a series of direct calls to its library. This requires the user to be aware of all
the different functions offered by EPANET, as well as the sequence of function calls in order
to succesfully implement a simulation cycle. Moreover, there was not a common EPANET
data structure in order to share data between different function modules and applications.
These challenges can be addressed by adopting an Object-Oriented Programming approach.
Recently, effort was given in creating software for using EPANET through Object-Oriented
Programming interfaces, in different programming languages, such as R [188] and Python
[189]. A significant effort in utilizing Object-Oriented Programming to expand EPANET’s
capabilities was by [190], who introduced OOTEN. OOTEN is comprised of different classes
with associated methods (for instance the Class which describes water pipes provides func-
tions to return pipe parameters, such as the diameter and length).

The contribution of this work is the introduction and demonstration of operation of the
EPANET-MATLAB Toolkit2 (version 2.1), an open-source software released under the Euro-
pean Union Public License (EUPL), developed at the KIOS Research Center for Intelligent
Systems and Networks of the University of Cyprus. The Toolkit interfaces EPANET with
MATLAB®, a widely-used programming environment and allows the user to have access to
all the network information through a data structure, to execute direct calls to the EPANET
library, to modify and to create EPANET networks, to run multi-species simulations through
EPANET-MSX, as well as to visualize the network.

This chapter is organized as follows: In Section 2, the EPANET-MATLAB Toolkit is
introduced, and in Section 3, a case study is presented illustrating the use of the Toolkit.
Section 4 concludes the chapter and discusses future work.

Αʹ.2 The EPANET-MATLAB Toolkit

Αʹ.2.1 Interfacing with EPANET in MATLAB
EPANET can be used in two ways: 1) as a standalone executable software, or 2) as a

shared object library. As a standalone executable software, EPANET can be called through
a standard shell (e.g. Command Line in Windows). As a shared object, e.g. Dynamic Link
Library (DLL) for Windows, EPANET can be called through a programming interface by ex-
ternal software written in different programming languages (such as C/C++, Python, MAT-
LAB and Visual Basic). The external software can make calls to specific EPANET functions
which modify system parameters, the time series and the simulation configuration.

Programming languages such as MATLAB® are used by researchers to design and eval-
uate new methodologies and tools for analyzing water distribution networks. MATLAB is
a high-level programming environment used for data processing and analysis. It allows the
development of applications in different platforms, and has build-in a large number of so-

2https://github.com/OpenWaterAnalytics/EPANET-Matlab-Toolkit
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phisticated applications for optimization, control, signal processing and others. MATLAB is
also able to connect to external software libraries, which allows researchers to use tools and
simulators developed originally in a different language, such as C or C++. There are three
methods of interfacing EPANET with MATLAB:

1. The first method is to make direct calls to the EPANET library, through the build-in
function of the programming tool, which requires using MATLAB’s build-in meth-
ods for loading and calling library functions (i.e. using the loadlibrary and calllib
functions).

2. The second method is to use “wrappers”; MATLAB methods which follow similar
naming conventions as the EPANET functions, that handle the communication with
the library internally3. This is a higher-level of interfacing with the library, however,
it requires the user to design custom data structures. For each EPANET function, a
correspondingMATLAB function is required, and new algorithms need to be designed
using those functions.

3. The third method is to use an Object-Oriented approach, by defining a MATLAB
Class, which provides a standardized way to handle the network structure, to call all
functions as well as procedures using multiple functions, to simulate and in general to
perform different types of analysis in the network, through the corresponding object.
The EPANET-MATLAB Toolkit utilizes this approach.

Αʹ.2.2 How to use the EPANET-MATLAB Toolkit
The Toolkit is based on a MATLAB Class, epanet, which is composed of the following

elements: 1) properties of the input network model, 2) static properties, 3) public methods
(functions) that the user can use directly inMATLAB, 4) local (internal) functions the Toolkit
uses to make direct calls to EPANET/EPANET-MSX. An epanet object is a specific instance
of the epanet class. To create a new epanet object in MATLAB for a specific network (e.g.
‘Net2.inp’), the following command is used4:

G = epanet('Net2.inp') % Load network and use the EPANET library

The element G is an object which can be defined mathematically as the set comprised of
the network topology, structural parameters and functions. This epanet object can be shared
between different MATLAB functions.

When the object is constructed, the Toolkit reads the input file and populates more than
300 object parameters (including pipe diameters and node elevations). The Toolkit can update
these parameters when there is a change in the network model. Examples on how to retrieve
parameter values are provided below:

properties(G) % Lists all available parameters
diameters = G.LinkDiameter % Link diameters from parameters
elevations = G.NodeElevations % Node elevations from parameters

After the construction of the object, it is possible to call the Toolkit functions. The Toolkit
provides an extensive set of methods which allow the user to retrieve data and to simulate
hydraulic and quality dynamics using the EPANET libraries. Some examples are provided
below:

methods(G) % Lists all available methods
elevations = G.getNodeElevations([2 5]) % Node elevations for Nodes 2 & 5

3https://github.com/OpenWaterAnalytics/epanet-matlab
4The code in this section is provided at https://github.com/eldemet/ccwi2016.
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diameters = G.getLinkDiameter % Link diameters from library
diameters(2)=18 % Change Link 2 diameter from 14 to 18
G.setLinkDiameter(diameters) % Set new link diameter
G.getLinkDiameter(2) % Confirms that Link 2 diameter is 18
G.plot % Plots the network in a MATLAB figure
A = G.getConnectivityMatrix % Construct connectivity matrix
func_list = G.getENfunctionsImpemented % EPANET functions implemented

To simulate the system dynamics, such as flows/pressures and water quality, various methods
have been implemented to solve and retrieve the data: 1) solve using the EPANET’s shared
object library and get the desired results from memory (step-wise mode); 2) solve using the
EPANET’s shared object library and create a Binary output file, which is then read to retrieve
all the results (batch mode); solve using the EPANET’s executable and create a Binary output
file, which is then read to retrieve all the results (batch mode). The hydraulic and quality
dynamics can be computed using the following instructions:

H = G.getComputedHydraulicTimeSeries % Solve hydraulics in library
Q = G.getComputedQualityTimeSeries % Solve quality dynamics in library
B = G.getBinComputedAllParameters % Solve in library, create Binary file

To use EPANET-MSX, the user must first load an EPANET network, and then load an MSX
file which describes the chemical dynamics. The Toolkit can be used to ‘get/set’ different
MSX variables, to solve the multi-species dynamics, to plot concentrations and to write new
MSX files. An example is provided below:

G.loadMSXFile('net2-cl2.msx') % Load MSX file with reactions
Q_msx = G.getMSXComputedQualityNode % Compute water quality using MSX
G.plotMSXSpeciesNodeConcentration(3,1) % Plot MSX species in MATLAB

Finally, to unload the libraries from MATLAB memory, the user should make the following
calls:

G.unloadMSX % Unload EPANET-MSX library
G.unload % Unload EPANET library

Αʹ.3 Case Study
In this section, we illustrate through a case study some of the Toolkit’s key features. In spe-

cific, we consider the case where we want to model Arsenite contamination events of various
magnitudes occurring at a single locationwithin awater distribution system.Herewe consider
the case of creating multiple Arsenite contamination scenarios, affecting a drinking water dis-
tribution system which uses Chlorine for disinfection. As Chlorine reacts with Arsenite, its
concentration is reduced; details on the reaction dynamics can be found in [123, 191]. For
this case study, we consider the benchmark ‘Network 1’ from the Battle of the Water Sensor
Placement [108, 89], and furthermore we assume that chlorine sensors have been installed at
‘optimal’ locations, at the nodes ‘17’, ‘83’, ‘122’, ‘31’ and ‘45’. The network’s demands and
roughness coefficients are partially known.

Typicallywhen implementing such as softwaremodule using low-level calls to the library,
a large number of commands need to be written in order to achieve specific results, such
as extracting the pipe roughness coefficients or specifying a new demand pattern. Through
the use of the EPANET-MATLAB Toolkit, however, a large part of the repetitive code is
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already included in the Toolkit functions, and can be used directly. Moreover, the use of
the Toolkit facilitates the creation of modules which can be integrated in other software. In
addition to that, it is possible to write the software in such as way so that it supports distributed
computing, which is useful when developing cloud services.

Below, we provide a template solution on how to design an Arsenite contamination sim-
ulator based on EPANET and EPANET-MSX using the EPANET-MATLAB Toolkit. To re-
produce the case study, the complete source code is provided at https://github.com/
eldemet/ccwi2016.

The EPANET Input and MSX files are loaded as follows, constructing the epanet object
G:

G = epanet('BWSN_Network_1.inp'); % Load EPANET Input file
G.loadMSXFile('Arsenite.msx'); % Load MSX file

The locations of the chlorine sensors are declared as:

sensor_id = {'JUNCTION-17', 'JUNCTION-83', 'JUNCTION-122', 'JUNCTION-31',
'JUNCTION-45'};

sensor_index = G.getNodeIndex(sensor_id);

The duration of the case-study is set to 5 days. The network parameters (demand patterns and
roughness coefficients) are retrieved, to be used for randomizing the hydraulics parameters.

t_d = 5; % days
G.setTimeSimulationDuration(t_d*24*60*60); % Set simulation duration
demand_pattern = G.getPattern;
roughness_coeff = G.getLinkRoughnessCoeff;
node_id = G.getNodeNameID;

A scenariomatrix is constructed, which is comprised of all the contamination injection param-
eters (location, magnitude of concentration, start-time, duration). In addition, the uncertainty
in demands and roughness coefficients is defined.

Ns = 100; % Number of scenarios to simulate
u_p = 0.20; u_r = 0.20; % pattern/roughness uncertainty
max_inj_conc = 2.0; %maximum Arsenic source concentration
inj_start_time = 2*48; % after day 2 (Dt = 30min)
inj_duration = 24; % maximum duration of 12 hours
inj_sc=[randi(G.NodeCount,Ns,1), max_inj_conc*rand(Ns,1),

randi(48,Ns,1)+inj_start_time, randi(inj_duration,Ns,1)]; % Scenarios

The main part of the algorithm, is composed of the algorithms for adding uncertainty to the
demand patterns and roughness coefficients, as well as for adding contaminant sources and
solving the quality dynamics.

for i = 1:Ns
G.setPatternMatrix(add_unc(demand_pattern, r_p)); % Randomize patterns
G.setLinkRoughnessCoeff(add_unc(roughness_coeff, r_r)); % roughness
G.setMSXSources(node_id(inj_sc(i,1)), 'AsIII', 'Setpoint', inj_sc(i,2),

'AS3PAT'); % Specify Arsenite injection source
G.setMSXPattern('AS3PAT',create_pat(t_d, inj_sc)); % Injection pattern
Q{i} = G.getMSXComputedQualityNode(sensor_index); % Solve dynamics
G.setMSXSources(node_id(inj_sc(i,1)), 'AsIII', 'Setpoint', 0, 'AS3PAT');

% Reset injection source
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Figure Αʹ.1. Overlay of the estimated chlorine concentration at 5 nodes from the benchmark
network, from 100 random simulation scenarios.

end

The results of this case study are depicted in Fig. Αʹ.1, in which the estimated chlorine
concentrations for 100 scenarios are overlaid on the same graph. This illustrates the variability
of chlorine concentrations during normal operation; the drops in concentration correspond to
contamination events, after the second day.

The collection of these time-series can be used as a benchmark for evaluating the effec-
tiveness of various Contamination Event Diagnosis algorithms in silico, as in [9].

Αʹ.4 Conclusions
In this work we have presented the EPANET-MATLAB Toolkit, an open-source software

for interfacing MATLAB with EPANET, in an intuitive and an easy-to-use way. The Toolkit
allows the user to access EPANET and EPANET-MSX through their shared object libraries, as
well as their executables. The potential uses of the Toolkit expand to a wide range of applica-
tions; for instance, the Toolkit can be used as a framework to design new monitoring, control
and fault/event diagnosis algorithms, as well as to formulate optimization problems which
are based on water distribution network models. The modular architecture of the Toolkit al-
lows the user to easily expand its capabilities by adding new functions. Furthermore, as a
data structure, the Toolkit can facilitate exchange of data between function modules. The
EPANET-MATLAB Toolkit is released under an open-source license (EUPL), where any
user can contribute, report issues or make suggestions for improvement, following the best
practices of the EPANET Open Source Initiative. Future work will expand the Toolkit’s ca-
pabilities, so that it is cross-platform and can be used directly in distributed algorithms which
are suitable for cloud-based big-data analysis.
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Appendix Βʹ

LeakDB: A benchmark dataset for
leakage diagnosis in water distribution
networks

The increase of streaming data from water utilities is enabling the development of real-
time anomaly and fault detection algorithms that can detect events, such as pipe bursts and
leakages. Currently, there is not a widely accessible dataset of real or realistic leakage scenar-
ios, which could be used as a common benchmark to compare different algorithms, as well
as to support research reproducibility. In this chapter we propose the design of a realistic
leakage dataset, the Leakage Diagnosis Benchmark (LeakDB). The dataset is comprised of a
large number of artificially created but realistic leakage scenarios, on different water distri-
bution networks, under varying conditions. Additionally, a scoring algorithm was developed
in MATLAB to evaluate the results of different algorithms using various metrics. The usage
of the LeakDB dataset, is demonstrated by scoring four detection algorithms. The dataset is
stored on an open research data repository, and will be updated in the future with new simu-
lation scenarios. The source code of the toolkit that generates the leakage benchmark dataset,
as well as the detection algorithms used, are released as open source.

Βʹ.1 Introduction
Developments in hydraulic sensor technologies and on-line data acquisition systems en-

able water companies to deploy a larger number of pressure and flow sensing devices within
their systems. As a result, a large volume of streaming, time-series data is being collected,
representing the state of hydraulic dynamics. These data are mainly used for regulatory re-
porting by water operators. In addition to reporting, these real-time data can be used for de-
tecting events, such as pipe bursts and leakages. This is typically achieved by visual analysis
and limit checking. In the literature, advanced anomaly and fault detection algorithms have
been developed in the previous years, which are potentially more capable of distinguishing
between actual events and false alarms, typically by comparing sensor measurements with
some model. In practice, these algorithms need to be trained and evaluated on large volumes
of data. However, researchers developing leakage detection and diagnosis algorithms, may
have limited access to real datasets originating from industrial partners, as these may be con-
sidered as confidential. As a result, it is difficult for researchers to evaluate and compare their
fault diagnosis methodologies on realistic water distribution systems.

Currently, there is not a widely accessible dataset of real or realistic leakage scenarios,
which could be used as a common benchmark, as well as for research reproducibility. Such a
dataset should contain multiple scenarios and networks under varying conditions, to provide
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an objective assessment of the fault diagnosis algorithms. Benchmarks have been extensively
used inmultiple applications, such as image/video processing [192], body activity recognition
[193], anomaly detection in times-series [194], and many more which are available in public
repositories, such as the UCI Machine Learning Repository 1 and the Penn Machine Learn-
ing Benchmark 2. In the water distribution systems analysis community, various EPANET
network benchmarks have been presented in the past [149], as well as data provided in the
context of conference competitions, e.g., for solving sensor placement problems (BWSN)
[108] or for detecting cyber-physical attacks (BATtle of the Attack Detection ALgorithms -
BATADAL) [168].

In this chapter we propose the Leakage Diagnosis Benchmark (LeakDB) dataset to pro-
mote research and evaluation of leakage detection and isolation algorithms. The requirements
of the benchmark are analyzed based on systematic approaches for constructing benchmark
datasets, e.g., as in [195]. The benchmark is comprised of a large number of realistic leakage
scenarios which occur randomly at different water distribution benchmark networks, of dif-
ferent size and topology. For each benchmark network and for each leakage scenario, the leak-
age parameters (e.g., number of leaks, locations, size), the structural parameters (e.g., length,
pipe roughness) and realistic consumer pressure-driven demands are varied. The dataset is
comprised of all leakage scenario parameters, hydraulic dynamics (flows, pressures), node
demands and the network model. The benchmark is described in Section Βʹ.2.

Additionally, a scoring algorithm is provided to evaluate the results of the different al-
gorithms using various metrics based on the confusion matrix, such as accuracy, precision,
recall, F1-score, as well as the detection delay. The evaluation metrics used are explained in
Section Βʹ.3. To demonstrate the application of these metrics, a baseline detection algorithm
developed by the authors is examined, which is based the concept of Minimum Night Flows
(MNF) [71]. The evaluation of this algorithm is provided in Section Βʹ.4. Finally, discussion
and future work on this benchmark is provided in Section Βʹ.5. The dataset is stored in an
open research data repository given in Section Βʹ.6. The source code of the toolkit that gen-
erates the leakage benchmark dataset, as well as the detection algorithm based on MNF are
released under the EU Public License.

Βʹ.2 Description of Benchmark
The Leakage Diagnosis Benchmark (LeakDB) was created using theWater Network Tool

for Resilience (WNTR), which is an open source Python package designed to help water
utilities investigate resilience of water distribution systems to hazards [131]. The variations
in different scenarios of the dataset are described below.

The networks in the dataset were carefully selected to have multiple varying characteris-
tics in terms of size, topology and types of elements they contain. Varying the network size,
i.e. the number of nodes and links, demonstrates the scalability of the algorithm. Networks
with a different number of tanks, reveal the ability of detection algorithms to deal with dy-
namic states. Topology is also considered, specifically the complexity that arises in leakage
diagnosis when the networks contain loops. This is quantified by calculating the circuit rank
of the network, which is then normalized by the circuit rank of the same network if it was
fully connected. The resulting metric is defined as the Loop Ratio, which has a value of zero
when there are no loops in the network, while it is equal to one in the case of a fully con-
nected network graph. A table with the benchmark networks used and their characteristics is
provided within the LeakDB.

1http://archive.ics.uci.edu/ml/
2https://github.com/EpistasisLab/penn-ml-benchmarks
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The models of the networks used in the dataset are provided in the form of an EPANET
‘INP’ file. In different scenarios of the LeakDB these networks vary in terms of model param-
eters, thus introducing modeling uncertainty. These parameters are the pipe length, diameter
and roughness, pump curves and settings and tank dimensions, which were varied in a range
between ±µ% of their original value. In this work, this range was set to µ = 25%. The uncer-
tainties are considered bounded and these bounds are provided in the dataset in the form of a
percentage with respect to the provided model. Topological uncertainty is introduced in the
form of unknown valve settings, i.e. at each scenario the initial status of n pipes (closed or
opened) is randomly varied in respect to the provided model. The modified network model
for each scenario is also provided in the dataset.

The loading conditions of the network can greatly affect the performance of algorithms,
so different demand scenarios at the nodes of the network are considered. The demands are
artificially created based on historical real-data from water utilities, which were decomposed
into three signal components: (a) weekly periodic component, (b) yearly seasonal changes
component and (c) random component [71]. The weekly periodic component describes the
fluctuation of demand signals throughout one week, and depends on various social and eco-
nomic characteristics of the consumers. The yearly seasonal changes component describes the
variation in water consumption as a result of seasonality within a year. The random compo-
nent considers the high frequency variations, which may be due to unpredictable consumer
demands, transients, repairs and other network activities. All components are normalized
around a zero mean in the range of [−1, 1]. Long-term trends are not considered in demand
generation, as each scenario spans one year.

The creation of unique demand signals is based on the extracted components from real-
data and a multiplicative formulation with respect to the signal components [196]. The two
basic periodic components are approximated using Fourier Series (FS), as shown in Figure
Βʹ.1. For the weekly periodic component (a), a 20th order FS approximation is used with
period of one week. For the yearly seasonal changes component (b), a 3rd order FS approxi-
mation is used with a period of one year. To create unique demand patterns that also resemble
the original real patterns, the calculated FS coefficients are randomized in a range of ±δ% of
their original value, where in this work δ = 10%. The resulting weekly periodic component
and yearly seasonal component for each node are indicated by Cw and Cy respectively. The
unique random component Cr is created by generating variables with a normal distribution
around a zero mean and a standard deviation equal to ϵ, where in this work ϵ = 0.33. Addi-
tionally, a base demand β is calculated by randomizing around an appropriate base demand
value specific to each network. Finally, the unique demand pattern d for each node is gener-
ated by multiplying all components as follows: d = β(Cw + 1)(Cy + 1)(Cr + 1). Note that
the simulated demands in each scenario may be different from the demand pattern, due to the
use of pressure-driven solver. All scenarios ensure that the network operates normally, given
minimum pressure requirements.

Leakages are considered the only type of fault that can occur in the scenarios of the
LeakDB dataset. These are simulated at network nodes and at each scenario the location,
start time, end time and number of leakages is selected at random. The leakage magnitude
varies due to the assignment of a random leakage hole diameterϕ, which in this work was var-
ied such that ϕ ∈ [2cm − 20cm], as well as due to the pressure at the leakage location. Each
leakage is also assigned a time profile, categorizing them as abrupt leakages, or incipient
leakages. Incipient leakages increase gradually and are harder to detect by many algorithms
that use past behavior to define anomalies in data, as they consider a new behavior can be
anomalous at first but ceases to be anomalous if it persists; i.e. a new normal pattern is estab-
lished. All information regarding the leakages occurring at each scenario is included in the
dataset.
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Figure Βʹ.1. Demand components for demand time series construction

The LeakDB dataset divides the simulated scenarios of each network into different di-
rectories, so that network specific algorithm evaluations can be performed. Each Network
Directory contains nsc number of scenarios (e.g., 500 scenarios), with different number of
leakage events (or no events). In each Scenario Directory, the modified network used is pro-
vided in EPANET ‘INP’ format. Additionally, for each scenario the node demands, node
pressures, link flows and leak flow and info are provided in ‘CSV’ data files. Each data file
has the same structure, containing the “Timestamp” column (YYYY-MM-DD hh:mm:ss) and a
“Value” column (real numbers). The structure of the LeakDB and data file format are illus-
trated in Figure Βʹ.2.

The LeakDB dataset is accompanied by Label files, indicating faults in binary notation.
A Label file in each Network Directory, tags individual scenarios indicating if they contain a
fault. Within each Scenario Directory, a Label file tags each individual time step of the sce-
nario in which a fault exists. In the folder containing leakage information of each scenario, the
start and end time of each individual fault, the leak hole diameter and leak type are provided.

Βʹ.3 Scoring Real-Time Leakage Detectors
The ideal leakage detection algorithm will have the following characteristics [194]: (C1)

Detects all leakages present in the streaming data; (C2) Triggers no false alarms (no false
positives); (C3) Detects leakages as soon as possible, ideally before the leakage becomes
visible to a human; (C4) Works with real time data (no look ahead); (C5) Is fully automated
across all datasets (parameter learning should be performed online). While characteristics C4
and C5 can either apply or not apply to a given algorithm, characteristics C1-C3 must be
evaluated for each algorithm.

Βʹ.3.1 Classification ability score
In terms of classification accuracy, the scoring algorithm uses the data labels provided

with the LeakDB to calculate the standard classification metrics of the confusion matrix: the
true positive (TP), false positive (FP), true negative (TN), and false negative (FN). These are
calculated for each time step of each scenario as follows:

TP =

nsc∑
i=1

∑
k

TPi(k), (Βʹ.1)
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Figure Βʹ.2. Structure of the LeakDB dataset and an example data file

withTPi(k) being a true positive in the i-th scenario on the k-th time step and nsc is the number
of scenarios considered. The rest of the elements of the confusion matrix TN, FP, FN are
calculated in the same manner. Widely used metrics such as precision, recall, specificity and
accuracy, can be computed based on the confusion matrix. Using these metrics, the ability of
the algorithm to detect leakages in conditions where a leakage exists (C1) is quantified using
the TP Rate (or recall) for all time steps in all scenarios, defined as:

RTP = TP/ (TP + FN) . (Βʹ.2)

Additionally, the ability of the algorithm to avoid false alarms during the absence of leak-
ages (C2) is quantified using the TN Rate (or specificity) for all time steps in all scenarios,
defined as:

RTN = TN/ (FP + TN) . (Βʹ.3)

In addition to the above, the F-measure (F1-score) is considered, which balances precision
and recall of classifiers on each class by calculating their harmonic mean. The F-measure is
a popular metric in datasets which are characterized by class imbalances. Class imbalance
occurs when the total number of a class of data (positive) is significantly less than the total
number of another class of data (negative). This problem is common in practice and can
be observed in various disciplines including anomaly detection. The metric can be calculated
separately by considering the confusion matrix computed for each scenario, or, by computing
the total number of TP, FP and FN across all scenarios; the latter was shown to be unbiased
in the case of class imbalances [197]. This is calculated as :

Ftp, f p = 2TP/ (2TP + FP + FN) . (Βʹ.4)
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Figure Βʹ.3. Early detection scoring function for a fault window τw = 10 time steps.

Βʹ.3.2 Early detection score
The classification scores cannot evaluate effectively real-time detection algorithms as

they do not incorporate time and do not reward early detection. Early detection (C3) in this
work is evaluated using the early detection scorewhich rewards detections that are close to the
start time of a fault t f , while the reward declines as the detection moves further away [194].
The detection time td is defined as the earliest time step at which the algorithm registered a
detection, inside the fault window duration τw. In this work a successful detection is registered
if the algorithm gives detections that persist for at least P%of the fault window. The threshold
percentageP% is a tuning parameter that prevents algorithms that generate random detections
from getting a high early detection score. In this work, the threshold percentage was set to
P% = 75%. The early detection score also considers detections that occur soon after the end
of a fault. In order to facilitate this functionality, the fault window duration τw is extended
for a short time τFP after the fault ends, where a small positive score is given for a FP that
occurs during this time. The extension time is a design parameter which in this work was set
to τFP = 5 hours after the end of a leakage.

The early detection score is calculated by first finding the delay of the first detection in
the defined fault window, given by x = td − t f . Then the following sigmoid function, also
illustrated in Figure Βʹ.3, is used to assign a score to this detection: σ(x) = 2/

(
1 + e((α/τw)x)

)
,

where x ∈ {0, · · · , τw}. The parameter α > 0 is defined such that σ(τw) ≈ 0, while σ(0) = 1
for any value of α < ∞. Here a value of α = 6 was chosen. A detection that occurs outside
the fault window τw is not included in the score. The raw early detection score is then given
by the sum of the early detection function score for all the faults f j, j ∈ {1, · · · ,n f } that occur
in each scenario i ∈ {1, · · · ,nsc}, as follows:

S∗ED =

nsc∑
i=1

n f∑
j=1

σ(xi j). (Βʹ.5)

The S∗ED then needs to be normalized by the score of the ideal algorithm on this metric, given
by Sideal

ED . In contrast, the rest of the metrics have ideal scores equal to one, thus the calculated
scores are already normalized. The normalized early detection score is then given by:

SED = S∗ED/
(
Sideal

ED

)
(Βʹ.6)

Βʹ.4 Evaluation of detection algorithms
To demonstrate the usage of the LeakDB dataset, four detectors were used which can

be considered as a baseline for testing other detectors: An “Ideal” detector which assumes
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Detectors Score (%)
RTP RTN Ftp,fp SED

Ideal 100.00 100.00 100.00 100.00
Null 0.00 100.00 0.00 0.00
Rand 50.19 49.79 32.11 0.21
MNF 10% 68.98 66.96 50.01 45.88
MNF 20% 39.90 99.58 56.49 32.35
MNF 30% 32.87 99.91 49.36 26.80

Table Βʹ.1. Example detectors and their scores when applied on the LeakBD dataset of the
“Hanoi” network.With respect to the F-measure, the best classifier is theMNFwithλ = 20%.

perfect knowledge and returns correct detections, a “Null” detector which does not detect
any faults at any scenario, a “Random” detector which detects faults at random time steps,
and a Minimum Night Flow (MNF) detector developed by the authors, using three different
detection parameters. To test these detectors the benchmark dataset for ‘Hanoi’ network was
used, by simulating nsc = 500 leakage scenarios. The duration of each scenario is one year,
with a time step of 30 minutes.

The MNF detector analyzes the minimum night flows during the night, to detect anoma-
lies on the input flow of the network. A moving window w is defined in order to calculate the
minimumMNF (mMNF) during those days; this is defined as mMNF(k,w) , min{MNF(τ)}
subject to τ ∈ {k−w−1, · · · , k−1}. Then, the MNF of the k-th day MNF(k) is computed and
the difference e(k) = MNF(k) −mMNF(k,w) is calculated. A fault is detected if the differ-
ence e(k) is greater than a threshold as follows: e(k) > λmMNF(k,w). Both the w parameter
and λ ∈ (0, 1) are design parameters which can be chosen with the help of the LeakDB
dataset. When the threshold is exceeded, an error flag is raised, and the measurement is ex-
cluded from the calculation of the mMNF, i.e., only the last w measurements that were not
flagged as faults are considered. This helps in avoiding learning the fault after the period w
has passed. The MNF detector was scored when applied to the LeakDB scenarios using three
different threshold gains: λ = {10%, 20%, 30%}, and a moving window w corresponding to
10 days. The results for all the detectors are shown in Table Βʹ.1.

The results in Table Βʹ.1 indicate that the MNF algorithm performs better than a random
algorithm. The MNF detector performs poorly on the early detection metric, as it can only
detect an anomaly in the data during the night hours when minimum flow conditions occur.
The comparison of the MNF algorithm using different thresholds, shows that there is a trade-
off between early detection and classification accuracy. In this work we do not provide an
overall score to the detection algorithms, so the “best” threshold for this algorithm can only
be defined with respect to a specific metric. However, to choose the “best” leakage detection
algorithm, appropriate weights must be given to each of the provided metrics, or use multi
objective optimization methodologies.

Βʹ.5 Conclusions and future work
This benchmark is currently being expanded, as more networks, detection algorithms

and features are added. Future work on the benchmark can include additional features such
as: 1) considering various anomalies that are due to sensor measurements such as spikes in
data, missing measurements, sensor faults and noisy measurements, 2) consider other system
faults, such as failure of a pump, 3) include real-world networks and data, in which case an
important task would be for experts to manually inspect the data and label the faults.
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During the creation of the benchmark, many challenges arose that should be addressed in
future work. Firstly the benchmark space requirements may be excessive especially for large
networks. This can be addressed using different data formats or omitting redundant data.
Additionally, the various scenarios created need to be automatically validated in terms of
satisfying realistic hydraulic conditions. Finally, the selection of an overall evaluation metric
for the detection algorithms must be investigated.

Βʹ.6 Data availability
The source code of the toolkit to generate the Leakage Diagnosis Benchmark, as well as

links to the datasets, can be found at: https://github.com/KIOS-Research/LeakDB.
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