
1 
 

How many words are enough? Investigating the effect of different configurations 

of a software scaffold for formulating scientific hypotheses in inquiry-oriented 

contexts 

 

Published in Instructional Science, DOI : 10.1007/s11251-022-09580-x 

 

Tasos Hovardas1 

Zacharias Zacharia1 

Nikoletta Xenofontos1 

Ton de Jong2 

 

1: Research in Science and Technology Education Group, Department of Education, 

University of Cyprus, PO 20537, 1678, Nicosia, Cyprus 

 

2: Faculty of Behavioral, Management, and Social Sciences, University of Twente, 

GW/IST, PO Box 217, 7500 AE, Enschede, The Netherlands 

 

Abstract 

We extended research on scaffolds for formulating scientific hypotheses, namely the 

Hypothesis Scratchpad (HS), in the domain of relative density. The sample comprised 

of secondary school students who used three different configurations of the HS: Fully 

structured, containing all words needed to formulate a hypothesis in the domain of the 

study; partially structured, containing some words; unstructured, containing no words. 

We used a design with two different measures of student ability to formulate hypotheses 

(targeted skill): A global, domain-independent measure, and a domain-specific 

measure. Students used the HS in an intervention context, and then, in a novel context, 

addressing a transfer task. The fully and partially structured versions of the HS 

improved the global measure of the targeted skill, while the unstructured version, and 

to a lesser extent, the partially structured version, favored student performance as 

assessed by the domain-specific measure. The partially structured solution revealed 

strengths for both measures of the targeted skill (global and domain-specific), which 

may be attributed to its resemblance to completion problems (partially worked 

examples). The unstructured version of the HS seems to have promoted schema 

construction for students who revealed an improvement of advanced cognitive 
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processes (thinking critically and creatively). We suggest that a comprehensive 

assessment of scaffolding student work when formulating hypotheses should 

incorporate both global and domain-specific measures and it should also involve 

transfer tasks.  

 

Keywords: inquiry; improving classroom science teaching; pedagogical issues; 

secondary education; teaching/learning strategies 

 

Introduction 

Inquiry-based learning concentrates on knowledge and skill acquisition through self-

regulated learning trajectories, which are taken over largely by learners themselves, and 

involve data selection, analysis and interpretation (de Jong, 2006; van Joolingen & de 

Jong, 1998; Zacharia et al., 2015). Data processing should result in the discovery of 

relationships between the main variables in a domain (Bell et al., 2010; de Jong, 2006a). 

A related and recurrent difficulty encountered by students in inquiry-based learning 

settings is the formulation of testable hypotheses (van Joolingen & de Jong, 1998; van 

Joolingen et al., 2005). This requirement presupposes that students should be able to 

depict relations between the variables they identified and use correct syntax, namely, 

include a dependent and an independent variable in a hypothesized relation mediated 

by conditions, i.e., verbs detailing variable change: An “if-then” statement, with a 

conditional clause in the form of an “if-clause” and the consequence in the form of a 

following “then-clause” (van Joolingen & de Jong, 1991, 1993). Generating a 

hypothesis should be considered as a composite task, comprising the identification and 

selection of variables as an “entry” task, followed by interrelating variables, and finally, 

by restricting the range of the relations between variables by adding conditions (van 

Joolingen & de Jong, 1991). 

Formulating hypotheses has a central position in inquiry-based learning because 

all subsequent student activities depend on their hypotheses, for instance, designing and 

performing an experiment during an investigation (de Jong, 2006b; Efstathiou et al., 

2018; Klahr, 2005; Quintana et al., 2004; Zacharia et al., 2015). This central position 

together with the difficulties encountered by students while formulating hypotheses, are 

the main reasons explaining why students need considerable guidance in this task (Chen 

et al., 2018; Oh, 2010). In computer-supported learning environments, the crucial 

importance of hypothesis formulation has been highlighted by the number of tools that 
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have been developed to support this particular activity (Bell et al., 2010; Kim & 

Pedersen, 2011; van Joolingen et al., 2005; Zacharia et al., 2015). A characteristic 

example of a software scaffold of this kind is the Hypothesis Scratchpad (HS) (van 

Joolingen & de Jong, 1991, 1993, 2003; de Jong, 2006b). The HS offers words to be 

considered by students when preparing their hypotheses. These words can be chosen 

by the teacher and they may refer to the variables involved or the nature of the 

relationship between variables. The HS provides dual support to students, since it 

assists them in variable selection, while it can also offer the proper syntax to portray a 

hypothesized relation between variables, e.g., in an “if …, then …” statement with 

conditions (Zacharia et al., 2015). 

  Previous research with the HS and the different configurations of the tool 

reflected several challenges in outlining good practice for providing proper guidance to 

students. In the first attempts to test the initial versions of the HS, it was found that a 

fully structured version of the tool, providing all words needed by students to formulate 

their hypotheses (i.e., variables, relations, and conditions), eventuated in better syntax 

of hypotheses than a partially structured or an unstructured version (van Joolingen & 

de Jong, 1991). However, the effect of full structure was not uniform across all 

parameters studied. For example, students working with the fully structured HS 

formulated a lower number of hypotheses and were less detailed in describing the 

relations between variables in their hypotheses as compared to students who worked 

with the partially structured or the unstructured HS (van Joolingen & de Jong, 1991). 

Overall, a major finding across studies was that students were overwhelmed by the 

complexity of the task (e.g., van Joolingen, 1991, 1993, 1997). An alternative option 

was to increase structure further by providing pre-defined, complete, hypotheses and 

letting students elaborate on those (de Jong, 2006b; Gijlers & de Jong, 2009). 

Furnishing students with already generated hypotheses, however, may not allow them 

build a robust background schema on which to base their forthcoming experimentation 

(van Joolingen et al., 2005). Despite the favorable outcomes of structuring (de Jong, 

2006a; Gijlers & de Jong, 2009), a crucial consideration has always been that 

structuring learning activities beyond a certain level might not leave enough room for 

all the germane aspects and outcomes of inquiry that relate to challenging students 

(Gijlers & de Jong, 2005). 

The concern of the proper level of structure resembles the discussion of the 

optimal guidance vs. openness in inquiry-based learning environments (e.g., Arnold, 
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Kremer, & Mayer, 2014; Koksal & Berberoglou, 2014; see also Hmelo-Silver, Duncan, 

& Chinn, 2007; Kirschner et al., 2006; Sweller et al., 2007). Optimizing inquiry 

learning approaches entails the need to simplify learning tasks by providing enough 

guidance, especially when students will encounter increased task complexity (e.g., van 

Joolingen & de Jong, 1997). However, rigid guidance might subtract freedom from 

students in enacting their explorations (e.g., Chang et al., 2008). In that case, guidance 

might compromise the opportunity for students to become autonomous in addressing 

novel learning contexts, and thereby, to secure learning gains in the long run. 

Analogous challenges have been also voiced in cognitive load research in the 

distinction between worked examples and partially worked examples (completion 

problems) (Baars et al., 2013; Paas, 1992; Sweller et al., 1998; van Merriënboer, 1990, 

1992), which echoes levels of varying structure offered to students. Partially worked 

examples have been suggested as superior to worked examples, because the latter 

provide a fully-fledged solution and may not let students engage deeply in the task at 

hand (e.g., Paas, 1992; Sweller et al., 1998; van Merriënboer, 1990). In contrast, 

partially worked examples may stimulate a more comprehensive elaboration and deeper 

processing as long as they both provide guidance for initiating a task and necessitate a 

completion of the missing parts of the solution by the learner, which is expected to lead 

to a better quality of the solution schema (Baars et al., 2013). 

Worked examples, completion problems (partially worked examples) and 

conventional problems (fully unstructured) may be re-conceptualized as cases along a 

gradient of decreasing structure (see in this regard Sweller et al., 1998) with important 

implications for learning and instruction. For instance, offloading should not be left to 

detract from challenging students to come up with a solution schema, which they could 

apply to new learning contexts (e.g., Paas, 1992; Van Merrienboer, 1992). Completion 

problems may be thought to satisfy both these needs, for example, decreasing 

extraneous load, as in the case of worked examples, and at the same time, facilitating 

schema construction (Sweller et al., 1998). Although previous research on the HS 

focused on structure as the type of support provided by the tool, it may have 

undervalued the germane aspects of student learning routes when the tool is not fully 

structured. In many cases, instruction should aim to engage students reflectively during 

learning trajectories, which requires a local increase in task complexity and letting 

students to take the initiative and resolve a situation on their own. These trade-offs 

between increasing and decreasing guidance and support may be exemplified in the 
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learning task of formulating hypotheses by the number of words offered to students: 

The more words offered, the more structured the task would be. However, as the amount 

of words given to student increases, the less initiative and reflection are needed for 

screening and selecting the variables, relations, and conditions to include in their 

hypotheses. Another concern relates to student ability to successfully undertake 

learning tasks in different learning contexts. An arrangement of the HS may work well 

for a particular situation, but would it be equally effective in scaffolding the same 

learning task in a novel learning context? 

 

Context and rationale for the present study 

In this exploratory study, we aimed at extending research about the HS in the domain 

of relative density. In so doing, we involved secondary school students in order to 

explore varying guidance and support of this software scaffold. We conceptualized a 

gradient of decreasing structure (decreasing number of words offered to students to 

generate hypotheses) as analogous to the gradient formed by worked examples, 

partially worked examples (completion problems) and conventional problems (fully 

unstructured). Specifically, we explored learning outcomes for three configurations of 

the HS: Fully structured, including all words necessary to generate a hypothesis in the 

domain of the study; partially structured, including some words; unstructured, 

containing no words. The partially structured condition may be conceptualized as 

intermediate between the other two conditions, which is analogous to a completion 

problem. Presenting some words to students may catalyze the initiation of hypothesis 

generation (i.e., structuring function), but the rest of the words and their order would 

need to be produced by students themselves. To delve deeper into the effects of 

decreasing structure, we employed two different measures for the targeted skill 

(formulating hypotheses), a global, domain-independent measure, and a domain-

specific measure. For the same reason, we also examined the influence of several 

process variables (i.e., time-on-task; products of learning activities) on the targeted 

skill. The inclusion of process variables allowed us to unravel the “black box” between 

frequently used pre-tests and post-tests and explore the effect of student learning routes 

on the improvement of the targeted skill, for instance, how students interacted with the 

learning environment. All these aspects are described in detail in the Methods section.  

The design we followed together with the main variables we employed are 

depicted in Fig. 1. To investigate the effect of each condition of the HS on student 
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ability to formulate hypotheses (targeted skill), we used two measures. The first was 

integrated in a pre- and post-test and was global in nature, i.e., did not explicitly address 

the domain where students worked (relative density). The second measure was directly 

linked to the domain and it was based on the classification of student hypotheses by 

means of a rubric in three categories: irrelevant or non-testable testaments; testable 

hypotheses; testable hypotheses with the interaction effect between the density of the 

object and fluid. We used a first learning context to familiarize students with the HS 

and another two learning contexts on relative density: An intervention context, where 

students experimented with a virtual lab; and a transfer context, where students 

undertook a transfer task. The choice of relative density for these two learning contexts 

allowed for examining student ability to go beyond testable hypotheses (i.e., beyond 

the selection of the right variables, relations and correct syntax) and detect the 

interaction effect between the density of object and fluid. This presupposed that 

students should have already constructed a basic schema to work with in the 

intervention context, which they could then apply to the transfer context1.  

 

 

 

Fig. 1. The design of the study, learning contexts, and main measures/variables 

employed. Timeline can be followed from the left to the right, while the duration for 

the pre- and post-test as well as for the different learning contexts (familiarization; 

intervention; transfer) is given in each rectangle (light grey rectangles for the pre- and 

post-test; dark grey rectangles for the learning contexts). The upper-left box includes 

the procedure and data collection for the global measure of the targeted skill in a pre- 

and post-test arrangement, which involved a learning context to familiarize students 

with the Hypothesis Scratchpad and the intervention context. The targeted skill was 
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measured in this case as an inquiry skill in the pre- and post-test (scale termed 

“Identifying and stating hypotheses” in TIPSII, see Appendix 2). Apart from the 

targeted skill, the pre- and post-test also included two cognitive processes (Appendix 

1) and another one inquiry skill (Appendix 2). The bottom-right box includes the 

procedure and data collection for the domain-specific measure of the targeted skill in 

the intervention and transfer contexts. Here, the targeted skill was assessed by means 

of a rubric, which was used to categorize hypotheses formulated by students in the 

Hypothesis Scratchpad (see Fig. 3). Process variables (time-on-task and products of 

learning activities) were also examined in the intervention context (see Appendix 3 with 

details on process variables).  

 

The domain involved in the present study was sinking and floating. The primary 

difficulty that learners across age cohorts and educational levels need to overcome in 

this domain is their use of the spontaneous heuristic to concentrate on a single property 

(e.g., Potvin & Cyr, 2017). Most frequently, students concentrate on an object’s mass 

to predict whether this object will sink or float in a fluid (Hsin & Wu 2011; Loverude, 

Kautz, & Heron, 2003; Meindertsma et al., 2014). However, sinking or floating depend 

upon the density of the object and its relation to the density of the fluid. To arrive at 

density, learners must combine mass and volume. After learners have derived density 

from mass and volume, they must compare the density of the object to the density of 

the fluid (relative density) in order to make an informed judgment on whether an object 

will sink or float in a fluid. These two ratios (i.e., the ratio of mass to volume to 

determine density, and relative density), and more importantly, the interaction effect 

between the density of object and fluid, comprises the core underlying principle that 

operates throughout the domain, which needs to be applied in different learning 

contexts across that same domain. Adequate handling of a transfer challenge 

presupposes that a learner can distinguish between this core underlying principle, which 

is shared between learning contexts (i.e., the original instructional context and a new 

context in which the learner is requested to apply his/her knowledge and skills, i.e., 

transfer context), and other surface features that might vary between contexts. The 

learner must acknowledge the deep challenge common in the two learning contexts and 

bypass surface features that might differ and are unimportant for addressing new tasks. 

In that regard, the acknowledgment and use of the core underlying principle to be 

employed throughout the domain allows a learner to adequately handle transfer tasks 

(Chi & VanLehn, 2012; Schwartz et al., 2011; Shemwell et al., 2015).  

 

 



8 
 

Overall, we aimed at answering the following research questions: 

1. What is the effect of the three configurations of the Hypothesis Scratchpad on 

cognitive processes and inquiry skills (including the global measure of the targeted 

skill)? 

2. How do the three configurations of the Hypothesis Scratchpad differ in process 

variables? 

3. What is the effect of process variables on the improvement of the global measure 

of the targeted skill, for each configuration of the Hypothesis Scratchpad? 

4. How do the three configurations of the Hypothesis Scratchpad differ in their effect 

on the transfer task, as assessed by the domain-specific measure of the targeted 

skill? 

 

Methods 

 

Overview 

Our study involved secondary school students in Cyprus, who worked in a computer-

supported learning environment and used the HS to formulate their hypotheses. Three 

different classes were randomly assigned each to a different condition of the HS 

(Condition 1: Fully structured, all words; Condition 2: Partially structured, some words; 

Condition 3: Unstructured, no words). Each student worked individually with the same 

version of the HS in an initial learning context for familiarizing with the software 

scaffold (“weather” context; HS was used by students in a standalone fashion), an 

intervention context (here the HS was embedded in a learning activity sequence where 

students experimented in a virtual lab), and a context where students were asked to 

complete a transfer task (“submarine” context; HS was used in a standalone fashion). 

The intervention and transfer contexts were on the domain of relative density, where 

students had to detect the deep structure of the domain and incorporate it in their 

hypotheses, namely, the interaction effect between the density of object and fluid, 

which would determine if the object would sink or float. Student hypotheses in the 

intervention and transfer contexts were classified into categories by means of a rubric 

explicitly addressing the domain. This was the domain-specific measure we used to 

examine the targeted skill (i.e., formulating hypotheses). On top of this measure, 

students also completed a pre- and post-test, which included a global, domain-

independent measure of the targeted skill, and a measure for identifying variables. The 
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pre- and post-test also included two measures for cognitive processes related to transfer. 

Data collection evolved in two different but overlapping frames: The first focused on 

the global measure of the targeted skill. It begun with the pre-test, involved the 

familiarization and intervention contexts, and ended with the post-test. It also involved 

a number of process variables (time-on-task; products of learning activities) revealing 

aspects of student interaction with the learning environment in the intervention context 

(upper-left frame in Fig. 1). The second frame of data collection concentrated on the 

domain-specific measure of the targeted skill and it incorporated the intervention and 

transfer contexts (bottom-right frame in Fig. 1). All aspects of our methodological 

approach are described in full detail in the following sub-sections. 

 

Intervention context 

Learning activities in the intervention context were undertaken online, in a computer-

supported learning environment on relative density. The learning environment in the 

intervention context, henceforth called an Inquiry Learning Space (ILS), was developed 

by means of the Graasp authoring tool (de Jong et al., 2014, 2021) and followed the 

requirements outlined within the inquiry framework of Pedaste et al. (2015). Learning 

activities were organized in separate phases, based on that framework. The first phase 

introduced students to the domain through a video that concentrated on the main 

variables they would encounter later on (Orientation Phase). The Hypothesis Phase 

came next, which included a virtual laboratory (Splash-Lab: “Splash: Virtual Buoyancy 

Laboratory”; http://www.golabz.eu/lab/splash-virtual-buoyancy-laboratory; Fig. 2). 

Students had the opportunity to explore the virtual laboratory and the variables to be 

manipulated (i.e., mass, volume and density of an object immersed in a fluid; density 

of the fluid; see Fig. 2; bars for manipulating variables shown in the top-left corner). 

After students had operationalized these variables, they could observe if the object sank 

or floated (see Fig. 2; animation available in the bottom-left corner). All values for all 

variables were given in a table (see Fig. 2; table in the bottom-right corner). A 

downward arrow in the table meant that the object sank, while a star indicated that the 

object floated. The last activity in the Hypothesis Phase was formulation of hypotheses, 

which was performed by means of the Hypothesis Scratchpad (see next sub-section in 

Methods). Students then moved on to the Investigation Phase, where they conducted 

an experiment in the Splash-Lab to test their hypotheses. Students were prompted to 
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keep notes of their observations using an observation tool. In the Conclusion Phase, 

students used their hypotheses and notes to reach a conclusion.  

 

 

 

Fig. 2. The Splash-Lab (“Splash: Virtual Buoyancy Laboratory”; 

http://www.golabz.eu/lab/splash-virtual-buoyancy-laboratory). 

 

The Hypothesis Scratchpad  

The HS (https://www.golabz.eu/app/hypothesis-scratchpad) was developed to support 

students in formulating hypotheses. It can include words to stimulate students to get 

started with the hypothesis formulation task (see Fig. 3a; upper part of the tool). 

Students can use these words or add their own, and then generate their hypothesis in 

the space provided (see Fig. 3a; lower part of the tool). If students wished to delete a 

word, they could use the eraser in the bottom-left corner of the tool. If they wished to 

delete an entire hypothesis, they could use the bin in the bottom-right corner. Three 

configurations of the HS were tested in the present study: The first version offered 

students all words needed to generate their hypotheses in the form of an “if…then” 

statement (Fig. 3a). The second configuration provided only a subset of words (see Fig. 

3b; “then” shown in dark blue and a sub-set of variables shown in light blue). The words 

selected for this second configuration were the independent variables to be manipulated 

in the lab (i.e., “the mass of”; “the volume of”; “the density of”), the adverb “then”, 

which opens up the conditional clause with the consequence, and “floats”, which is one 

https://www.golabz.eu/app/hypothesis-scratchpad
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of the two different outcomes to be observed for the dependent variable. This selection 

of words required from students to: (1) select an independent variable; (2) describe 

whether this independent variable would be manipulated for the object or the fluid; (3) 

add the adverb for the conditional clause with the manipulation (i.e., “if”), (4) indicate 

a relation with a condition for linking the manipulation to the hypothesized outcome to 

be observed for the dependent variable (e.g.,  

“is larger than”; “is smaller than”; “is equal to”); and to (5) determine if the outcome 

was the hypothesized one or if it should change to its rival outcome (i.e., “sinks”). All 

students in all conditions were notified that they could type in their own words and use 

them while formulating their hypotheses (see Fig. 3a, b, c; “Type your own box” upper 

left part of the tool). The third configuration of the HS included no provided words (Fig. 

3c). In this case, the students had to type in themselves all of the words (variables, 

relations, conditions) needed for formulating a hypothesis. These three configurations 

corresponded to three conditions of varying support (i.e., all words: full structure; some 

words: partial structure; no words: no structure).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. The Hypothesis Scratchpad (https://www.golabz.eu/app/hypothesis-

scratchpad); 3a corresponds to Condition 1, “all words”; 3b corresponds to Condition 

2, “some words”; 3c corresponds to Condition 3, “no words”. 
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Participants 

Participants were secondary school students who were guaranteed anonymity and 

participated in the research voluntarily after they themselves and their parents granted 

their informed consent. Students were notified that they had the option to withdraw at 

any stage from the study if they felt inclined to do so. No motive/reward was offered to 

students. The sample included 62 Greek Cypriot students from three different grade 9 

classes in one school, who were of average ability in science and came from middle 

class families (mean age = 14.5 years; 28 boys, 45.2%; 34 girls, 54.8%). No participant 

had any prior experience with the HS. Each class was randomly assigned to one of the 

three conditions of the HS (Condition 1, “all words”, 24 students; Condition 2, “some 

words”, 18 students; Condition 3, “no words”, 20 students). These numbers do not 

include two students in Condition 2 and one student in Condition 3 who had not 

provided a full series of data and were excluded from data analyses. Participants were 

not aware of condition assignments. There were no significant differences among 

conditions in terms of age or gender. Further, there was no significant difference among 

conditions on the pre-test (see last sub-section in Methods). There were no gender 

differences in cognitive processes or inquiry skills either before or after the instructional 

intervention. 

  

Procedure 

Implementation was carried out during regular school hours by one science teacher, 

who was trained to follow the same protocol. Students worked individually and they 

first completed the pre-test. Then, they got familiarized with the HS in the “weather” 

context (familiarization context), each one on his/her own computer in the Computer 

Lab of the school (17 minutes, on average). Then, each student accessed the ILS 

(intervention context) and worked individually; it took students about 35 minutes, on 

average, to go through the entire learning activity sequence concentrating on relative 

density. The only help students received from their teacher involved technical issues 

with regard to the use of the HS and the virtual laboratory. Whenever such technical 

issues occurred, they were resolved without causing any considerable delay in the 

completion of tasks. After exiting the ILS (intervention context), students completed 

the post-test. The last task involved using the HS in a stand-alone mode. Students were 

requested to formulate hypotheses in a new context (transfer context). Specifically, 
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students were asked how a submarine can dive in the sea and re-surface, and whether 

they could think of any variables that might address this issue. Students were prompted 

to write down their hypotheses using the HS in the same version they had used it in the 

intervention context (10 minutes, on average). This last task was again performed by 

each student individually and it aimed at introducing a transfer challenge, namely, a 

task with different surface features (i.e., “submarine” instead of “object”; “sea” instead 

of “fluid”), but with the same underlying core principles related to the phenomenon 

under study (i.e., sinking or floating depends on relative density; the mass of the 

submarine may vary for the same volume when the tanks of the submarine are filled 

with water, and this causes the submarine to submerge or surface due to relative 

density). Three configurations of the HS were again prepared in this new, transfer 

context to align with the design in the intervention context and each student received 

the same tool configuration as in the intervention context. Throughout the procedure 

(familiarization context; intervention context; transfer context), each student worked 

individually. The teacher was instructed to resolve any issues with each student 

separately, and not to allow any interaction between students in the classroom. The 

intervention evolved as planned with no unexpected events. 

 

Sources of data and coding 

Three different data sources were used: (1) A pre- and post-test, which included a global 

measure of the targeted skill (formulating hypotheses); (2) data collected by means of 

computer screen capture software; and (3) the actual hypotheses that students generated 

in the intervention and transfer contexts, which were analyzed by means of a rubric to 

produce the domain-specific measure of the targeted skill. 

 

Pre- and post-test 

The pre- and post-test involved two instruments (cognitive processes; inquiry skills) 

both administered to students before and after the educational intervention. The 

instrument for cognitive processes was based on Bloom’s (1956) taxonomy of 

educational objectives as it was revised by Anderson and Krathwohl (2001) and as it 

was further elaborated upon by de Jong (2014) and Zervas (2013). This instrument 

included items of two cognitive processes related to transfer, termed “Apply” and 

“Think critically and creatively” (Appendix 1). The former measured student ability to 

apply knowledge already acquired to work through a new task, which was framed 
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within a new learning context. The latter measured student ability to adapt acquired 

knowledge before addressing a novel context, which comprises screening background 

knowledge to select aspects which are relevant for addressing the novel context as well 

as combining these selected aspects to produce original meaning (see Efstathiou et al., 

2018, for an analogous discussion of these cognitive processes). Both instruments were 

developed by a panel of four experts in science education and educational assessment 

and they were pilot tested with a sample of twenty students of the same age and ability 

as the sample recruited for the present study (the pilot sample was not included in the 

study sample). Minor edits were made after this pilot test, which verified the validity 

and reliability of the instrument. The instrument was developed and administered in 

Greek; it was translated by the third Author to be included as Appendix 2 in this 

manuscript. We calculated inter-rater reliability (Cohen’s Kappa) between two 

independent raters for the responses of the pilot sample in the open item in “Think 

critically and creatively”, which amounted to 0.90. 

The instrument for inquiry skills included items from the TIPSII instrument on 

“Identifying variables” (12 multiple-choice items, Appendix 2) and “Identifying and 

stating hypotheses” (9 multiple-choice items, Appendix 2) (see Burns et al., 1985, for 

a detailed description of all items and for the correct responses outlined for each item). 

This latter group of items on “Identifying and stating hypotheses” was used as the 

global measure of the targeted skill. The items were translated in Greek by the third 

Author. A composite score was calculated for all cognitive processes and inquiry skills 

and rescaled to range between 0 (min) and 1 (max). In the post-test we used a different 

order of items in both instruments in order to mitigate the impact of the pre-test on the 

completion of the post-test. It took students 35 minutes, on average, to complete either 

the pre- or the post-test. By subtracting pre-test scores from post-test scores, we derived 

a measure of improvement in these measures following students’ work in the 

intervention context.   

 

Data collected by means of computer screen capture software 

Using data collected through a computer screen capture software (River Past Screen 

Recorder Pro), we operationalized a series of process variables that reflected student 

interaction with the learning environment in the intervention context (Appendix 3). 

These included variables measuring time-on-task as well as variables associated with 

learning products, i.e.,  products created by students themselves, while undertaking 
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learning activities. This is the complete list of process variables: (1) Overall time spent 

in the Hypothesis Phase (measured in seconds); (2) time spent in the Splash-Lab in the 

Hypothesis Phase (measured in seconds; included in overall time spent in the 

Hypothesis Phase); (3) time spent in the HS (measured in seconds; included in overall 

time spent in the Hypothesis Phase); (4) number of trials in the Splash-Lab in the 

Hypothesis Phase (count); (5) number of “smart” trials in the Splash-Lab in the 

Hypothesis Phase (count; “smart” trials in the Splash-Lab differed from other trials in 

the use of the “vary-one-variable-at-a-time” heuristic, where students kept either mass 

or volume of the object constant2); (6) overall time spent in the Investigation Phase 

(measured in seconds); (7) time spent in the Splash-Lab in the Investigation Phase 

(measured in seconds; included in overall time spent in the Investigation Phase); (8) 

number of trials in the Splash-Lab in the Investigation Phase (count); (9) number of 

“smart” trials in the Splash-Lab in the Investigation Phase (count); (10) number of 

observations noted in the observation tool in the Investigation Phase and after students 

had used the Splash-Lab (count); (11) number of “smart” observations (count; “smart” 

observations differed from other observations in that they included a comparison of the 

density of the object with the density of the fluid); (12) time spent in the Conclusion 

Phase (measured in seconds). Time spent in the Orientation Phase was not included in 

the analysis since this was equal to the duration of the video and did not differ between 

students. 

 Overall, we included six process variables measuring time-on-task (1, 2, 3, 6, 7, 

and 12) and another six process variables associated with learning products created by 

students during the learning activity sequence (4, 5, 8, 9, 10, and 11). Time-on-task was 

calculated as time devoted by students to working in an entire phase (1, 6, 12) or time 

devoted to working in either the HS (3) or the Splash-Lab (2, 7). To calculate time-on-

task we employed a fine-grained approach, and distinguished on-task from off-task 

actions while observing screen-capture data. For instance, we isolated time spent on 

other websites than the one hosting the ILS (intervention context) used in the 

implementation (see, for example, Cohen et al., 2007; Xenofontos et al., 2020). Time 

spent on the former was not included in time-on-task. 

 

Student hypotheses  

We developed a rubric to classify hypotheses that students formulated in the HS both 

in the intervention and transfer contexts. This was used to produce the domain-specific 
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measure of the targeted skill. For students who formulated more than one hypothesis in 

either context, the hypothesis with the highest score was selected for data analyses. 

Hypotheses were first assigned to ten different categories (Fig. 4) and then re-assigned 

to three broader categories: (1) Irrelevant statements or statements that could not be 

tested in the Splash-Lab; (2) testable statements without interaction effect between the 

density of the object and fluid; and (3) testable statements with interaction effect 

between density of object and fluid. Two raters, independently, coded hypotheses; their 

inter-rater reliability (Cohen’s Kappa), calculated for the entire set of the initial ten 

categories in the rubric, was 0.82. The mismatches were assigned after a final 

discussion between coders. 

 

 

 

Fig. 4. Rubric employed to categorize student hypotheses in the intervention and 

transfer contexts. Rectangles with dashed lines depict irrelevant or non-testable 

statements (1, 2, 3, 4). Rectangles with continuous lines stand for testable statements 

without an interaction effect between the density of object and fluid (5, 6, 7, 8), while 

rectangles with bold lines correspond to testable statements with the interaction effect 

(9, 10). 
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Statistical analyses  

Since our data had non-parametric distribution, data analyses involved non-parametric 

tests. Kruskal-Wallis and Mann-Whitney tests were used to investigate if there were 

significant differences among conditions in cognitive processes and inquiry skills, 

including the global measure of the targeted skill (formulating hypotheses), and process 

variables. Wilcoxon Signed Rank tests were conducted to examine temporal trends for 

each condition (differences between the pre-test and the post-test) in cognitive 

processes and inquiry skills, including the global measure of the targeted skill. We used 

the Bonferroni correction in all the statistical results we present for these tests. Tree 

modeling was employed to examine the effect of process variables on improvement in 

the global measure of the targeted skill. To investigate change in the domain-specific 

measure of the targeted skill, we concentrated on the hypotheses generated by students 

in the intervention and transfer contexts. Another tree model was computed to examine 

the effect of cognitive skills, inquiry skills and process variables on the domain-specific 

measure of the targeted skill. Appendix 4 presents measures, type of measure, 

instrument/source of data, and data analyses in which measures were used).   

 

Results 

 

Preliminary analysis: How did the two measures we used for assessing the targeted 

skill (global measure; domain-specific measure) interrelate? 

We begin the Results section with a preliminary analysis to examine if the two different 

measures of the targeted skill (formulating hypotheses) were interrelated (global 

measure; domain-specific measure)3. For the total sample, pre-test scores for the global 

measure of the targeted skill (as assessed by means of the TIPSII items) differed 

significantly for students whose hypotheses generated in the intervention context fell 

into the different categories as assigned by the rubric (domain-specific measure of the 

targeted skill) (Kruskal-Wallis χ2 = 18.98, p < 0.001). Students who formulated testable 

statements with the interaction effect between the density of the object and fluid in the 

intervention context (mean value for the global measure = 0.47) outperformed those 

who formulated testable statements without the interaction effect (mean value for the 

global measure = 0.32; Mann-Whitney Z = -3.21, p < 0.001) or those who formulated 

irrelevant or non-testable statements (mean value for the global measure = 0.22; Mann-

Whitney Z = -3.92, p < 0.001). This meant that the two different measures we used to 
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assess the targeted skill (global measure as assessed by means of the TIPSII items used 

in pre- and post-tests; domain-specific measure assessed by means of the rubric with 

categories of hypotheses capturing the interaction effect between the density of the 

object and fluid, which reflects the deep underlying principle of the domain of relative 

density) were aligned.  

 We performed another check to cross-validate the alignment between the two 

measures of the targeted skill. This involved the transition from the intervention context 

to the transfer context (“submarine”). We tracked differences among conditions in the 

domain-specific measure of the targeted skill, namely, in the classification of student 

hypotheses using the three categories of the rubric. A student’s hypothesis could be 

assigned to the same category in the intervention and transfer contexts, could progress 

and move upwards (e.g., move from formulating irrelevant or non-testable statements 

to formulating testable statements without or with the interaction effect) or could 

regress and move downwards in the classification (e.g., move from formulating testable 

statements with the interaction effect to statements without this effect). Progress was 

not possible for the upper level of the classification (testable statements with the 

interaction effect between the density of the object and fluid; only skill maintenance 

was possible for this category), while regress was not possible for the lower level of the 

classification (irrelevant or non-testable statements).  

 We found that improvement in the global measure of the targeted skill, 

calculated as difference between post-test and pre-test scores on TIPSII items, differed 

significantly among students, who showed progress in the domain-specific measure of 

the targeted skill, that is, in the transition from the intervention context to the transfer 

context, in terms of the level of hypotheses generated, as compared to those who either 

remained in the same category or regressed (Kruskal-Wallis χ2 = 6.71, p < 0.05). 

Specifically, the mean gain score for TIPSII items for students who progressed was 

0.20, which differed significantly from the mean value for students who remained in 

the same category (mean value for TIPSII items = 0.07; Mann-Whitney Z = -2.27, p < 

0.05) or students who regressed (mean value for TIPSII items = 0.09; Mann-Whitney 

Z = -2.39, p < 0.05). This finding indicated, once again, that improvement in the global 

measure of the targeted skill aligned with improvement in the domain-specific measure 

of the targeted skill.  
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Research question 1: What is the effect of the three configurations of the Hypothesis 

Scratchpad on cognitive processes and inquiry skills (including the global measure of 

the targeted skill)? 

Table 1 presents non-parametric tests for all cognitive processes and inquiry skills 

examined including the global measure of the targeted skill (“Identifying and testing 

hypotheses”). Across all measures, “improvement” was calculated by subtracting pre-

test scores from post-test-scores. The only significant difference between conditions 

was observed for improvement in the global measure of the targeted skill (Kruskal-

Wallis χ2 = 11.91, p < 0.01). Improvement was higher in Condition 1 (fully structured; 

all words) and Condition 2 (partially structured; some words) compared to Condition 3 

(unstructured; no words) (Mann-Whitney Z = -2.99, p < 0.01, and Mann-Whitney Z = 

-3.01, p < 0.01, respectively). Wilcoxon tests performed for each condition separately 

showed that both Conditions 1 and 2 progressed in the global measure of the targeted 

skill (Wilcoxon Z = -3.67, p < 0.001 for Condition 1; Wilcoxon Z = -3.18, p < 0.01 for 

Condition 2), but Condition 3 did not. Although all conditions showed higher post-test 

scores than pre-test scores for all other measures in Table 1, significant trends were 

only revealed for “Think critically and creatively” in Condition 1 (Wilcoxon Z = -3.02, 

p < 0.01), “Apply” for Condition 3 (Wilcoxon Z = -2.86, p < 0.01) and “Identifying 

variables” for Conditions 1 and 3 (Wilcoxon Z = -4.30, p < 0.001, and Wilcoxon Z = -

3.17, p < 0.01, respectively).  

 

Research question 2: How do the three configurations of the Hypothesis Scratchpad 

differ in process variables? 

Mean scores for process variables across conditions in the intervention context are 

presented in Table 2. The only significant difference was for number of “smart” 

observations recorded, which differed from other observations in that they included a 

comparison of the density of the object with the density of the fluid (Kruskal-Wallis χ2 

=11.02, p < 0.01), and where Condition 3 (unstructured; no words) showed the highest 

mean score. Although there was a general trend with Condition 3 delivering relatively 

more products for learning activities in the Hypothesis Phase (trials and “smart” trials 

in the virtual laboratory) and the Investigation Phase (e.g., observations) as compared 

to the other conditions, these latter differences were not significant. 
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Table 1  

Average values for cognitive processes and inquiry skills across conditions 

 Condition 1 

(all words; n = 24) 

Condition 2 

(some words; n = 

18) 

Condition 3 

(no words; n = 20) 

Kruskal-Wallis 

Test (χ2) 

“Apply” (Cognitive process)      

     Pre-test 0.36 (0.34) 0.54 (0.38) 0.37 (0.30) 2.87ns 

     Post-test 0.49 (0.39) 0.61 (0.33) 0.60 (0.34) 1.30ns 

     Wilcoxon Signed Ranks Test (Z) -1.82ns -0.93ns -2.86**  

     Improvement 0.13 (0.35) 0.07 (0.42) 0.23 (0.29) 3.19ns 

“Think critically and creatively” (Cognitive process)     

     Pre-test 0.22 (0.25) 0.39 (0.29) 0.23 (0.23) 4.44ns 

     Post-test 0.39 (0.29) 0.42 (0.34) 0.38 (0.30) 0.18ns 

     Wilcoxon Signed Ranks Test (Z) -3.02** -0.30 ns -2.21ns  

     Improvement 0.17 (0.24) 0.03 (0.26) 0.15 (0.25) 3.43ns 

“Identifying variables” (Inquiry skill)     

     Pre-test 0.35 (0.18) 0.41 (0.19) 0.38 (0.20) 1.98ns 

     Post-test 0.57 (0.18) 0.51 (0.20) 0.50 (0.19) 1.84ns 

     Wilcoxon Signed Ranks Test (Z) -4.30*** -2.24ns -3.17**  

     Improvement 0.22 (0.12) 0.10 (0.14) 0.12 (0.11) 9.20 ns 

“Identifying and stating hypothesis” (Inquiry skill; 

global measure of the targeted skill) 

    

     Pre-test 0.35 (0.15) 0.33 (0.19) 0.40 (0.22) 0.83ns 

     Post-test 0.50 (0.16) 0.48 (0.19) 0.42 (0.21) 2.65ns 

     Wilcoxon Signed Ranks Test (Z) -3.67*** -3.18** -0.65ns  

     Improvement 0.15 (0.14) 0.15 (0.14) 0.02 (0.10) 11.91** 

Note: Items for cognitive processes and inquiry skills are presented in Appendices 1 and 2, respectively; “improvement” was calculated by 

subtracting pre-test scores from post-test-scores; average values presented were recalculated to range between 0 and 1; standard deviations are 

given in parentheses; ns = non-significant; * p < 0.05; ** p < 0.01; *** p < 0.001; the Bonferroni correction was used for multiple comparisons.  
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Table 2 

Average values for process variables in the intervention context across conditions 

 Condition 1  

(all words;  

n = 24) 

Condition 2  

(some words;  

n = 18) 

Condition 3  

(no words;  

n = 20) 

Kruskal

-Wallis 

χ2 

Time spent in the Hypothesis Phase (seconds) 643.13 (210.16) 738.61 (196.84) 779.35 (283.17) 4.60ns 

Time spent in the Splash Lab in the Hypothesis Phase (seconds) 206.38 (107.29) 277.06 (135.64) 226.30 (64.63) 4.24ns 

Time spent in the Hypothesis Scratchpad (seconds) 293.33 (158.61) 330.33 (126.93) 332.35 (155.24) 1.95ns 

Number of trials in the Splash Lab in the Hypothesis Phase 

(count) 
7.63 (6.52) 9.89  (7.00) 12.40 (10.41) 4.17ns 

Number of “smart” trials in the Splash Lab in the Hypothesis 

Phase (count) 
2.21 (2.84) 5.00 (4.31) 6.40 (7.47) 7.44ns 

Time spent in the Investigation Phase (seconds) 599.17 (248.09) 469.11 (143.83) 454.10 (137.97) 6.08ns 

Time spent in the Splash Lab in the Investigation Phase (seconds) 152.71 (103.32) 116.67 (73.85) 165.65 (88.84) 3.19ns 

Number of trials in the Splash Lab in the Investigation Phase 

(count) 
10.17 (9.44) 11.22 (8.74) 10.10 (6.10) 0.58ns 

Number of “smart” trials in the Splash Lab in the Investigation 

Phase (count) 
5.13 (6.79) 7.33 (7.94) 5.65 (4.55) 1.63ns 

Number of observations (count) 1.67 (0.92) 1.78 (0.55) 2.30 (1.30) 6.33ns 

Number of “smart” observations (count) 0.54 (0.78) 0.94 (0.87) 1.50 (0.95) 11.02** 

Time spent in the Conclusion Phase (seconds) 303.21 (132.66) 253.00 (185.40) 313.30 (181.11) 1.10ns 

Note: “Smart” trials in the Splash Lab differed from other trials in the use of the “vary-one-variable-at-a-time” heuristic, where students kept either 

mass or volume of the object constant; “smart” observations differed from other observations in that they included a comparison of the density of 

the object with the density of the fluid; standard deviations are given in parentheses; ns = non-significant; * p < 0.05; ** p < 0.01; the Bonferroni 

correction method was used for multiple comparisons. 
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Research question 3: What is the effect of process variables on the improvement of the 

global measure of the targeted skill, for each configuration of the Hypothesis 

Scratchpad? 

Tree modelling was employed to examine the effect of process variables on 

improvement in the global measure of the targeted skill across conditions, as calculated 

by gain scores from pre-test to post-test. Fig. 5 depicts the tree for Condition 1 (fully 

structured; all words). At each split, process variables are shown together with values 

partitioning the student sub-sample at each branch (i.e., left and right branches). Each 

node shows the mean value and standard deviation of the gain, number of students (n) 

and percentage of the student sample. We can read the tree by moving from the top 

downwards, up to each end node. In the first split, the number of “smart” trials in the 

Splash-Lab in the Investigation Phase meant improvement for the majority of students 

in Condition 1 on the right branch (Node 2, n = 17), while students who failed to 

perform more than one “smart” trial were allocated to the left branch of the tree (Node 

1, n = 7). Following the right branch of the tree to the next split, we can observe that 

there was a threshold (579.5 seconds), after which time spent in the Investigation Phase 

did not favor improvement: Students who spent less than the threshold (Node 5, n = 7) 

showed higher improvement than those who spent more than this threshold time (Node 

6, n = 10). Taken together, these findings indicate that more than one “smart” trial in 

the Splash-Lab in the Investigation Phase and less than the threshold time in the 

Investigation Phase (579.5 seconds) led to maximum improvement in the global 

measure of the targeted skill (Node 5). 

 Fig. 6 displays the tree for Condition 2 (partially structured; some words). In 

this case, in the first split, improvement of the global measure of the targeted skill 

increased with number of observations for the majority of students (Node 2, n = 13). 

Fig. 7 presents the tree for Condition 3 (unstructured; no words). Here improvement of 

the global measure of the targeted skill was favored by number of “smart” trials in the 

Splash-Lab in the Investigation Phase (first split, right branch, Node 2, n = 18) and time 

spent in the Splash-Lab in the Hypothesis Phase (second split, right branch, Node 4, n 

= 14). In the next split on the right half of the tree, there was a threshold related to 

student usage of the Splash-Lab in the Investigation Phase, after which improvement 

no longer advanced (Node 7, 174.5 seconds).  
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Fig. 5. Tree model for improvement in “Identifying and stating hypotheses” (global 

measure of the targeted skill) in Condition 1 (all words; n = 24). Process variables are 

shown at each split together with thresholds for partitioning the student sub-sample at 

each branch (i.e., left and right branches). Each node shows the mean value and 

standard deviation of improvement (gain score) in the targeted skill, number of students 

(n) and percentage of the student sample. A negative mean denotes that the post-test 

score for the targeted skill was lower than the pre-test score. Total variance explained 

by the tree = 72.97%. 
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Fig. 6. Tree model for improvement in “Identifying and stating hypotheses” (global 

measure of the targeted skill) in Condition 2 (some words; n = 18). Process variables 

are shown at each split together with thresholds for partitioning the student sub-sample 

at each branch (i.e., left and right branches). Each node shows the mean value and 

standard deviation of improvement (gain score) in the targeted skill, number of students 

(n) and percentage of the student sample. A negative mean denotes that the post-test 

score for the targeted skill was lower than the pre-test score. Total variance explained 

by the tree = 94.75%. 
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Fig. 7. Tree model for improvement in “Identifying and stating hypotheses” (global 

measure of the targeted skill) in Condition 3 (no words; n = 20). Process variables are 

shown at each split together with thresholds for partitioning the student sub-sample at 

each branch (i.e., left and right branches). Each node shows the mean value and 

standard deviation of improvement (gain score) in the targeted skill, number of students 

(n) and percentage of the student sample. A negative mean denotes that the post-test 

score for the targeted skill was lower than the pre-test score. Total variance explained 

by the tree = 89.59%. 
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 For all trees (Figs. 5-7), there were two main findings that need to be 

highlighted. First, learning products based on the interaction of students with the 

learning environment (number of “smart” trials in the Splash-Lab in the Investigation 

Phase for Conditions 1 and 3; number of observations for Condition 2) were featured 

in the first splits, meaning that these process variables were most decisive for the 

improvement in the global measure of the targeted skill across all conditions. Second, 

there were some thresholds for overall time spent in the Investigation Phase (Condition 

1) or in the Splash-Lab in the Investigation Phase (Condition 3), after which 

improvement was no longer facilitated. We should note that no such threshold was 

revealed by our trees for any dimension of time-on-task in the Hypothesis Phase.  

 

Research question 4: How do the three configurations of the Hypothesis Scratchpad 

differ in their effect on the transfer task, as assessed by the domain-specific measure of 

the targeted skill? 

Table 3 presents the distribution according to assigned categories of the hypotheses 

formulated by students in the intervention context and transfer context (“submarine”) 

across conditions (domain-specific measure of the targeted skill). A likelihood ratio 

chi-square test revealed a significant result in the transfer context (χ2 = 26.39, p < 0.001; 

Cramér’s V = 0.42, p < 0.001), with no student in Condition 1 (fully structured; all 

words) managing to formulate a testable statement with interaction effect between the 

density of object and fluid. Specifically, none of the seven students who had identified 

such an interaction effect in the intervention context managed to do so in the transfer 

context and no student with testable statements without an interaction effect progressed 

in the transfer context to including this effect. In the transfer context, Condition 2 

(partially structured; some words) presented an accumulation of students in the middle 

category (testable statements without interaction effect between the density of object 

and fluid), while three students only included the interaction effect in their hypotheses. 

In Condition 3 (unstructured; no words) the student sub-sample was split into the 

extreme categories (i.e., irrelevant or non-testable statements and testable statements 

with interaction effect between the density of object and fluid). When taking into 

account student progress in the categories of the rubric in moving from the intervention 

context to the transfer context, we found that student capacity to progress along the 

categories of the rubric was marginally higher in Condition 2, with more than one-
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fourth of the students in that condition following that trend (27.28% in Condition 2, as 

compared to 20.00% in Condition 3 and 16.67% in Condition 1).  

 

Table 3 

Distribution of categories of hypotheses in the intervention context on relative density 

and the transfer context (“submarine” context) across conditions 

 Intervention 

context on 

relative density 

(% of students) 

Transfer context 

(“submarine” 

context) (% of 

students) 

Condition 1 (all words; n = 24)   

     Irrelevant or non-testable  

     statements 

6 (25.0) 6 (25.0) 

     Testable statements without  

     interaction effect between object and  

     fluid 

11 (45.8) 18 (75.0) 

     Testable statements with interaction  

     effect 

     between object and fluid 

7 (29.2) 0 (0.0) 

Condition 2 (some words; n = 18)   

     Irrelevant or non-testable  

     statements 

3 (16.7) 4 (22.2) 

     Testable statements without  

     interaction effect between object and  

     fluid 

8 (44.4) 11 (61.1) 

     Testable statements with interaction  

     effect 

     between object and fluid 

7 (38.9) 3 (16.7) 

Condition 3 (no words; n = 20)   

     Irrelevant or non-testable  

     statements 

1 (5.0) 7 (35.5) 

     Testable statements without     

     interaction effect between object and  

     fluid 

10 (50.0) 3 (15.0) 

     Testable statements with interaction  

     effect between object and fluid 

9 (45.0) 10 (50.0) 

 

To study the differences between conditions in transfer further, we computed 

another tree model with the categories of hypotheses in the transfer context as 

dependent variable (domain-specific measure of the targeted skill) (Fig. 8). In this case, 

we included among independent variables the configuration of the HS (Conditions 1-

3), cognitive processes (“Apply”; “Think critically and creatively”), the inquiry skill 

termed “Identifying variables”, and process variables (time-on-task variables; products 

of learning activities). The configuration of the HS partitioned the sample in two 
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different branches (first split), with Conditions 1 (fully structured; all words) and 2 

(partially structured; some words) being arranged on the left branch of the tree and 

Condition 3 (unstructured; no words) on the right branch. A higher score than the 

threshold set by the tree model (0.17) for “Identifying variables” (inquiry skill) already 

in the pre-test increased the odds for students in Conditions 1 and 2 to generate testable 

hypotheses in the transfer context (left branch of the tree; second split). Students in 

Condition 3 were more inclined to include in their hypotheses the interaction effect 

between the density of object and fluid if they had a score over the threshold set by the 

tree model (0.17) for the cognitive process “Think critically and creatively” in the post-

test (right branch of the tree; second split). Overall, student achievement in the transfer 

task (domain-specific measure of the targeted skill) was mediated for Conditions 1 and 

2 by the entry inquiry skill “Identifying hypotheses” already from the pre-test. In 

contrast, student achievement in the transfer task for Condition 3 was fostered by the 

cognitive process “Think critically and creatively” as it was recorded in the post-test.  

 

Discussion 

The different versions of the HS revealed different outcomes in terms of student 

achievement in the targeted skill, dependent upon the measure used (see Table 4 for a 

synopsis of results). These varying outcomes reflect strengths and weaknesses of each 

version. The fully and partially structured versions of the HS improved the global 

measure of the targeted skill significantly (TIPSII scale in the pre- and post-test), in 

contrast to the unstructured version (first research question). On the other hand, the 

domain-specific measure of the targeted skill revealed that transfer of the ability to 

identify the interaction effect between the density of the object and fluid was totally 

absent from the fully structured version of the HS, minimal in the partially structured 

version and most expressed in the unstructured version (fourth research question). The 

heterogeneity depicted in Table 4 was observed despite the fact that the global and 

domain-specific measure were interrelated in two ways, as we presented in our 

preliminary analysis: First, the global measure was significantly higher for students 

who identified the interaction effect between the density of the object and fluid in the 

intervention context (domain-specific measure); second, improvement in the global 

measure was significantly higher for students who progressed in the categories of 

hypotheses they generated when comparing their hypotheses in the intervention context 

with those generated in the transfer context (domain-specific measure).
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Fig. 8. Tree model for 

categories of hypotheses in 

the transfer (“submarine”) 

context (domain-specific 

measure of the targeted skill). 

Conditions of the Hypothesis 

Scratchpad, cognitive 

processes and inquiry skills 

measured by the pre- and 

post-test and process 

variables are shown at each 

split together with thresholds 

for partitioning the student 

sub-sample at each branch 

(i.e., left and right branches). 

Each node shows the 

percentage for each category 

of hypotheses, number of 

students (n) and percentage in 

the total student sample. 

Percentage of cases correctly 

classified = 80.6%.  
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Table 4 

Synopsis of results for the two measures employed for the targeted skill across configurations of the Hypothesis Scratchpad 

 Condition 1 (all words) Condition 2 (some words) Condition 3 (no words) 

Targeted skill measured 

by means of TIPSII 

items in the pre-post 

test (“Identifying and 

stating hypotheses”); 

global measure 

• Targeted skill improved 

significantly, on average 

(see Table 1) 

• Skill improvement was 

facilitated by learning 

products in the 

Investigation Phase (see 

Fig. 5) 

• Targeted skill improved significantly, on 

average (see Table 1) 

• Skill improvement was facilitated by 

learning products in the Investigation 

Phase (see Fig. 6) 

• Targeted skill did not improve 

significantly, on average (see 

Table 1) 

• Skill improvement was facilitated 

by learning products in the 

Investigation Phase (see Fig. 7) 

• Students overproduced learning 

products (see Table 2) 

Targeted skill measured 

by means of categories 

of hypotheses classified 

by the domain-

dependent rubric; 

domain-specific 

measure 

• No student in this condition 

identified the interaction 

effect between the density 

of object and fluid in the 

transfer context (see Table 

3) 

• Generating testable 

hypotheses (without the 

interaction effect) was 

fostered by the inquiry skill 

“Identifying variables” as 

recorded already in the pre-

test (see Fig. 8) 

 

• A small percentage of students in this 

condition identified the interaction effect 

between the density of object and fluid in 

the transfer context (see Table 3) 

• Generating testable hypotheses (without 

the interaction effect) was fostered by the 

inquiry skill “Identifying variables” as 

recorded already in the pre-test (see Fig. 

8) 

• Student progression from the intervention 

to the transfer context was highest among 

conditions (derived from Table 3; see 

subsection “Research question 4: How do 

the three configurations of the Hypothesis 

Scratchpad differ in their effect on the 

transfer task, as assessed by the domain-

specific measure of the targeted skill?”, 

first paragraph) 

• Half of the students in this 

condition identified the interaction 

effect between the density of 

object and fluid in the transfer 

context (see Table 3) 

• Generating testable hypotheses 

with the interaction effect was 

fostered by the cognitive process 

“Think critically and creatively” 

in the post-test (see Fig. 8) 
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An interpretation of the above heterogeneity may be that the full structure may 

allow students to cultivate an elaborated syntax for generating testable hypotheses (see 

van Joolingen & de Jong, 1991), and this may be reflected on the improvement of the 

global measure of the targeted skill (TIPSII scale). However, this same version of the 

HS may not challenge students enough, up to the point to give them the opportunity to 

identify the interaction effect between density of the object and fluid (domain-specific 

measure of the targeted skill) to address the transfer task effectively. Research on 

worked examples showcased how the strength of fully structured solutions in offering 

guidance to students may backfire and turn into a major obstacle for transfer, anytime 

students concentrate on surface features of the problem at hand without processing the 

task thoroughly to produce a schema, which they can employ in new learning contexts 

(Eiriksdottir & Catrambone, 2011; Margulieux & Catrambone, 2016). For full and 

partial structure, the basic entry skill of identifying variables as recorded in the pre-test 

was enough for students to produce testable hypotheses in the transfer context. In the 

unstructured condition, instead, transfer was mediated by the cognitive process “Think 

critically and creatively” recorded after students had exited the intervention context. 

Half of students in this condition had post-test scores higher than the threshold value 

indicated by the tree model in this cognitive process and these students were able to 

detect the interaction effect between the density of object and fluid in the transfer 

context. This finding implies that the unstructured version of the HS may catalyze 

transfer, provided that students would be able to employ acquired knowledge and skills 

in order to filter information in the transfer context and detect the interaction effect as 

the deep structure of the domain (i.e., “Think critically and creatively”).  

Taken together, our diverse findings imply that a hypothesis being testable does 

not secure for effective cognitive processing as far as the deep structure of a domain is 

concerned. Global measures of the targeted skill may capture testability, but may fail 

in accounting for schema construction and transfer. Concerning schema construction, a 

domain-specific measure of the targeted skill should be required. Taking each version 

of the HS separately, the strength of the fully and partially structured versions of the 

HS seemed to rely on revealing the testability of hypotheses as indicated by the global 

measure of the targeted skill. On the other hand, the partially structured and 

unstructured versions of the HS favored student performance as assessed by the 

domain-specific measure. The partially structured version was distinguished in terms 

of highest progression among conditions in the transition from the intervention context 
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to the transfer context (domain-specific measure of the targeted skill). It should be 

highlighted that the partially structured solution revealed strengths for both measures 

of the targeted skill (global and domain-specific), which may be attributed to its 

resemblance to completion problems (partially worked examples). Specifically, partial 

structure involved desirable features from both structuring the learning task (e.g., partial 

structure offering guidance to let students initiate the task of hypothesis formulation) 

and, at the same time, challenging students to complete the task (letting students 

elaborate on the missing parts of the solution) (see Baars et al., 2013, for a relevant 

discussion). We recommend that future research should investigate partially worked 

examples with reference to the distinction between structuring vs. “problematizing” 

student inquiry, as it has been exemplified for software scaffolds (Reiser, 2004). Reiser 

(2004) contrasted structuring to problematizing: Whereas structuring is required for 

simplifying open-ended tasks for students, problematizing renders learning trajectories 

more demanding for students, for instance, by initiating reflection processes and 

directing student attention to aspects which would, otherwise, remain unaccounted for. 

Indeed, partially worked examples may strike a delicate balance between different, and, 

at times, contradictory demands in pedagogical design and instruction, such as 

managing task complexity (often decreased through structuring but locally increased 

by “problematizing” to allow for deeper student engagement in learning tasks) and 

initiative to be undertaken by students in their learning paths (usually withdrawn by 

structuring to narrow down the options available for students but promoted by 

“problematizing” student work) (Mulder et al., 2016, p. 505, 507; Reiser, 2004, p. 296; 

Xenofontos et al., 2020).  

With regard to the unstructured version, schema construction for transfer seems 

to have been its strength, as indicated for the domain-specific measure of the targeted 

skill, but this was valid for half of the students in this condition, only. In this case, 

schema construction for transfer seems to have been conditional upon the development 

of advanced cognitive processes after students went through the intervention context 

(“Think critically and creatively”). The unstructured version of the HS was also found 

to outperform the fully and partially structured conditions in the number of “smart” 

observations with the interaction effect between the density of the object and fluid 

(second research question). Other products of learning activities among process 

variables revealed an analogous trend for students in the unstructured condition, 

however, these latter cases were not significant (e.g., “smart” trials in the virtual 
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laboratory in the Hypothesis Phase, based on the VOTAT heuristic). Previous research 

highlighted that fully structured solutions triggered lower student performance than less 

structured ones (Baars et al., 2013). This was attributed to decreased confidence in 

student self-efficacy in less structured solutions, which led to overproduction as a 

compensatory counteraction. It may be that an analogous effect influenced our findings, 

which needs to be examined by future research. Products of learning activities, 

furthermore, featured as the most crucial process variables for improving the global 

measure for the targeted skill across all conditions (third research question), which 

corroborates the need for an enhanced research focus on the products delivered by 

students whole enacting learning tasks (see in this regard Hovardas, 2016). We should 

further note that time-on-task was not linearly connected to going through the learning 

activity sequence and the delivery of products of learning activities (e.g., Karweit & 

Slavin, 1982; Slavin, 2014), which is another aspect to be examined by future research.  

An additional implication of our results relates to epistemological concerns in 

addressing deep underlying principles within each different domain and transfer effects. 

It may be that hypothesis testing should follow after a cycle of inquiry in the domain, 

which would allow students to explore core assumptions and underlying principles of 

the studied phenomena. It has been proposed, for example, that inductive synthesis (i.e., 

seeking explanations that emerge from evidence) rather than hypothetico-deductive 

analysis (i.e., testing and revising hypotheses) may be more suited to reflect the targeted 

deep underlying principles (Shemwell et al., 2015). Such an arrangement is in line with 

the pathways highlighted by Pedaste et al. (2015) for inquiry-based learning (i.e., 

exploratory learning trajectory; experimentation learning trajectory). Namely, an 

exploratory learning trajectory would introduce students to the domain and let them 

become familiar with the main constituent variables. This stage would not need to 

include generation of hypotheses, but it could be based on questioning (exploratory 

learning trajectory; open-ended questions, data-driven approach). After this 

introductory cycle, students would be better able to engage in the formulation of 

hypothesis and experimentation (experimentation learning trajectory; theory-based, 

hypothesis-driven approach). Future research with subsequent cycles of inquiry should 

take into account such concerns. As long as the skill of hypothesis generation and the 

transfer of this skill remain indispensable for science education, a single learning 

context will always prove inadequate to address these related learning and instruction 

challenges. 
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Limitations of the study and suggestions for future research 

The rather small sample size has been a major limitation of the study, especially in 

relation to issues of power for the tree models we computed. Random assignment of 

conditions per classes and not individual students was another limitation. Although this 

set-up allowed us to avoid any significant differences between conditions in cognitive 

processes and inquiry skills prior to the educational intervention, future research needs 

to examine the different conditions of the HS with larger samples and conditions 

assigned to individual students. Furthermore, our quasi-experimental design with one 

class per condition, only, cannot allow for ruling out any confoundation. Despite the 

fact that all conditions were taught by the same teacher, there could be several effects 

at the class-level which may have influenced our results beyond our control. The short 

duration of the study, moreover, may have compromised either transfer or the 

development of additional differences between conditions and effects (see, for instance, 

Sweller et al., 1998), and therefore, future research should allow students interact with 

the HS for a longer time frame, and through more learning contexts. Such an 

arrangement would also allow for withdrawing support (fade out) in line with skill 

improvement (de Jong, 2006b; Großmann & Wilde, 2019; Kalyuga, 2007) and 

dynamically adjusting level/type of scaffolding needs to individual student 

performance (Molenaar & Roda, 2008; see also Kao et al., 2017, for an elaboration on 

the need to customize scaffolds for addressing instructional goals). An increased 

variability of contexts would also add to the generalizability of our findings beyond the 

domain of relative density. In addition, future research should employ more direct and 

detailed measures of time-on-task than log file data and operationalize more diverse 

learning products so as to monitor the effects of process variables on the targeted skill 

and transfer.  

 

Notes 

1: To effectively manage a transfer task in a new learning setting, students need to 

identify both the surface features that may differ from the prior instructional context 

and the underlying core aspects shared by the two learning contexts (e.g., Schwartz et 

al., 2011; Shemwell et al., 2015). Learners would be expected to bypass surface features 

and apply the learned underlying core aspects that are shared between the previous 

learning setting and the novel setting (Barnett & Ceci, 2002; Belenky & Schalk, 2014; 

Kaminski et al., 2008). 
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2: Coding for the number of trials in the Splash-Lab vs. “smart” trials in the lab (with 

the “vary-one-variable-at-a-time”, VOTAT heuristic) as well as for the number of 

observations noted in the observation tool vs. “smart” observations (with a comparison 

between density of object and density of fluid) was performed by means of the 

computer screen capture software (River Past Screen Recorder Pro) and did not 

necessitate any control for inter-rater reliability. 

3: The global and domain-specific measures of the targeted skill (hypothesis 

formulation) should be related somehow, since we should have expected that a student 

scoring high in the global (domain-independent) measure should also be capable of 

addressing effectively the domain-specific task as assessed by means of the rubric. This 

is what we examined in “Preliminary analyses” through non-parametric analyses 

(global measure treated as scale variable; domain-specific measure treated as nominal 

variable). A possible relation between the two measures should not lead us to collapse 

the two measures into one, however, since the first, global measure (scale variable) 

would still denote the targeted skill in a context-independent manner, while the second, 

domain-specific measure (nominal variable) would be confined within the frame of 

relative density (domain of the present study). In this domain, formulating testable 

hypotheses is not enough, since students also need to identify and incorporate in their 

hypotheses the interaction effect between the density of object and fluid.   
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Appendix 1. Instrument for cognitive processes 

 

Items for “Apply” 

 

1. Fluids can float on top of each other, creating several layers, as depicted in the 

picture below. What should be the densities of Fluids 1 to 3 to have this arrangement? 

Please choose one answer. Note: Density unit = kg/m3. 

 

 a) Fluid 3 = 5      Fluid 2 = 2      Fluid 1 = 6   

b) Fluid 3 = 3      Fluid 2 = 1      Fluid 1 = 2  

c) Fluid 3 = 1      Fluid 2 = 2      Fluid 1 = 5   

d) Fluid 3 = 1      Fluid 2 = 0.5   Fluid 1 = 1.5   

e) Fluid 3 = 2      Fluid 2 = 1     Fluid 1 = 0.75    

 

 

 

 

 

2. Look at the following containers, which are filled with different fluids. Note: 

Density unit = kg/m3. 

 

     

    
 
 

 

 
 

A. Fluid density = 1 B. Fluid density = 0.5 C. Fluid density = 4 D. Fluid density = 2 
 

2.1 In which container(s) will a ball with density equal to 3 sink? Please choose one 

answer. 

a) A, C and D 

b) B 

c) A, B and D 

d) C 

e) None 

 

2.2 In which container(s) will a ball with density equal to 5 float? Please choose one 

answer. 

a) All of them  

b) A, C and D 

c) B 

d) A, B and D 

e) None 
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Items for “Think critically and creatively”  

 

1. The ball depicted in the container below has a mass of 255 g and a volume of 250 

cm3. The ball sinks in water (density of 1.00 kg/m3).  

     

m ball = 255g 

V ball = 250cm3  

 

Explain what will happen if you add 5 tablespoons of salt to the water, 

and why. 

 

 

 

 

 

 

2. A balloon is filled with a gas. When you let go of the balloon, it either goes up into 

the sky or fall down. You let go of the balloon at sea level and at the Mount Everest. 

 

     
Sea level     Mount Everest (8845m) 

Air density = 1,293 kg/m3   Air density = 0,425 kg/m3 

 

  

2.1 You want the balloon that is depicted on the left to go up, both at sea level and at 

the Mount Everest. What should be the density of the gas in the balloon? 

 

 

Density of the gas: ________________ 

 

  

 

2.2 You want the balloon that is depicted on the left to go down, both at sea level and 

at the Mount Everest. What should be the density of the gas in the balloon? 

 

 

Density of the gas: ________________ 

 

 

 

2.3 You want the balloon that is depicted on the left to go up at sea level and to go 

down at the Mount Everest. What should be the density of the gas in the balloon? 

 

 

Density of the gas: ________________ 
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Appendix 2. Instrument for inquiry skills  

 

Items in the “identifying variables” scale of the TIPSII (Burns et al., 1985; serial 

number of items in TIPSII in parentheses).  

 

1 (1).   A football coach thinks his team loses because his players lack strength. He 

decides to study factors that influence strength. Which of the following variables might 

the coach study to see if it affects the strength of the players?  

A.  Amount of vitamins taken each day.  

B.  Amount of lifting exercises done each day.  

C.  Amount of time spent doing exercises.  

D.  All of the above.  

 

2 (3).   An auto manufacturer wants to make cars cheaper to operate. They are studying 

variables that may affect the number of miles per gallon that autos get. Which variable 

is likely to affect the number of miles per gallon?  

A.  Weight of. the car.  

B.  Size of the motor.  

C.  Color of the car.  

D.  Both A and B.  

 

Marie wondered if the earth and oceans are heated equally by sunlight. She decided to 

conduct an investigation. She filled a bucket with dirt and another bucket of the same 

size with water. She placed them so each bucket received the same amount of sunlight. 

The temperature in each was measured every hour from 8:00 a.m. to 6:00 p.m.  

 

3 (13). Which of these variables is controlled in the study?  

A. Kind of water placed in the bucket.  

B. Temperature of the water and soil.  

C. Type of material placed in the buckets.  

D. Amount of time each bucket is in the sun.  

 

4 (14). What was the dependent or responding variable?  

A. Kind of water placed in the bucket.  

B. Temperature of the water and soil.  

C. Type of material placed in the buckets.  

D. Amount of time each bucket is in the sun.  

 

5 (15). What was the independent or manipulated variable?  

A. Kind of water placed in the bucket.  

B. Temperature of the water and soil.  

C. Type of material placed in the buckets.  

D. Amount of time each bucket is in the sun.  

 

Joe wanted to find out if the temperature of water affected the amount of sugar that 

would dissolve in it. He put 50 ml. of water into each of four identical jars. He changed 

the temperatures of the jars of water until he had one at 0oC, one at 50oC, one at 75oC, 

and one at 95oC. He then dissolved as much sugar as he could in each jar by stirring.  

 

6 (18).  What is a controlled variable in this study?  
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A. Amount of sugar dissolved in each jar.  

B. Amount of water placed in each jar.  

C. Number of jars used to hold water.  

D. The temperature of the water.  

 

7 (19).  What is the dependent or responding variable?  

A. Amount of sugar dissolved in each jar.  

B. Amount of water placed in each jar.  

C. Number of jars used to hold water.  

D. The temperature of the water.  

 

8 (20).  What is the independent or manipulated variable?  

A. Amount of sugar dissolved in each jar.  

B. Amount of water placed in each jar.  

C. Number of jars used to hold water.  

D. The temperature of the water.  

 

A study was done to see if leaves added to soil had an effect on tomato production. 

Tomato plants were grown in four large tubs. Each tub had the same kind and amount 

of soil. One tub had 15 kg of rotted leaves mixed in the soil and a second had 10 kg. A 

third tub had 5 kg and the fourth had no leaves added. Each tub was kept in the sun and 

watered the same amount. The number of kilograms of tomatoes produced in each tub 

was recorded.  

 

9 (30).  What is a controlled variable in this study?  

A.  Amount of tomatoes produced in each tub.  

B.  Amount of leaves added to the tubs.  

C.  Amount of soil in each tub.  

D.  Number of tubs receiving rotted leaves.  

 

10 (31). What is the dependent or responding variable?  

A.  Amount of tomatoes produced in each tub.  

B.  Amount of leaves added to the tubs.  

C.  Amount of soil in each tub.  

D.  Number of tubs receiving rotted leaves.  

 

11 (32).  What is the independent or manipulated variable?  

A.  Amount of tomatoes produced in each tub.  

B.  Amount of leaves added to the tubs.  

C.  Amount of soil in each tub.  

D.  Number of tubs receiving rotted leaves.  

 

12 (36).  Mr. Bixby has an all-electric house and is concerned about his electric bill. He 

decides to study factors that affect how much electrical energy he uses. Which variable 

might influence the amount of electrical energy used?  

A.  The amount of television the family watches.  

B.  The location of the electric meter.  

C.  The number of baths taken by family members.  

D.  A and C.  
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Items in the “identifying and stating hypotheses” scale of the TIPSII (Burns et al., 

1985; serial number of items in TIPSII in parentheses).  

 

1 (4). A class is studying the speed of objects as they £all to the earth. They design an 

investigation where bags of gravel weighing different amounts will be dropped from 

the same height. In their investigation, which of the following is the hypothesis they 

would test about the speed of objects falling to earth?  

A.  An object will fall faster when it is dropped further.  

B.  The higher an object is in the air, the faster it will fall.  

C.  The larger the pieces of gravel in a bag, the faster it will fall.  

D.  The heavier an object, the faster it will fall to the ground.  

 

2 (6). A police chief is concerned about reducing the speed of autos. He thinks several 

factors may affect automobile speed. Which of the following is a hypothesis he could 

test about how fast people drive? 

A.  The younger the drivers, the faster they are likely to drive.  

B.  The larger the autos involved in an accident, the less likely people are to get hurt.  

C.  The more policemen on patrol, the fewer the number of auto accidents.  

D.  The older the autos, the more accidents they are likely to be in.  

 

3 (8). A farmer wonders how he can increase the amount of corn he grows. He plans to 

study factors that affect the amount of corn produced. Which of these hypotheses could 

he test?  

A.  The greater the amount of fertilizer, the larger the amount of corn produced.  

B.  The greater the amount of corn, the larger the profits for the year.  

C.  As the amount of rainfall increases, the more effective the fertilizer.  

D.  As the amount of corn produced increases, the cost of production increases.  

 

4 (12). Marie wondered if the earth and oceans are heated equally by sunlight. She 

decided to conduct an investigation. She filled a bucket with dirt and another bucket of 

the same size with water. She placed them so each bucket received the same amount of 

sunlight. The temperature in each was measured every hour from 8:00 a.m. to 6:00 p.m. 

Which hypothesis was being tested?  

A.  The greater the amount of sunlight, the warmer the soil and water become.  

B.  The longer the soil and water are in the sun, the warmer they become.  

C.  Different types of material are warmed differently by the sun.  

D.  Different amounts of sunlight are received at different times of the day.  

 

5 (16). Susan is studying food production in bean plants. She measures food production 

by the amount of starch produced. She notes that she can change the amount of light, 

the amount of carbon dioxide, and the amount of water that plants receive. What is a 

testable hypothesis that Susan could study in this investigation?  

A.  The more carbon dioxide a bean plant gets, the more starch it produces.  

B.  The more starch a bean plant produces, the more light it needs.  

C.  The more water a bean plant gets, the more carbon dioxide it needs.  

D.  The more light a bean plant receives, the more carbon dioxide it will produce.  

 

6 (17). Joe wanted to find out if the temperature of water affected the amount of sugar 

that would dissolve in it. He put 50 ml. of water into each of four identical jars. He 

changed the temperatures of the jars of water until he had one at 0oC, one at 50oC, one 
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at 75oC, and one at 95oC. He then dissolved as much sugar as he could in each jar by 

stirring. What is the hypothesis being tested?  

A.  The greater the amount of stirring, the greater the amount of sugar dissolved.  

B.  The greater the amount of sugar dissolved, the sweeter the liquid.  

C.  The higher the temperature, the greater the amount of sugar dissolved.  

D.  The greater the amount of water used, the higher the temperature.  

 

7 (24). Mark is studying the effect of temperature on the rate that oil flows. His 

hypothesis is that as the temperature of the oil increases, it flows faster. How could he 

test this hypothesis?  

A. Heat oil to different temperatures and weigh it after it flows out of the can.  

B. Observe the speed at which oil at different temperatures flows down a smooth 

surface.  

C.  Let oil flow down smooth surfaces at different angles and observe its speed.  

D.  Measure the time it takes for oil of different thicknesses to pour out of the can.  

 

8 (29). A study was done to see if leaves added to soil had an effect on tomato 

production. Tomato plants were grown in four large tubs. Each tub had the same kind 

and amount of soil. One tub had 15 kg of rotted leaves mixed in the soil and a second 

had 10 kg. A third tub had 5 kg and the fourth had no leaves added. Each tub was kept 

in the sun and watered the same amount. The number of kilograms of tomatoes 

produced in each tub was recorded. What is the hypothesis being tested?  

 

A.  The greater the amount of sunshine, the greater the amount of tomatoes produced.  

B.  The larger the tub, the greater the amount of leaves added.  

C.  The greater the amount of water added, the faster the leaves rotted in the tubs.  

D. The greater the amount of leaves added, the greater the amount of tomatoes 

produced.  

 

9 (35). Ann has an aquarium in which she keeps goldfish. She notices that the fish are 

very active sometimes, but not at others. She wonders what affects the activity of the 

fish. What is a hypothesis she could test about factors that affect the activity of the fish?  

 

A.  The more you feed fish, the larger the fish become.  

B.  The more active the fish, the more food they need.  

C.  The more oxygen in the water, the larger the fish become.  

D.  The more light on the aquarium, the more active the fish.  
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Appendix 3. Process variables examined in the study 

Phase Variable  Type of variable Unit/values Range 

Hypothesis  Time spent, overall Time-on-task Seconds 186-1308 

Hypothesis  Time spent in the Splash Lab  Time-on-task Seconds 67-601 

Hypothesis  Time spent in the Hypothesis Scratchpad  Time-on-task Seconds 86-719 

Hypothesis  Number of trials in the Splash Lab  Product of learning activity Count 0-48 

Hypothesis  Number of “smart” trials in the Splash Lab  Product of learning activity Count 0-26 

Investigation  Time spent, overall Time-on-task Seconds 119-1187 

Investigation  Time spent in the Splash Lab  Time-on-task Seconds 13-351 

Investigation  Number of trials in the Splash Lab  Product of learning activity Count 1-40 

Investigation  Number of “smart” trials in the Splash Lab  Product of learning activity Count 0-28 

Investigation  Number of observations Product of learning activity Count 0-4 

Investigation  Number of “smart” observations Product of learning activity Count 0-3 

Conclusion  Time spent, overall Time-on-task Seconds 75-706 
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Appendix 4. Measures, type of measure, instrument/source of data, and data analyses in which measures were used 

Measure Type of measure Instrument/source of data Data analysis in which the measure was used 

“Apply” Cognitive 

process 

Instrument for cognitive processes 

(Appendix 1)/pre- and post-test 

Comparison between conditions (Table 1); tree model for 

transfer task (Fig. 8) 

“Think 

critically and 

creatively” 

Cognitive 

process 

Instrument for cognitive processes 

(Appendix 1)/pre- and post-test 

Comparison between conditions (Table 1); tree model for 

transfer task (Fig. 8) 

“Identifying 

variables” 

Inquiry skill Instrument for inquiry skills, TIPSII 

scale (Appendix 2)/pre- and post-test 

Comparison between conditions (Table 1); tree model for 

transfer task (Fig. 8) 

“Identifying 

and stating 

hypotheses” 

Inquiry skill 

(targeted skill; 

global measure) 

Instrument for inquiry skills, TIPSII 

scale (Appendix 2)/pre-post test 

Comparison between conditions (Table 1); tree models for 

improvement in “identifying and stating hypotheses” (Fig. 5-7); 

tree model for transfer task (Fig. 8); non-parametric tests for 

pre-test scores in different categories of hypotheses formulated 

in the intervention context; non-parametric tests for 

improvement in “identifying and stating hypotheses” in different 

categories of hypotheses formulated in transfer (“submarine”) 

context  

Categories of 

hypotheses 

formulated in 

the Hypothesis 

Scratchpad 

Inquiry skill 

(targeted skill; 

domain-specific 

measure) 

Rubric (Fig. 4)/intervention and 

transfer (“submarine”) contexts  

Comparison between conditions (Table 2); tree model for 

transfer task (Fig. 8); non-parametric tests for pre-test scores in 

different categories of hypotheses formulated in the intervention 

context; non-parametric tests for improvement in “identifying 

and stating hypotheses” in different categories of hypotheses 

formulated in the transfer (“submarine”) context 

Time-on-task 

variables 

Process variable River Past Screen Recorder Pro 

(Appendix 3)/intervention context 

Comparison between conditions (Table 3); tree models for 

improvement in “identifying and stating hypotheses” (Fig. 5-7); 

tree model for transfer task (Fig. 8) 

Products of 

learning 

activities 

Process variable River Past Screen Recorder Pro 

(Appendix 3)/intervention context 

Comparison between conditions (Table 3); tree models for 

improvement in “identifying and stating hypotheses” (Fig. 5-7); 

tree model for transfer task (Fig. 8) 
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