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Abstract  
 

A main requirement for the photovoltaic (PV) uptake is the assurance of the lifetime energy 

yield and formulation of strict warranties to reduce investment risk. This requires reliable 

detection of PV underperformance issues (e.g., failures and degradation modes) and 

accurate evaluation of the degradation rate of fielded PV systems. 

Degradation is the decrease in PV system performance over time due to mechanisms not 

reversed in the field. It is well known that all PV systems suffer from degradation and it is 

observed at all levels (i.e., cell, module, array, and system) with different factors and 

degradation mechanisms apparent at each level. The key extrinsic variables that contribute 

to PV degradation are temperature, humidity and radiation.   

A major degradation mechanism for silicon wafer-based PV modules is potential induced 

degradation (PID), which results from the use of increased system voltage of up to 1000 

V. The factors that can cause PID include difference in potential between earth and module, 

high temperatures and humidity, creating leakage current through the ground from which 

loss in power is caused. PID does not occur on all PV modules/cells. Other degradation 

mechanisms include the light induced degradation (LID) and the light elevated temperature 

(LeTID). LID occurs during the first year of module operation due to sun exposure. It 

affects the performance of the installed modules with respect to name plate data delivered 

by some PV module manufactures. LeTID is a form of solar cell degradation seen in the 

field and is accelerated by high irradiation and temperatures. 

The purpose of this master’s thesis is to analyse data from grid-connected PV systems and 

diagnose different degradation modes (e.g., PID and degradation) at early stages in attempt 

to safeguard the optimal performance of PV systems. This will be achieved by performing 

statistical analysis on the acquired data. In parallel, predictive algorithms will be 

implemented for forecasting PV degradation rates. The proposed methodology will be 

benchmarked against field data from test PV systems installed at the University of Cyprus 

(UCY) in Nicosia, Cyprus. Pan
ag

iot
is 

Gou
men

os



iii 

 

Acknowledgments 
 

First and foremost, I would like to express my gratitude towards my supervisor, Prof. 

George E. Georghiou for the valuable advice he has offered me, for the trust he has shown 

in me and for giving me the opportunity to undertake such an exciting and challenging 

project.  

I am also deeply grateful to Mr. Andreas Livera for his useful guidance and assistance in 

this project.  

Furthermore, I would like to thank my friends and family for their unconditional love and 

support all the time.  

Finally, I would like to thank PV Technology Lab staff for their continued support 

throughout my studies at the University of Cyprus.  

Pan
ag

iot
is 

Gou
men

os



iv 

 

Table of Contents 
 

Abstract ............................................................................................................................... ii 

Acknowledgments.............................................................................................................. iii 

Table of Contents ............................................................................................................... iv 

Table of Figures ................................................................................................................. vi 

List of Tables .................................................................................................................... vii 

Nomenclature ................................................................................................................... viii 

1. Introduction ................................................................................................................. 1 

1.1. Motivation ............................................................................................................ 1 

1.2. Research Objectives ............................................................................................. 2 

1.3. Novelty ................................................................................................................. 2 

1.4. Research Impact ................................................................................................... 3 

2. Literature Review........................................................................................................ 4 

3. Methodology ............................................................................................................... 8 

3.1. Flowchart Diagram ............................................................................................... 8 

3.2. Experimental Setup .............................................................................................. 9 

3.3. Data collection and construction of PV datasets ................................................ 10 

3.4. Construction of performance index .................................................................... 11 

3.5. Time series analysis ........................................................................................... 13 

3.5.1. Linear Regression ....................................................................................... 15 

3.5.2. Seasonal trend decomposition using LOESS .............................................. 16 

3.5.3. Robust Principal Component Analysis ....................................................... 17 

3.5.4. Seasonal Autoregressive Integrated Moving Average ................................ 19 

3.6. Performance assessment ..................................................................................... 21 

3.7. PID Detection Methodology .............................................................................. 21 

4. Results ....................................................................................................................... 23 

4.1. Degradation Rate with Linear Regression ......................................................... 23 

4.2. Degradation Rate with LOESS .......................................................................... 24 

4.3. Degradation Rate with RPCA ............................................................................ 25 

4.4. Comparison of analysis methods........................................................................ 26 

4.5. Degradation Forecasting .................................................................................... 28 

Pan
ag

iot
is 

Gou
men

os



v 

 

4.6. PID Detection method ........................................................................................ 32 

5. Conclusion and Future Work .................................................................................... 35 

References ......................................................................................................................... 37 

 

  

Pan
ag

iot
is 

Gou
men

os



vi 

 

Table of Figures 
 

Figure 1. Flowchart of the proposed methodology. ........................................................... 8 

Figure 2. Poly c-Si grid-connected PV system at the OTF of the UCY. ........................... 9 

Figure 3. Computed PR for 4 PV systems. Systems A and B are affected by aging, while 

systems C and D are affected by PID. .............................................................................. 13 

Figure 4. Comparison between the original data and the data after RPCA. .................... 18 

Figure 5. The yearly robust data of the system before (a) and after (b) the implementation 

of RPCA. ........................................................................................................................... 19 

Figure 6. Boxplot representation [40]. ............................................................................. 22 

Figure 7. LR on the PR time series of the systems. ......................................................... 23 

Figure 8. LOESS trend on original data with LR on the extracted trend. ........................ 24 

Figure 9. Differentiation on yearly data over the span of 12 months of PR time series. . 25 

Figure 10. Analysis on different methods for computation of degradation rate in each 

system. .............................................................................................................................. 26 

Figure 11. Degradation rate through the years using LOESS, LR and RPCA for each 

system. .............................................................................................................................. 28 

Figure 12. MAE and RMSE results for each system for 3 and 4 years of training data. . 29 

Figure 13. Detection of PID relation methods with the use of LR on a system (a) affected 

by aging (b) affected by PID. ............................................................................................ 32 

Figure 14. PRcorr plotted over 4 months with LR on a system (a) affected by aging (b) 

affected by PID. ................................................................................................................ 33 

Figure 15. Boxplot detection of PID on a system (a) affected by aging (b) affected by PID.

........................................................................................................................................... 34 

 

 

  

Pan
ag

iot
is 

Gou
men

os



vii 

 

List of Tables 
 

Table 1. Sample of PV measurements. ............................................................................ 10 
Table 2. SARIMA models for 3 and for 4 years used as training years........................... 29 
Table 3. Results of forecasted RD regarding all methods and the difference that occurs 

between the forecasted and the actual RD. ........................................................................ 31 
 

 

  

Pan
ag

iot
is 

Gou
men

os



viii 

 

Nomenclature 
 

AC  Alternating current 

ACF  Autocorrelation Function 

AIC  Akaike’s Information Criterion 

c-Si  Crystalline silicon 

CSD  Classical series decomposition 

DC  Direct current 

EDC  Measured DC energy 

HW  Holt-Winters exponential smoothing 

IA  Array DC Current 

GI  In-plane irradiance 

KPI  Key performance indicator 

LeTID  Light and Elevated Temperature Induced Degradation  

LID  Light Induced Degradation 

LOESS Locally estimated scatterplot smoothing  

LR  Linear Regression 

MAE  Mean Absolute Error 

NA  Not Available 

OTF  Outdoor Test Facility  

PA  Array DC Power 

PACF  Partial Autocorrelation Function 

PID  Potential Induced Degradation 

Pan
ag

iot
is 

Gou
men

os



ix 

 

Poly c-Si Polycrystalline Silicon 

PR  Performance Ratio 

PRcorr  Temperature corrected performance ratio 

PV  Photovoltaic 

Poly-c Si Polycrystalline silicon 

RD  Degradation Rate 

RMSE  Root Mean Square Error 

RPCA  Robust Principal Component Analysis 

SARIMA Seasonal Autoregressive Integrated Moving Average 

Tamb  Ambient Temperature 

Tmod  Module Temperature 

UCY  University of Cyprus 

UV  Ultraviolet 

VA  Array DC Voltage 

YA  Actual energy yield 

Yr  Reference energy yield 

 

Pan
ag

iot
is 

Gou
men

os



1 

 

1. Introduction 

1.1.  Motivation 

An important aspect in the field of photovoltaics (PV) that is yet to be addressed is the 

correct estimation of the degradation rate (RD) through field measurements. Degradation 

occurs during the field operation of PV modules, either as an unavoidable degradation 

process or as a degradation mechanism that occur in some PV modules/cells for various 

causes. Performance degradation occurs in all levels such as cell, module, array and system, 

and the main factors that are related to degradation are temperature, humidity, soiling, 

snow, precipitation, and solar irradiation. At the cell level, the main mechanisms that 

underline the degradation rate are corrosion, contact stability and cracks. At the module 

level, degradation can be caused by mismatches, broken interconnects and hot spots, while 

in array level it is associated with soiling and module mismatches [1]. These factors cause 

different degradation mechanisms and place substantial stress on a PV system during its 

lifespan resulting in a loss in durability that must be evaluated using the degradation rate. 

Outdoor field testing has been critical in evaluating long-term behavior and longevity, since 

it constitutes the operating environment of PV systems [2]. In the first 10 years of PV 

module operation, most warranties indicate that the PV module's output power will not 

decrease more than 1% each year. This value is not carried out by testing the PV modules 

to the end of their lifetime in the field, as they taken under laboratory conditions at STC. 

Knowledge of the RD is crucial for reducing uncertainties and financial risks [2]. It is 

important to note that up to date, there is no standardized method for accurate calculating 

the RD of fielded PV systems. 

In this thesis, comparison of different methods for degradation rate estimation is performed 

for not only modules affected by aging but also for modules affected from other 

degradation modes. The investigated methods were the Linear Regression (LR), Locally 

estimated scatterplot smoothing (LOESS) and Robust Principal Component Analysis 

(RPCA) [3]. The LR method was employed due to the clarity that describes the model and 

the run time complexity during execution. The LOESS method was selected because it 

provides robust estimates of the trend and seasonal components that are not distorted by 

outliers and missing values [4]. The RPCA method was used because it does not produce 
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any uncertainty during the calculation and because it extracts the outliers from the 

timeseries.  

The work presented in this dissertation demonstrates how current arbitrary practices can 

be replaced by generalized methodologies that can provide inference, eliminate selection 

bias, and allow quantification of uncertainty while extracting as much information as 

possible from all useful measurement data in an unsupervised manner using proper 

statistical analyses. 

 

1.2. Research Objectives 

The objectives of this thesis were to: 

• Accurately estimate the degradation rate of PV systems that either suffer from 

aging or PID with different data-driven methods (LR, LOESS and RPCA). 

•  Forecast the performance ratio and degradation rate of PV systems and evaluate 

the forecasting accuracy. 

• Detect PID in PV systems with the use of data-driven algorithms. 

 

1.3. Novelty 

The novelty of the thesis is that PID will be detected using data-driven algorithms applied 

on the available field measurements without the need of extra equipment (i.e., I-V tracer, 

SunSniffer, etc.). This algorithm will be used for detecting the presence of PID, at early 

stages (from 4 to 10 months’ time). Furthermore, a methodology will be developed capable 

of differentiating degradation mechanisms (such as PID, actual degradation due to aging). 

Even though the comparative methods for calculating the degradation rate were utilized 

before, this was never done for a PID affected system, in comparison to a system affected 

from aging. Through the research, how PID affects the performance rate of PV modules is 

introduced for the first time. The methods of detecting the PID were neither used in 

literature on any level.  
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1.4. Research Impact 

Assuming that a 1 kW system would generate 4 kWh per day on an average, a 5 kW PV 

system would generate about 20 kWh/day. Considering an electricity price of 0.09 €/kWh 

[5], the solar system will be able to generate approximately 54 €/month. This number is 

assumed to be in perfect conditions in a PV system without the effect of degradation 

occurring on them. When considering degradation, the generation of a PV system is less 

as the power production decreases due to the occurred degradation mode. 

This research will aim to assist the early detection of different degradation mechanisms. 

Degradation mechanisms, except degradation due to aging of the modules, does not occur 

in all modules in the span of their operation and when they are observed the performance 

of the modules is affected in a negative way. The performance ratio of a PV module 

signifies how well it operates and the degradation rate how that performance decreases 

through the years. The accurate estimation of the degradation rate in the range of 0.5%/yr 

- 0.7%/yr (the average degradation rate is currently in the range of 0.8%/yr), could result 

in an annual gain of 50k € for a 100 MW site. Thus, it is important to detect the occurrence 

of PID which leads to larger degradation rates and thus could damage more the production 

of the PV modules and accurate estimation could provide even more gain. This detection 

should cost less with no extra equipment necessary for detection, fast so power loss could 

be prevented from happening and accurate such that correct detection is conducted. 
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2. Literature Review 

Degradation is due to different mechanisms that can cause decrease in the PV module’s 

performance. These mechanisms differ depending on the reason of occurrence. Some 

degradation mechanisms studied through the years were due to aging, PID, LeTID and 

LID. Based on the available data, degradation due to aging and PID will be studied in this 

thesis. 

Degradation due to aging in module level is the degradation mode that occurs after use for 

several years. It is a mechanism that is evidenced at all levels, i.e., cell, module, array and 

system with different factors and degradation mechanisms apparent at each level. It is well 

known that all PV modules suffer from aging degradation. In all cases, the main extrinsic 

factors related to performance degradation in field operation include temperature, 

humidity, precipitation, dust, snow, and solar irradiation. For estimating the degradation 

rate due to aging, most reported research is based on the use of data-driven algorithms. 

Different statistical methods such as, LR method, Classical series decomposition (CSD), 

Holt-Winters exponential smoothing (HW) and LOESS were used to estimate the 

degradation rate for different PV technologies [6]. In [7], the effects that may occur on a 

PV module after 20 years were presented with the use of optical and IR images. 

Furthermore, I-V measurements were presented observing the decrease in power, short 

circuit current, open circuit voltage and field factor through those years obtained a 

degradation in the range of 0.5 - 0.6 %/yr. The negative aspect of recording I-V 

characteristics is that their use is made through additional equipment, while on the contrary, 

yield data are widely available.  

In [8], analytical models for computing the degradation rates were reported, such as 

degradation models for corrosion, degradation models of PID, models for UV degradation 

and models based on multiple stresses. These models commonly use electrical parameters 

such as power at maximum power point (Pmp), short circuit current (Isc), shunt resistance 

(Rsh) and series resistance (Rs) as degradation indicators. Analytical models were 

developed based on the physical or chemical theories of the degradation mode in 

investigation. Manufacturers of PV modules supply warranties for the performance of the 
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modules for at least 20 years, with a maximum loss of less than 20% of the rated power, 

however, people must be aware that the PV technologies and the location where they were 

installed affected the degradation [3].  

The comparison of the degradation of PV technologies installed outdoors were based on 2 

different selections of datasets. The first one was the use of the performance ratio (PR) 

which specified the overall effect of losses on the module’s rated output due to the 

module’s temperature and irradiance [9]. The second was the use of the maximum power 

normalized to photovoltaics for utility scale applications test conditions of solar irradiance 

1000 W/m2, air temperature 20 ℃ and wind speed of 1 m/s. Afterwards, statistical methods 

were used on the time series to compute the degradation rate [10][11]. Methods were also 

used for forecasting the effects of degradation that occur in modules. The methods used for 

forecasting in [12] where the Persistent Model, Auto-Regressive Integrated Moving 

Average (ARIMA), k-Nearest Neighbors (kNNs), Artificial Neural Networks (ANNs), and 

ANNs optimized by Genetic Algorithms. Due to the seasonality of the data, the method 

used for forecasting in this thesis was the Seasonal ARIMA (SARIMA), as proposed in 

[13]. 

A major degradation mechanism for silicon wafer-based PV modules is PID, which results 

from the use of increased voltage of up to 1000 V. The factors that can cause PID are 

related to the difference in potential of the module in respect to earth combined with high 

temperatures and humidity, thus causing loss in output power due to undesirable leakage 

current to the ground [14]. In recent years, PID has received a considerable amount of 

attention, as it could potentially lead to catastrophic failure of the PV modules under 

outdoor conditions [15][16]. The term PID was first introduced from Pingel et al. in 2010 

[17], where the research focused on PID of wafer based standard p-type silicon technology 

with the aim of increasing the lifetime of PV modules. The PID effect, in contrast to the 

degradation from aging, does not occur on all PV modules. PID usually has no visual effect 

on the module and different analysis techniques (such as the I-V curve method and image 

analysis techniques) are available in the literature for detection of this loss. In [18], testing 

and analysis was performed on a system with voltage bias of -600 V in Florida with the 
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use of an I-V curve tracer to obtain dark I-V curves. The results of the research performed 

indicated a decrease of 11% on the power for the c-Si modules under investigation.  

Based on [19] because most of the companies perform indoor PID tests, outdoor 

experimental tests and different methods of detecting PID are necessary for better 

evaluation. In [20] calculation of the degradation rate was performed for PV modules under 

high system voltage in the field. The experimental setup comprised of outdoor monitoring 

of thin film modules in the hot and humid climate of Florida for a period of 2.5 years. The 

method used was the PV for Utility Scale Applications type regression analysis and the 

results revealed degradation rate of -5.13 ± 1.53 %/yr and -4.5 ± 1.46 %/yr for positive and 

negative strings, respectively. In research contacted in Germany for several months, [21] a 

35% decrease in power was observed for a back-contact crystalline silicon PV module in 

which PID occurred. 

Although important progress has been produced regarding the understanding of PID in PV 

modules, there is still research to be made and the complexity of PID introduces a challenge 

for the researchers. Based on [22] the main causes of PID vary on the different types of 

module technologies. Although as mentioned, different PID modes may be presented when 

the same type of modules is stressed under dissimilar conditions. In literature, PID 

detection was made with several ways, with thermographic imaging [23], 

electroluminescence imaging [24], open circuit voltage measurement, plotting the I-V 

curves of modules [25], shunt resistance measurement [24], and with the use of the mass 

spectrometer to study the sodium migration inside the module [25]. Based on [26] the 

effects were reversible, climatic factors such as temperature can help overcome PID, it was 

observed that panels stored at temperature around 100 ℃ for 10 hours lead to a recovery 

of close to 100%, and based on [23] reverse voltage system techniques were also studied 

and had recovery rates of 80 - 96%. In [27], a prevention method was proposed for PID, 

the researchers method suggests that for preventing PID, all the components of the module 

should be resistant to PID, and for the succession of this, a possible solution was to optimize 

the anti-reflective coating. Based on [28] PID-resistant cells were developed after the 

encapsulation of the standard glass (EVA), in which the cells degraded by less than 3% 
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within 25.5 weeks outdoor operation, in contrast to standard multi c-Si modules, which 

degraded by 51% in the same period. 

 In this thesis, outdoor measurements are investigated for a 5-year period for modules that 

suffer from degradation due to aging and for modules that PID was detected. The 

degradation rate is computed for both scenarios to observe how different degradation 

mechanisms affect modules of same technologies under the same conditions. The 

computation of degradation rate is performed under 3 different statistical methods to have 

a better perspective and verify the results. The last stage of the thesis focusses on the 

deployment of a method of detection of PID with the use of statistical method taking into 

account observations made during the research. 
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3. Methodology 

3.1. Flowchart Diagram 

The methodology that was followed in this work is depicted in Figure 1Error! Reference 

source not found.. The methodology includes the recording of operational and 

meteorological data from modules that were affected by aging and PID.  

 

 

Figure 1. Flowchart of the proposed methodology. 
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The data processing (data filtering, identification of invalid values, identification of 

missing values) is first applied to the acquired data to construct the PV dataset. The PV 

dataset is used for the construction of PR time series and for further analysis for PID 

detection. The PR time series is then analysed with different methods (LR, LOESS, RPCA) 

to calculate the degradation rate of the systems. Furthermore, the PR time series is also 

used for forecasting the PR and with the use of the same methods, compute the forecasted 

degradation rate that will be compared to the actual. 

 

3.2. Experimental Setup 

The analysis for PID detection was performed on poly-crystalline silicon (poly-c Si) PV 

modules. The PV modules are installed in an open-field mounting arrangement and at an 

inclination angle of 27.5° due South, at the outdoor test facility (OTF) of the University of 

Cyprus (UCY) in Nicosia, Cyprus (see Figure 2). Each small-scale system comprises of 2 

PV modules connected in series, with the nominal power of one module being 240 Wp. 2 

out of the 4 PV systems, were affected by PID (verified and tested indoors) and 

measurements were taken during the PV normal and faulty operation for a reporting period 

of 5 years (April 2015 – April 2020).  

 

 

 Figure 2. Poly c-Si grid-connected PV system at the OTF of the UCY. 
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The meteorological measurements include the in-plane irradiance (𝐺𝐼), ambient (𝑇𝑎𝑚𝑏) and 

module (𝑇𝑚𝑜𝑑) temperature, while the electrical measurements include the array DC 

current (𝐼𝐴), voltage (𝑉𝐴) and power (𝑃𝐴) for both analyses. 

 

3.3. Data collection and construction of PV datasets 

The data were collected every 1 hour and were processed to fill missing data to complete 

the time stamp so that the analysis of the data could be made. For example, a correct sample 

of the dataset is presented in Table 1. 

 

Table 1. Sample of PV measurements. 

Timestamp PA (W) VA (V) Tmod (℃) GI (W/m2) 

07/06/2015 11:00 359.81 49.67 50.61 923.13 

07/06/2015 12:00 373.28 48.27 53.18 1002.66 

07/06/2015 13:00 285.66 51.32 42.11 723.55 

 

The daily electrical data were not uniform as the end time differ per day and thus, every 

day consisted of different number of data points. The electrical data acquired were 

corrected with the insertion of NAs such as the daily data become uniform. This correction 

was necessary as the electrical data were matched with the meteorological data that were 

also acquired to create the complete datasets containing both electrical and meteorological 

measurements of the modules. By obtaining both meteorological and electrical data, PR 

was computed.  

The outliers of the measurements, were removed from the datasets, replacing those values 

with NAs. For removing the outliers, a statistical method was deployed, the boxplot outlier 

rule. In this method, the lower quantile, Q1 (25th percentile), the median, the upper quantile, 

Q3 (75th percentile) and the interquartile range, IQR, which is the difference between Q1 

and Q3, are used to describe the variation of the data. This method avoids the mean and 

standard deviation because they are affected from the outliers.  
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The boxplot method can be expressed as: 

𝑥1 > 𝑄3 + 1.5𝐼𝑄𝑅  ⋃    𝑥1  < 𝑄1 − 1.5𝐼𝑄𝑅                                                                        (1) 

The boxplot outlier rule is used to detect values that are outside an estimated interval. By 

definition, 50% of all measurements are within the ±0.5 IQR of the median, thus providing 

a reliable measure of scale. 

For better observations, the electrical parameters were aggregated to monthly level, so that 

better analysis could be made through the years of operation.  

  

3.4. Construction of performance index 

For this thesis, the PR was selected as the performance metric for calculating the RD. The 

PR is a normalized key performance indicator (KPI), typically used to characterize PV 

plant performance for acceptance and operations testing [29]. Daily aggregation was not 

preferred due to larger fluctuations and so monthly aggregation was chosen. Further, AC 

PR was not chosen as it would represent a complete PV system degradation (cables, 

inverter, modules etc.) which is not the objective of this analysis, since the analysis focuses 

exclusive in PV modules. 

To calculate the DC 𝑃𝑅 the following equations were utilized: 

𝑌𝐴 =
𝐸𝐷𝐶

𝑃𝑆𝑇𝐶
                                                                                                                                          (2) 

𝑌𝑟 =
𝐺𝐼  ×  timestep

𝐺𝑆𝑇𝐶
                                                                                                                     (3) 

𝑃𝑅 =
𝑌𝐴

𝑌𝑟
                                                                                                                                            (4) 

where 𝐸𝐷𝐶 is the measured DC energy, computed by multiplying the PA and time interval, 

PSTC is the nominal power of the system, GSTC is the irradiance in standard test conditions 

(1000 W/m2), 𝑌𝐴 and 𝑌𝑟 represent the actual and reference energy yields of the PV system. 

Furthermore, irradiance values lower than 200 W/m2 were deleted from the test dataset. 
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After computing the PR for each hour, monthly aggregation was performed by taking the 

mean value per month. 

The PR constructed from all four systems is presented in Figure 3. Systems A and B are 

systems that no PID occurred during their five-year operation period and were affected by 

aging degradation only. In contrary, Systems C and D are PID affected systems as observed 

and verified through indoor and outdoor testing. 

Temperature corrected PR (PRcorr) is utilized only in section 4.6 for the detection of PID. 

PRcorr was used due to the high temperatures exhibited in Cyprus during the summer 

months and contains a term to translate modelled power to the average operating cell 

temperature. The PR formula is corrected with temperature factor to neutralise short-term 

PR fluctuation due to temperature variations from STC (25°C). Thus, to exclude the 

temperature interferences, PRcorr was preferred over normal PR for the purposes of 

detecting PID. For calculating the PRcorr, temperature correction is performed on the 

measured DC energy, and then this temperature corrected energy is used to calculate the 

PRcorr. The equations for implementing the temperature corrected  PRcorr are the following 

[30]:   

𝐸𝐷𝐶 =  𝑃𝑆𝑇𝐶 ×  
𝐺𝐼

𝐺𝑆𝑇𝐶  
 × [1 − 𝛾(𝑇𝑚𝑜𝑑 −  𝑇𝑆𝑇𝐶)] × 𝑡𝑖𝑚𝑒𝑠𝑡𝑒𝑝                                                (5) 

Where EDC is the temperature corrected DC energy, 𝛾 is the temperature coefficient for 

power that correspond to the installed modules equal to -0.0045%/℃, and TSTC is the 

temperature on standard test conditions equal to 25 ℃. With the use of equations 1,2 and 

3, and the temperature corrected EDC the PRcorr is computed.  
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Figure 3. Computed PR for 4 PV systems. Systems A and B are affected by aging, while systems C and D 

are affected by PID. 

 

3.5. Time series analysis 

The annual degradation rate of the PV systems is calculated by applying statistical, 

comparative or change-point techniques on the PV performance metric [19]. The goal of 

the statistical analysis is to extract the trend of the PV performance time series and translate 

the slope of the trend to the annual degradation rate (%/yr) [19]. Similarly, comparative 

techniques perform linear comparisons on subsequent PV performance time series in order 

to extract the annual degradation rate (%/yr) [31]. The conventional statistical/comparative 

methods assume a constant rate of power decrease over time (linear power loss) and the 

relative degradation rate is calculated by multiplying the ratio of the slope to intercept by 

12 or 365 for monthly or daily aggregation, respectively.  
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For all the techniques, the following issues should be considered: 

• Length of available data: Minimum 5-year time series should be available to 

perform a reliable evaluation [32]. The accuracy of the several methodologies 

available for the calculation of the PV degradation rate increases with the duration 

of available time series. 

• Seasonality and outliers: The accuracy of the several methodologies is strongly 

affected by the yearly oscillation of the performance of PV modules/systems. For 

this reason, special care should be taken in adopting appropriate filtering techniques 

to eliminate outliers and diminish seasonality. 

• Missing data: Missing measurements - outages can greatly affect the value of the 

annual degradation rate. Appropriate dealing with missing data (using deletion and 

data imputation techniques) should be considered in order to accurately calculate 

the degradation rate of PV arrays. 

• Construction of the performance time series: The performance metric used to assess 

the degradation rate can influence the end results. The most commonly used metric 

is the 𝑃𝑅, at a monthly resolution.   

For the purposes of this thesis, three different statistical methods were employed for the 

computation of degradation rate. The evaluation was made with the use of LR, LOESS and 

RPCA. The LR method was employed due to the clarity that describes the model and the 

run time complexity during execution, while the LOESS method was selected because it 

provides robust estimates of the trend and seasonal components that are not distorted by 

outliers and missing values [4] and the RPCA method was used because it does not produce 

any uncertainty during the calculation and because it extracts the outliers from the 

timeseries. 

For forecasting the PR time series, SARIMA was used. SARIMA was employed to observe 

the accuracy of predicting the degradation rate and the PR time series in later years for 

different degradation mechanisms and distinguish which can be predicted with more 

accuracy. To compute the SARIMA model’s parameters, the ‘auto.arima’ function [33] 

was used, while to execute the forecasting operation with those parameters, ‘sarima.for’ 

was utilized.  
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3.5.1. Linear Regression 

LR in statistics is defined as a linear approach for modelling the relationship between a 

scalar response and independent variables. LR was firstly constructed for use in the field 

of statistics to understand the relation between an input and an output but is also used for 

machine learning purposes. It is one of the most known and understandable algorithms in 

machine learning and statistics. 

For the formation of the linear equation, specific set of input values are combined to predict 

the output of those input values. The following equation is used for demonstrating LR: 

𝑦 =  𝐴 + 𝐵𝑥                                                                                                                                     (6) 

Where, x is the explanatory variable and y is the dependent variable. The slope of the 

formed line created by LR is B while the intercept is A, which is the value of y when x is 

equal to zero. The annual performance loss rates were calculated by multiplying the slope 

estimator B, by 12 due to the monthly time series [6]. With the use of ‘lm’ function in R, 

the uncertainty of the model can also be found. The uncertainty, uLR was computed with 

the use of the standard error of the slope estimator of the LR as presented in the following 

equation: 

𝑢𝐿𝑅 =  √
𝑆𝑆𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠

𝑑𝑓𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠
                                                                                                                       (7) 

Where SSresiduals is the residual sum of squares and dfresiduals is the residual degrees of 

freedom, calculated as n-(k+1) where, n is the total observations and k is the total model 

parameters.  

The expanded uncertainty, ULR, which is used to express the uncertainty of a measurement 

result [34], is calculated as follows: 

𝑈𝐿𝑅 = 𝑘 × 𝑢𝐿𝑅                                                                                                                                (8) 

Where k is the coverage factor. This factor was selected as k = 2 which produces an interval 

having a level of confidence of approximately 95% based on [34].  
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3.5.2. Seasonal trend decomposition using LOESS 

LOESS refers to a nonparametric method that is used to smooth a series of data, for which 

no assumptions regarding the data's underlying structure are made. In this thesis, LR was 

used to fit a smooth curve through a scatterplot of data of the created trend. LOESS can 

provide robust estimations of the trend and seasonal components that are not distorted by 

outliers or missing values. 

LOESS integrates the simplicity of linear least squares regression with the flexibility of 

nonlinear regression. This is done by fitting models to localized subsets of the data to build 

a function that describes the deterministic part of the variation in the data [35]. To define a 

LOESS model at each point in the data set a low-degree polynomial is fitted to a subset of 

the data, with values of explanatory variables close to the point whose response is being 

estimated. The polynomial is adjusted using weighted least squares, giving more weight to 

the points close to the point whose response is being estimated and less weight to the points 

further away. Furthermore, with the evaluation of the local polynomial using the 

explanatory variable values of a data point, the value of the regression function of that point 

can be obtained. Finally, to complete the LOESS fit regression function values are 

computed for each data point. 

A nearest neighbors algorithm is used to determine the subsets of data utilized for each 

weighted least square fit. In this thesis, a traditional weight function is used for LOESS, 

the tricube weight function [35]: 

𝑤(𝑥) =  {
(1 − |𝑥|3)3                        𝑓𝑜𝑟 |𝑥| < 1

0                                         𝑓𝑜𝑟 |𝑥| ≥ 1
                                                                      (9) 

The weight for a particular point in any localized subset of data is obtained by evaluating 

the weight function for the distance between that point and the estimated point, after scaling 

the distance so that the maximum absolute distance over all the points in the subset is 

exactly one. 

For the computation of degradation rate, LR was applied on the extracted trend of the 

LOESS method and then a multiplication of the slope estimator by 12 due to the seasonality 
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that the 12 months of the year provide [6]. The uncertainty of the model is computed with 

the same method as described in subsection 3.5.1. for the LR method. 

 

3.5.3. Robust Principal Component Analysis 

RPCA was used for the computation of the yearly degradation rate [36]. RPCA presumes 

that the data matrix A is demonstrated with the following equation: 

𝐴 = 𝐷 + 𝑃                                                                                                                                      (10) 

where D is the low rank matrix, which in the context of data analysis designates that the 

number of characteristic features dominating the original data in A must be smaller than 

its size, and P is the unknown sparse perturbation matrix, which is the matrix supposed to 

cause the outliers. Furthermore, the sparseness of matrix P, indicates that perturbations 

should not be extended over long periods of time throughout the data. In this research, the 

matrix A was formed by the PR time series. RPCA extracts the matrix D from the original 

matrix A by solving the following optimization: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ||𝐷||𝑠 +  𝜇||𝑃||1                                                                                                   (11) 

where ||𝐷||𝑠 is the norm defined by the sum of the singular values of D, ||𝑃||1 is the norm 

defined by the summation of the absolute values of P and 𝜇 is a user-defined parameter 

that trades off between the two norms. In this work, the RPCA was solved with the use of 

augmented Lagrange multiplier method. In Figure 4, the robust PR data obtained from the 

RPCA method are compared to the actual data of the time series for one of the systems that 

suffers from PID.  

In order to implement the 𝑅𝑃𝐶𝐴 methodology, the 60-month DC 𝑃𝑅 time series was 

divided to five 12-month time series sections. Thus, creating a data matrix 𝐴 of dimension 

5x12. In Figure 5, the five 12-month time series is plotted before and after the 

implementation of RPCA for one of the systems under evaluation. The data matrix 𝐷 was 

used for the computation of the yearly degradation rate at the end of each test year, namely 

years 4 and 5. The yearly degradation rate was estimated as follows:  
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• The area of the region between the line of the 1st year (i.e., Year 1) and the line of 

the year in question, was divided by the area beneath the curve of the robust data 

of the first year defined as the yearly degradation rate (see Figure 5 (b)).  

• The average annual percentage degradation rate was then defined as the percentage 

of the degradation rate divided by the number of the year inspected (i.e., by 5). 

With the use of a more mathematical representation, to calculate the degradation rate after 

5 years of operation, the following equations were utilized: 

A1−5 =  ∫ 𝑃𝑅1 − 𝑃𝑅5

12

1

                                                                                                             (12) 

𝐷𝑒𝑔𝑟𝑎𝑑𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  
A1−5/A1

5
                                                                                              (13) 

Where A1-5 is the area formed between the curve of the first year and the fifth year and A1 

is the area formed below the first curve of the first year. 

 

 

Figure 4. Comparison between the original data and the data after RPCA. 
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Figure 5. The yearly robust data of the system before (a) and after (b) the implementation of RPCA. 

 

3.5.4. Seasonal Autoregressive Integrated Moving Average 

For forecasting the DC 𝑃𝑅 time series, seasonal autoregressive integrated moving average 

(𝑆𝐴𝑅𝐼𝑀𝐴) was used. The 𝑆𝐴𝑅𝐼𝑀𝐴 model was fitted to the time series data either to better 

understand the data or to predict future points in the series. Furthermore, 𝑆𝐴𝑅𝐼𝑀𝐴 models 

were useful for modelling a seasonal time series in which the mean and other statistics were 

not stationary across the years [13].  

The selection of the best suited SARIMA model that was made with the use of the 

‘auto.arima’ function was made for each system separately. The general model is denoted 

as follows: 

𝑆𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑠                                                                                             (14) 

Where, p and seasonal P indicate number of autoregressive terms (lags of the stationarized 

series), d and seasonal D indicate differencing that must be done to stationarize series, q 
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and seasonal Q indicate number of moving average terms (lags of the forecast errors) and 

s indicates seasonal length in the data. The multiplicative SARIMA model is given by [37]: 

𝛷𝑃(𝐵𝑠)𝜑(𝐵)𝛻𝑠
𝐷𝛻𝑑𝑥𝑡 = 𝑎 + 𝛩𝑄(𝐵𝑠)𝜃(𝐵)𝜔𝑡                                                                        (15) 

Where 𝜔𝑡 is the usual Gaussian white noise process, polynomials 𝜑(𝐵) and 𝜃(𝐵) of orders 

p and q represent the ordinary autoregressive and moving average components, seasonal 

autoregressive and moving average components are represented by 𝛷𝑃(𝐵𝑠) and 𝛩𝑄(𝐵𝑠) of 

orders P and Q, respectively and ordinary and seasonal difference components represented 

by 𝛻𝑑 =  (1 − 𝐵)𝑑 and 𝛻𝑠
𝐷 = (1 − 𝐵𝑠)𝐷 , respectively. If α ≠ 0, there is an implied 

polynomial of order d + D in the forecast function. 

For the estimation of SARIMA parameters, several different methods can be employed 

[38]. Values D and d are fixed, and the next step is to determine the values of P, Q, p and 

q. One method is to determine those values with the use of Autocorrelation function (ACF) 

and Partial Autocorrelation function (PACF). For the purposes of this thesis, a different 

method was deployed, and the SARIMA parameters were selected with the use of Akaike’s 

Information Criterion (AIC). AIC is a measure of prediction error and hence of statistical 

model quality for a given set of data. The mathematical representation of this model is 

presented as follows [37]:  

𝐴𝐼𝐶 =  ln 𝜎̂𝜅
2 +  

𝑛 + 2𝑘

𝑛
                                                                                                              (16) 

Where 𝜎̂𝜅
2 is the maximum likelihood estimator for the variance of a regression model with 

k parameters and n is the number of observations. For the ‘auto.arima’ function used from 

R, the main task is to select the appropriate model order.  

The equation used in this function for the succession of this is [33]: 

𝐴𝐼𝐶 =  −2 log(𝐿) + 2(𝑝 + 𝑞 + 𝑃 + 𝑄 + 𝑘)                                                                          (17) 

Where k is equal to 1 if α ≠ 0 (eq. 15) and if not then is equal to 0, L is the maximized 

likelihood of the model that is fitted to the differenced data and p, q, P, Q are the SARIMA 

model parameters estimated. 
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For the implementation of this method in this thesis, firstly the monthly DC 𝑃𝑅 time series 

was divided to training years and test years. The number of years that were to be trained 

was estimated with the use of the 𝑅𝑀𝑆𝐸 and 𝑀𝐴𝐸 metrics. Different number of training 

and testing years were examined to determine the correct number. After estimating the 

SARIMA parameters, the following step in the procedure was the comparison between the 

actual and the forecasted DC 𝑃𝑅. The forecasted years DC 𝑃𝑅 time series obtained by the 

𝑆𝐴𝑅𝐼𝑀𝐴 model was plotted against the actual DC 𝑃𝑅.  

 

3.6. Performance assessment 

In order to compare the forecasted and actual PR and degradation rate estimations, the 

Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) metrics were used. The 

MAE measures the difference between the actual and forecasted data, while the RMSE 

describes the standard deviation of the forecasting errors. These performance metrics are 

calculated as follows [39]:   

𝑀𝐴𝐸 =
1

𝑛
× ∑|𝑦𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑖 − 𝑦𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑,𝑖|

𝑛

𝑖=1

                                                                         (18) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
× ∑(𝑦𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑖 − 𝑦𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑,𝑖)2

𝑛

𝑖=1

                                                                (19) 

Where 𝑦𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑖 and 𝑦𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑,𝑖 are the measured and forecasted data respectively. 

 

3.7. PID Detection Methodology 

For the detection of PID, analysis on the electrical parameters of the four PV systems was 

performed to obtain knowledge and observe relations through the parameters that can assist 

in identifying trends that differ in systems which suffer from PID. The detection of PID 

was performed by observing 2 parameters through the years of operation. The parameters 

were the voltage and the power produced by the PV system. The considerations were made 

for the voltage and power over time and through comparing voltage over power. To 
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implement those relations, LR was performed over the aforementioned parameters, so that 

the slope of each relation could be obtain for the extraction of correlations. From tests in 

PID affected modules and in not affected PID modules, an observation was made that if 

the first mentioned relation had a positive slope and the other two had a negative slope then 

the module was affected by PID.  

The detection of PID is important to be made not only with the use of simple methods that 

do not need extra equipment, but also to be made in a small period of time. For quicker 

detection of PID, PRcorr was used.  

Furthermore, boxplot representation was also used as another method that can assist in 

verifying the occurrence of PID. Comparison between each year’s median value is 

conducted and by considering the decrease in voltage per year, detection is made. A 

boxplot representation is presented in Figure 6 [40]. Box plots divide the data into sections 

that each contain approximately 25% of the data in that set. The two extreme points of the 

boxplot represent the minimum and maximum values, the median is the middle value of 

the dataset which marks the mid-point of the data and is shown by the line that divides the 

box into two parts, the middle number between the smallest number and the median of the 

dataset represent the first quartile (Q1), while the middle value between the median and the 

highest value of the dataset represent the third quartile (Q3).  

 

 

Figure 6. Boxplot representation [40]. 
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4. Results 

4.1. Degradation Rate with Linear Regression 

With the use of LR, the results are presented in Figure 7 in which with black colour the PR 

time series is presented and with blue colour the line created by LR on the monthly PR 

time series. Systems A and B that exhibit normal degradation due to aging are observed to 

have lower decline that systems C and D that PID occurred. The degradation for the first 

system was calculated as RD = -0.081 ± 0.37 %/yr, for the second system RD = 0.058 ± 0.42 

%/yr, for the third system RD = -1.54 ± 0.37 %/yr and for the fourth system RD = -1.28 ± 

0.33 %/yr.  

 

Figure 7. LR on the PR time series of the systems. 
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4.2. Degradation Rate with LOESS 

By using LR on the extracted LOESS trend, the results are presented in Figure 8. With 

black colour the PR time series is observed, with red colour the extracted trend and with 

blue the LR fit on the trend. Similar to the previous results, systems C and D display higher 

rates of degradation than systems A and B. Degradation rate for systems A and B were RD 

= -0.069 ± 0.065 %/yr and RD = 0.063 ± 0.061 %/yr, respectively and for systems C and D 

were RD = -1.55 ± 0.24 %/yr and RD = -1.30 ± 0.23 %/yr, respectively. 

 

Figure 8. LOESS trend on original data with LR on the extracted trend. 
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4.3. Degradation Rate with RPCA 

By splitting the data to five 12-months’ time series sections and implementing the RPCA 

methodology, the results for the four systems are presented in Figure 9. As observed, the 

systems affected with PID have a bigger area between the first and fifth year of operation, 

and even between the first two years can be observed that there is a significant difference 

between the PR. With the use of the methodology explained in subsection 3.3.3. the 

degradation rate for each system was computed as, RD = -0.34 %/yr, RD = -0.20 %/yr, RD 

= -1.46 %/yr and RD = -1.24 %/yr for systems A, B, C and D, respectively.  

 

Figure 9. Differentiation on yearly data over the span of 12 months of PR time series. 
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4.4. Comparison of analysis methods 

For purposes of comparing the three methods and the results obtained by them for the four 

studied systems Figure 10 was constructed. The representation is made with the use of 

boxplots, so that the uncertainty computed in methods LR, and LOESS could be also 

presented. The line in the centre of the boxplot demonstrates the median value of the system 

which is the calculated value from the method without the uncertainty. In the RPCA 

method no uncertainty was computed and thus it is represented with a straight line. Systems 

C and D which suffer from PID presented higher degradations rates than the systems that 

suffered from normal degradation due to aging. LR method expressed the bigger 

uncertainty values between the methods, although the median value obtained from this 

method was similar with the LOESS method.  

 

Figure 10. Analysis on different methods for computation of degradation rate in each system. 
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The results from the RPCA method were closer to the other methods when computing the 

RD for systems C and D although for systems A and B the RPCA method computed bigger 

degradation rate than the other two methods. In general, the three methods computed 

similar values for each system, with systems affected with PID having more than -1 %/yr 

RD and systems without having less than -0.5 %/yr. 

From the beginning by computing the PR for the four systems it can be noted that the 

affected PID systems, had less PR from the start of their operation, in contrast from the 

non-affected systems, with values over 85% for systems A and B and less for the other two 

systems. Furthermore, through methods of LOESS and RPCA, another observation can be 

made for the systems affected from PID. Through the LOESS method it can be seen that 

the trend extracted (Figure 8), becomes smoother in the later years of operation and does 

not have the same decline as the starting years, implying smaller degradation in the later 

years and thus exhibits that PID affects the system more in the starting years. This 

assumption can be made with the use of RPCA also (Figure 9). In the PID affected systems, 

the area between the year and the following year begins to shrink as the years pass. For 

example, the first year (black line) and the second year (blue line) have a bigger area in 

between them than the area between years four (orange line) and five (green line). Thus, 

both methods imply that PID can be detected, and it is observed in early years of operation, 

even in the second year of operation. This observation can be validated through the research 

made by Florides et al. [41], were detection of PID is made from the first years of operation 

before even 1% of power was lost.  

For further investigation, Figure 11 was constructed. Degradation rate was computed for 

each system for every year of operation. As it can be observed, in every method systems A 

and B that are not affected from PID exhibit a stability through the years regarding the 

degradation rate with the degradation been close to 0 %/yr to -0.5 %/yr in every year. In 

systems C and D, the degradation rate in the starting years of operation is bigger, having 

RD over -3 %/yr in year 2 and decreasing through the years. The value of RD in the 

following years start to convergence as years pass, showing that as years go by, the effects 

of PID are less, although the damage has already been made. 
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Figure 11. Degradation rate through the years using LOESS, LR and RPCA for each system. 

 

4.5. Degradation Forecasting 

For implementing the forecasting of the RD of the systems, firstly the years of training and 

testing must be decided. As mentioned in [42], the minimum years of training a dataset for 

better results regarding the PR time series is 3 years, thus in this thesis results were obtained 

with the use of 3 years training and 2 years testing and 4 years training with 1 year testing. 

As aforementioned, SARIMA model was used for forecasting the PR time series and for 

the computation of the parameters p, q, P and Q, the AIC was used. Parameters of the 

seasonal differencing and differencing D and d were equal to 1, so that seasonal stationarity 

is obtained, and seasonality s is equal to 12 due to the seasonality of the 12 months of the 

year. In Table 2, the SARIMA model selected for each system for the cases of 3 training 

years and 4 training years are presented.  
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Table 2. SARIMA models for 3 and for 4 years used as training years. 

System SARIMA Model for 3 years training 

(p,d,q) (P,D,Q)s 

SARIMA Model for 4 years training 

(p,d,q) (P,D,Q)s 

A (0,1,1) (0,1,0)12 (0,1,1) (1,1,0)12 

B (1,1,0) (0,1,0)12 (1,1,0) (1,1,0)12 

C (1,1,0) (0,1,0)12 (1,1,0) (1,1,0)12 

D (0,1,1) (0,1,1)12 (1,1,0) (0,1,1)12 

 

After obtaining the results of both 3- and 4-years forecasting, the selection of one of those 

models was made for the continuation of the thesis. For selecting the most accurate model, 

performance metrics RMSE and MAE were utilized. In Figure 12, the RMSE and MAE of 

each system for 3 years training and 4 years training are presented. As observed, with the 

use of 4 years for training the model the percentage of error regarding MAE and RMSE 

was reduced in all systems. Specifically, in terms of systems affected with PID, the increase 

in training years the RMSE and MAE almost decreased by half of their value, from 3.62% 

to 1.39% RMSE and 3.25% to 1.19% MAE for system C, and from 4.24% to 2.19% RMSE 

and 3.83% to 1.88% MAE for system D. For systems A and B, there was also exhibited a 

decrease, although not in that scale, from 1.89% to 1.25% RMSE and 1.57% to 0.96% 

MAE for system A and from 1.57% to 1.06% RMSE and 1.25% to 0.95% MAE. Based on 

these results, in the next step, the SARIMA model obtained from 4 years training the model 

was utilized. 

 

Figure 12. MAE and RMSE results for each system for 3 and 4 years of training data.  
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For the computation of the RD obtain on the fifth year of the forecasted data, the 

methodologies introduced previously (LR, LOESS, RPCA) were used. The results of the 

computed degradation rates are presented in Table 3. The Actual RD computed with each 

method is indicated, which is the RD of the actual data as computed in subsection 4.1., 4.2. 

and 4.3., then the Forecasted RD is demonstrated for each method as computed by 

forecasting the 5th year of operation and the third column of each method indicates the 

difference between the Actual RD and the Forecasted RD in %/yr. As it can be observed, 

the difference between them on all occasions is relatively low, signifying the accurateness 

of the model. Specifically, the biggest difference is observed in the RPCA method on 

system D with 0.39 %/yr and the smaller difference occurred in the LOESS method on 

system A with 0.001 %/yr. As it can be noticed, the difference of the systems affected with 

PID is bigger than those with no affection, having an average difference of 0.17 %/yr, and 

0.37 %/yr for systems C and D, respectively and 0.02 %/yr and 0.06 %/yr for systems A 

and B, respectively.  

From these results, the assumption that was made is that the accuracy of the forecasting 

model depends significantly on the magnitude of the degradation that the system exhibits 

and thus, if the system suffers from PID or not. Although, system A has exhibited larger 

degradation than system B, the first one has a smaller difference than the second one in 

two out of the three methods, and similarly system C has exhibited smaller difference than 

system D in all methods. Thus, it is not only the occurrence of larger degradation rate that 

effects the system’s accuracy but also the presence of PID that makes the forecasting more 

unpredictable. Better forecasting could have been made for a larger time series, as observed 

in Figure 11, the degradation rate through the years for the PID affected systems 

convergence as years passed, and, as it can be seen on Figure 12, 1 more year of training 

the model dropped the percentages of error to almost 50% less. So, it can be noted that, for 

forecasting a PID affected system, the minimum amount of training years should be more 

than for a normal degradation through aging affected system, in such way that more 

accurate results could be obtained.  
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4.6. PID Detection method 

After the research made in the different degradation mechanisms, a method for detecting 

PID on small scale systems was developed. In Figure 13, the three relations that are used 

to determine whether a system is affected by PID are presented. Those three relations are, 

Voltage over Power, Power over Time, and Voltage over Time. In Figure 13 a system 

without (a) and a system with (b) PID are presented. Comparing the two systems and 

validating with the other two systems and several others that were labelled as PID affected 

and not, assumptions based on those relations were made with the use of the LR model.  

 

Figure 13. Detection of PID relation methods with the use of LR on a system (a) affected by aging (b) 

affected by PID.  
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Based on the first relation regarding the voltage and power, it was observed that if the 

system suffers from PID, then the slope that is created with the use of LR is positive, in 

contrast to when it only suffers from aging degradation the slope has a negative sign. Thus, 

signifying that the decrease in power of the system is mainly affected from the decrease in 

voltage production, in contrast to the degradation of a non-affected module. The second 

relation regards the power over time. Both systems exhibited decreased power over time, 

although as it can be observed, the system that suffers from PID has a bigger decrease 

through the years than the non-affected. The third and most important relation was the 

voltage over time. As year progress, in the affected PID system, the voltage shows to 

decrease through the years in contrast to the system that is not affected.  

This method was also examined in smaller timeseries, to observe the accurate operation 

time needed from the modules so that PID could be detected. With the examination of the 

datasets from these 4 systems and several others, the correct detection was obtained in the 

span of 10 months. Thus, this method can accurately detect PID in a small-scale system in 

an operation time of 10 months. For detecting PID in a smaller period of time, PRcorr was 

used. If the other 3 relations are true and the PRcorr has a negative slope with the use of LR 

in the timeseries, then PID can be detected shorter time. In the systems examined, this 

method made the detection time decrease from 10 months’ time to 4 months. The plot of 

PRcorr on months with LR is presented in Figure 14, in which 14(a) presents a system 

affected only from aging and 14(b) presents a PID affected system. 

 

Figure 14. PRcorr plotted over 4 months with LR on a system (a) affected by aging (b) affected by PID.  
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Furthermore, PID detection was utilized with the use of boxplots. Boxplots were 

constructed for yearly data considering the voltage of the modules. The boxplot represents 

the maximum, minimum and median value of voltage per year. Figure 15 presents the 

boxplot representation of two modules, (a) a module which PID did not affect and (b) a 

module which suffers from PID. As it can be observed, PV modules affected by PID, have 

values of voltage that decrease over time and their distribution is smaller. In year 2015, in 

the PID affected system, the maximum voltage reaches 56 V, having a median value of 51 

V, this value is decreased year by year in contrast to the not affected system on which the 

voltage remains in similar and in some years more than the year before. The median value 

of each year is compared to the median value of the voltage of the following year. If the 

median value is bigger than the following value and this is observed in each year, then PID 

is detected. In the PID affected systems, considering the 5-year period of operation, a linear 

voltage decline is observed, with magnitude -1.07 V/yr for system C and -0.88 V/yr for 

system D. In 2019 the PID effects are less than the previous years, and if that year is ignored 

and the first 4 years are considered, then the magnitude of the linear decline is -1.28 V/yr 

for system C and -1.1 V/yr for system D. In this method, year 2020 was not considered due 

to the small number of data that contained (only 3 months). 

 

 

Figure 15. Boxplot detection of PID on a system (a) affected by aging (b) affected by PID.  
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5. Conclusion and Future Work 

By examining these two different degradation mechanisms, conclusions were made 

regarding the degradation rate, forecasting and the electrical parameters in each 

mechanism. The LR, LOESS and RPCA, yielded similar results. For the modules affected 

from aging degradation, the RD computed was lower than -0.5 %/yr and for the modules 

affected from PID the RD was approximately -1.5 %/yr taking into consideration a mean 

value of the three methods. Further research revealed that PID affected modules exhibit 

most of the RD in the starting years of operation, having over -3 %/yr after the second year, 

indicating that PID damages the modules in the first years of operation more than in the 

following years. Thus, fast detection of PID is necessary. In the modules affected from 

aging degradation, the effects are the same as years pass, having a stationary degradation 

of -0.5 %/yr. Regarding forecasting of future effects, a PID affected module was observed 

that needs at least 4 years of training to obtain more accurate results in contrast to 3-year 

period that an aging degradation module needs. Although, even with a 4-year period of 

training, the PID affected modules presented a bigger difference in %/yr between the actual 

degradation and the forecasted degradation than the aging affected modules. 

The main purpose of this thesis was to devise a detection methodology for PID which is 

easy to use and does not need external equipment. Furthermore, the method was examined 

in different modules that did and did not suffer from PID to study the time period needed 

for detection. The method made use of the relations between voltage over time, power over 

time and voltage over power. In the PID affected modules, the voltage over time relation 

had a decreasing slope in contrast to the voltage over time relation of the non-affected 

modules. In the case of the power over time relation, both modules exhibited decreasing 

slope, although in the PID affected module the decrease was observed to be more. In the 

third relation, the voltage over power, in the PID affected module the voltage was 

proportional to the power of the module, in contrast to a non-affected in which the relation 

was inversely proportional. With the use of the LR and the 3 relations aforementioned, the 

detection method could be made inside the first 10 months of operation, and with the 

addition of PRcorr, the detection method decreased to 4 months. Fast detection is necessary 

to prevent the effects of PID because prevention is preferred over cure because, if PID is 
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detected and it is not cured quickly, then the effects are irreversible, and the only solution 

is to replace the module. Moreover, boxplot method was also proposed for detecting PID 

on a yearly level in terms of the decreasing voltage exhibited. Linear voltage decrease was 

observed in the systems with PID, with a decrease of -1.07 V/yr for system C and -0.88 

V/yr for system D. If the more affected years were examined and the last year was not 

considered due to the less effect of PID, then the voltage decrease per year increases to -

1.28 V/yr for system C and -1.1 V/yr for system D. The systems that were not affected by 

PID did not exhibit linear voltage drop, in contrast to the affected PID system. Thus, it can 

be observed that the detection of PID can be focused on electrical parameters such as, 

voltage and power and if a quicker detection is preferred then PR can be introduced in 

which for the calculation meteorological parameters such as irradiance and temperature are 

used.  

Further work will be performed to study the effects of other degradation mechanisms such 

as LID and LeTID. Finally, the detection of different degradation modes in large scale PV 

systems is proposed as future work. Methods and observations can be implemented that 

will assist in countering and detecting quickly the occurance on a larger scale.   
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