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ΠΕΡΙΛΗΨΗ

Η παρούσα διατριβή έχει ως αντικείμενο την έρευνα για την ύπαρξη ηλεκτρικά φορτισμένων

μποζονίων Higgs (H±) μέσω της διεργασίας pp → t(b)H± και της ακόλουθης διάσπασής

τους H± → tb, στην πλήρως αδρονική τελική κατάσταση. Η έρευνα βασίζεται σε γεγονότα

που παρήχθησαν κατά τη διάρκεια του 2016 και 2017 στον Μεγάλο Αδρονικό Επιταχυντή

(LHC) σε συγκρούσεις pp σε ενέργεια κέντρου μάζας
√
s = 13 TeV και συλλέχθηκαν

από τον ανιχνευτή CMS. Τα γεγονότα που μελετήθηκαν αντιστοιχούν σε ολοκληρωμένη

φωτεινότητα ίση με 35.9 fb−1
για το 2016 και 40.5 fb−1

για το 2017. Η έρευνα καλύπτει

τις υποθέσεις σήματος του φορτισμένου μποζονίου Higgs με μάζα μεταξύ 200 GeV και

3 TeV. Ανάλογα με τη μάζα του φορτισμένου μποζονίου Higgs, υπάρχουν δύο διαφορετικές

τοπολογίες συμβάντων, η προωθημένη και η διακρίσιμη. Τα φορτισμένα μποζόνια Higgs

με μεγάλη μάζα της τάξης O(TeV) δημιουργούν προϊόντα διάσπασης με μέση εγκάρσια

ορμή αρκετών εκατοντάδων GeV, με αποτέλεσμα να δημιουργούνται ευθυγραμμισμένοι πί-

δακες σωματιδίων (jets) προερχόμενοι από τη διάσπαση του top κουάρκ. Αυτά τα ευθυγραμ-

μισμένα προϊόντα δε μπορούν να διακριθούν με τις παραδοσιακές τεχνικές ομαδοποίησης,

αλλά μπορούν να ανακατασκευαστούν ως ενιαίος πίδακας μεγάλου κώνου. Τα φορτισμένα

μποζόνια Higgs με χαμηλότερες μάζες, και επομένως με λιγότερο προωθημένες τελικές

καταστάσεις, μπορούν να ανακατασκευαστούν από πλήρως διακριτούς πίδακες μικρού κώ-

νου. Η παρούσα ανάλυση στοχεύει στην διακρίσιμη τοπολογία.

Η ανάλυση με τα δεδομένα του 2016 αποτελεί την πρώτη χρονικά μελέτη σε αυτό το

κανάλι και τη συγκεκριμένη τελική κατάσταση. Η ανάλυση με τα δεδομένα του 2017

αποτελεί συνέχεια της έρευνας και περιλαμβάνει πολλαπλές βελτιώσεις σε σχέση με την

προηγούμενη ανάλυση, όπως τεχνικές μηχανικής μάθησης για την αναγνώριση του top

κουάρκ και εξαγωγή σήματος, κατηγοριοποίηση των γεγονότων, και επικύρωση της μεθό-

δου εκτίμησης των διεργασιών υποβάθρου. Για την επέκταση της ευαισθησίας αναζήτησης

φορτισμένων μποζονίων Higgs τα αποτελέσματα της διακρίσιμης ανάλυσης με τα δεδομένα

του 2016 συνδυάστηκαν με την ανάλυση που στοχεύει την προωθημένη τοπολογία. Δεν

παρατηρήθηκε πλεόνασμα γεγονότων πέρα από το αναμενόμενο υπόβαθρο διεργασιών του

Καθιερωμένου Προτύπου και υπολογίστηκε, ανεξαρτήτως θεωρητικού μοντέλου, το άνω

όριο της ενεργού διατομής παραγωγής ενός φορτισμένου μποζόνιου Higgs επί τον λόγο

διακλάδωσης σε ζεύγος t και b κουάρκ-αντικουάρκ, σpp→t(b)H± × B(H± → tb), με 95%

επίπεδο εμπιστοσύνης.MARIN
A KOLO

SOVA



ABSTRACT

A search for charged Higgs bosons is presented in the pp → t(b)H± process with the sub-

sequent decay H± → tb, in the all-jet final state. The search is based on 2016 and 2017

LHC data recorded by the CMS detector at a center-of-mass energy of
√
s = 13 TeV, corre-

sponding to integrated luminosity of 35.9 and 40.5 fb−1, respectively. The search covers the

signal hypotheses of a charged Higgs boson with mass in the range of 200 GeV to 3 TeV.

Depending on the mass of the charged Higgs boson, there exist two distinct event topolo-

gies, the boosted and the resolved. Charged Higgs bosons with large masses ofO(TeV) give

rise to decay products with average transverse momenta of several hundred GeV, leading to

highly collimated jets originating from the decay of the top quark. These boosted products

cannot be resolved with the standard clustering techniques, instead, they are reconstructed

as a single large-cone jet. Charged Higgs bosons with lower masses, and thus less boosted

final states, can be reconstructed from fully resolved small-cone jets. This thesis targets the

resolved event topology.

The analysis performed with the 2016 LHC data constitutes the first report on this chan-

nel and final state. A continuation of the search is performed with the 2017 data and con-

tains multiple improvements with respect to the 2016 analysis, such as machine learning

techniques for top quark identification and signal extraction, event categorization, and val-

idation of the background estimation methods. To extend the search sensitivity, the 2016

results are combined with the analysis targeting the boosted event topology. No signifi-

cant excess is observed above the expected background and model-independent upper lim-

its at 95% confidence level are set on the product of the charged Higgs boson produc-

tion cross-section and branching fraction to the top and bottom quark-antiquark pair decay,

σpp→t(b)H± × B(H± → tb). The results are interpreted using different minimal supersym-

metric extensions of the Standard Model.
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1 Introduction

High Energy Physics is the field of physics aiming to understand the constituents of the

universe as well as the fundamental forces governing the interactions between them. To do

so, physicists use accelerators to boost particles at speeds close to that of light and bring them

to collisions. These collisions might produce massive particles that are typically unstable

and rapidly transform into a cascade of lighter and more stable particles. By studying the

remnants of these collisions, physicists can infer the presence of a new particle. Since 1930’s,

the field enjoyed many new discoveries that led to theoretical developments. These findings

were encapsulated into a well-established mathematical framework that is currently known

as the best theory describing nature, the Standard Model (SM) of particle physics [1, 2, 3,

4, 5, 6, 7]. To date, all predictions of the SM have been verified by experimental data with

remarkable precision [8].

Despite being an outstandingly successful theory, the SM fails to answer some major

questions. For instance, it cannot explain why everything around us, from the smallest form

of life to the biggest astronomical objects, consists almost entirely of matter rather than an-

timatter [9]. During the Big Bang, equal amounts of matter and antimatter were created. An

unknown mechanism could have caused the extinction of antimatter. Another unexplained

phenomenon is that the galaxies in our universe are rotating faster than they should, such

that the gravitational pull of their visible matter cannot hold them together. Physicists gave a

possible explanation for this with the introduction of dark matter which could give additional

mass to these galaxies. Dark matter, an entity that cannot absorb, reflect or emit light and

therefore cannot be directly observed, is not described by the SM but makes up about 27%

of our universe [9]. These, together with other unresolved questions indicate that the SM is

yet incomplete and not appropriate for scales beyond the electroweak (EW) scale. It is rather

viewed as an effective low-energy approximation of a more fundamental theory that is valid

up to a scale smaller than the Planck scale (MP ∼ 1019 GeV), where gravitational effects

become relevant. Nevertheless, there exist several extensions of the SM proposing solutions

to its shortcomings. In some of them, the existence of additional Higgs bosons [10], either

electrically neutral, charged, or both, is favored.

The discovery of the Higgs boson in 2012 by the ATLAS [11] and CMS [12] collabo-

rations at the Large Hadron Collider (LHC) was one of the most important scientific break-

throughs. It marked a leap towards the understanding of the electroweak symmetry breaking

mechanism, based on which any elementary particle interacting with the Higgs field can ac-
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quire mass. During its second run in 2015-2018, the LHC operated with record-breaking

energy of 13 TeV and produced large statistics datasets allowing to perform precise mea-

surements of SM processes, including measurements on the properties of the Higgs boson

[13, 14]. In addition, the LHC’s physics program involves a rich variety of searches be-

yond the SM, such as Supersymmetry and exotic physics, as well as flavor-physics. The

work presented here focuses on the search for charged Higgs bosons (H±) decaying into a

top and bottom quark-antiquark pair in the all-jet final state. The search is based on LHC

proton-proton collision data recorded with the CMS detector in 2016 [15] and 2017 at a

center-of-mass energy of 13 TeV, corresponding to 35.9 and 40.5 fb−1, respectively. The

search targets heavy charged Higgs bosons and exploits machine-learning and data-driven

techniques for signal-to-background discrimination and background estimation. No excess

above the expected SM background is observed and upper limits at 95% confidence level

(C.L.) are set on the charged Higgs boson production cross section and branching fraction of

its subsequent decay into a top and a bottom quark-antiquark pair, σpp→t(b)H±×B(H± → tb).

The thesis is structured as follows. The theoretical background that motivated the search

for charged Higgs bosons is reviewed in chapter 2. This includes an introduction to the SM of

particle physics and its shortcomings, to theories beyond the SM that predict the presence of

charged Higgs bosons, as well as the phenomenology of charged Higgs bosons at the LHC.

Chapter 3 describes the LHC accelerator complex and the Compact Muon Solenoid (CMS)

detector used to deliver and collect the data. The reconstruction of the collision events and

the physics objects used to conduct this search is described in chapter 4. Chapter 5 gives an

overview of the common analysis strategy and statistical methods used to analyze the 2016

and 2017 LHC data. Chapter 6 and chapter 7 describe separately the experimental methods

and developments used in each year to extract the signal, together with the corresponding

results. A summary of the searches and prospects are presented in chapter 8.
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2 Theoretical Background

Particle physicists aim to provide answers to fundamental questions, such as the origin of

the building blocks of nature and their interactions. The ultimate goal is to reduce all natural

phenomena at all energy scales into a set of basic laws, which can quantitatively repro-

duce experimental observations and infer the evolution of our universe. Section 2.1 gives an

overview of these efforts through the Standard Model (SM) of the strong [1, 2, 3, 4] and elec-

troweak interactions [5, 6, 7] of elementary particles. Following, section 2.2 briefly describes

some of the yet-unresolved problems of the SM, and section 2.3 gives a brief overview on

two minimal extensions of the SM. Finally, section 2.4 introduces the reader to the search

for charged Higgs bosons at the LHC from a phenomenological point of view.

2.1 The Standard Model of Particle Physics

Our current picture of the universe is embodied in the Standard Model of particle physics; a

renormalizable quantum field theory based on gauge symmetries. The SM describes the basic

building blocks of matter (fermions) and the interaction particles mediating the fundamental

forces (bosons). Its underlying local gauge symmetry is the SU(3)C × SU(2)L × U(1)Y.

Each factor in the SM gauge symmetry group corresponds to a fundamental force that is

represented by one or more dynamical fields. The excitations of these fields correspond to the

gauge bosons that act as force carriers. The color gauge group SU(3)C describes Quantum

Chromodynamics (QCD) and is associated with eight in total fields Gµ, corresponding to

gluons, the mediators of the strong force. The SU(2)L describes the weak isospin interactions

experienced only by left-handed fermions and is associated with three gauge bosons Wµ. The

U(1)Y corresponds to the weak hypercharge interactions and is associated with the gauge

field Bµ. The combined symmetry SU(2)L × U(1)Y describes the electroweak interactions

and the gauge fields Wµ and Bµ mix to form the physical W±, Z0, and γ bosons.

2.1.1 Fundamental particles and interactions

The fundamental particles of the SM are listed in Table 2.1. Fermions carry half-integer spin

and follow the Fermi-Dirac statistics [16]. They comprise of quarks and leptons and come in

threefold family replication. Besides their masses, the particles of each family share identical

quantum numbers. For every fermion, there exists a corresponding antiparticle of the same
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Table 2.1: The fundamental particles of the SM. Their masses and quantum numbers are
listed.

Particles Mass TL3 U(1)Y Q
Fe

rm
io

ns L
ep

to
ns

(
νeL
eL

)
,
(
νµL
µL

)
,
(
ντL
τL

)
mνe < 1.1 eV, mνµ < 190 keV, mντ < 18.2 MeV 1/2 −1/2 0
me = 0.51 MeV, mµ = 0.11 GeV, mτ = 1.78 GeV −1/2 −1/2 −1

eR, µR, τR 0 −1 −1

Q
ua

rk
s

(
uL
dL

)
,
(
cL
sL

)
,
(
tL
bL

)
mu = 2.16 MeV, mc = 1.27 GeV, mt = 172.76 GeV 1/2 1/6 2/3
md = 4.67 MeV, ms = 93 MeV, mb = 4.18 GeV −1/2 1/6 −1/3

uR, cR, tR 0 2/3 2/3
dR, sR, bR 0 −1/3 −1/3

B
os

on
s

V
ec

to
rs

W± mW± = 80.4 GeV ±1 0 ±1
Z0 mZ0 = 91.2 GeV 0 0 0
γ mγ = 0 0 0 0
g mg = 0 0 0 0

Sc
al

ar
s

H0 mH0 = 125.1 GeV −1/2 1/2 0

mass and opposite internal quantum numbers. Quarks come in six distinct flavors, three up-

type (up, charm, top) and three down-type (down, strange, bottom) quarks and carry a color

charge and fractional electric charge. They are subject to all interactions described by the

SM and are never observed as free states but only confined in colorless bound states, known

as hadrons. Hadrons can be further classified into mesons and baryons, with the former

being composed of a quark-antiquark pair, and the latter composed of three quarks or three

antiquarks. Protons and neutrons are two examples of baryons, consisting of uud and udd

states, respectively. The idea of hadrons with more than the minimal quark content of mesons

or baryons was first proposed by Gell-Mann in 1964 [1] and was experimentally observed in

the form of tetraquarks in B̄0 → ψ
′
K−π+ decays [17, 18, 19] and more recently in the form

of pentaquarks in Λ0
b → J/ψK−p decays [20, 21]. Leptons are colorless states and comprise

of the electrically charged electrons (e), muons (µ), and taus (τ ), and the electrically neutral

neutrinos νe, νµ, and ντ . Electrons, muons, and taus are subject to electroweak interactions,

while neutrinos interact only via the weak force.

The strong and electroweak interactions arise from the exchange of fermions and bosons.

Bosons have integer spin and follow the Bose-Einstein statistics. Eight massless and elec-

trically neutral vector gauge bosons, called gluons (g) mediate the strong force. Gluons

themselves carry color charge and are thus, self-coupled. The photon (γ), is one of the four

gauge bosons of the electroweak interactions. It is massless and interacts with all electrically

charged particles, but is itself neutral. The remaining three force-carriers of the electroweak

interactions are the massive gauge bosons W−, W+, and Z0. The last elementary particle

and the only spin-0 scalar boson of the SM is the Higgs boson (H0), discovered in 2012 by

the ATLAS [11] and CMS [12] experiments.
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2.1.2 Strong interactions

Quantum Chromodynamics (QCD) is the non-abelian gauge field theory that describes the

strong interactions of colored quarks and gluons. It was proposed in 1974, by Politzer [4],

Wilczek [2], and Gross [3], and is based on the gauge group SU(3)C, where the subscript C

stands for color. Quarks come in three colors (red, green and blue) and are described by field

spinors in the fundamental represention of SU(3)C:

Ψ =


ψq red

ψq green

ψq blue

 , q = u, d, c, s, t, b. (2.1)

Gluons fields, eight in total, transform under the adjoint representation of the SU(3)C color

group. The free Lagrangian of a single quark field with mass mq is given by

Lq free = Ψ̄q(iγ
µ∂µ −mq)Ψq, (2.2)

where γµ are the Dirac matrices and the symbol ∂µ stands for the differentiation operator with

respect to the space-time coordinates, ∂µ ≡ ∂
∂xµ

. The interactions between quarks and gluons

are introduced through the covariant derivativeDµ = ∂µ+ igs
λa
2
Ga
µ, where gs is the coupling

constant for strong interactions (usually redefined as αs = g2
s/4π) and Ga

µ corresponds to the

eight independent gluon fields where each of them is associated with a generator of SU(3)C.

The generators of SU(3)C are the 3× 3, hermitian, and traceless Gell-Mann matrices:

λ1 =

(
0 1 0

1 0 0

0 0 0

)
λ2 =

(
0 −i 0

i 0 0

0 0 0

)
λ3 =

(
1 0 0

0 −1 0

0 0 0

)
λ4 =

(
0 0 1

0 0 0

1 0 0

)

λ5 =

(
0 0 −i
0 0 0

i 0 0

)
λ6 =

(
0 0 0

0 0 1

0 1 0

)
λ7 =

(
0 0 0

0 0 −i
0 i 0

)
λ8 =

1√
3

(
1 0 0

0 1 0

0 0 −2

)
,

(2.3)

and satisfy the commutation relation:[λa
2
,
λb
2

]
= ifabc

λc
2
, a, b, c = 1, ..., 8, (2.4)

where there is an implicit sum over c. The fabc are the structure constants of the SU(3)C and

are antisymmetric under the interchange of any pair of color indices. The gauge field kinetic

energy is expressed in terms of the strength tensor Ga
µν as−1

4
GaµνGa

µν , where Ga
µν is defined

as

Ga
µν = ∂µG

a
ν − ∂νGa

µ − gsfabcGb
µG

c
ν . (2.5)
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Figure 2.1: The quark-gluon (left), 3-gluon (middle), and 4-gluon (right) QCD interaction
vertices.

The overall QCD Lagrangian is given by

LQCD = −1

4
GaµνGa

µν +
∑
q=1...6

Ψ̄q(iγ
µDµ −mq)Ψq, (2.6)

where all terms are invariant under the local SU(3)C transformations:

Ψq → Ψ
′

q = e−igs
λ
2
θa(x)Ψq

Ga
µ → G

′a
µ = Ga

µ + ∂µθ
a + gsfabcθ

bGc
µ,

(2.7)

where θa(x) are arbitrary parameters. Owing to the non-abelian character of the color group,

the non-linear term inGa
µν in equation 2.6 generates cubic and quartic gluon self-interactions.

The strength of these interactions, shown in Fig. 2.1, is given by the same coupling constant

and is proportional to the gs and g2
s , respectively.

The dependence of the strong coupling constant αs(Q2) on the momentum transfer Q

between quarks and gluons encodes the two prominent features of QCD, color confinement

and asymptotic freedom. In the lowest order of perturbation theory, the strong coupling

behaves as follows:

αs(Q
2) ∝ 1

ln
(

Q2

ΛQCD

) , (2.8)

where ΛQCD is an arbitrary scale at which non-perturbative effects take over. The αs de-

creases as a function of Q2, meaning that for very high values of Q2, the coupling tends

towards zero and quarks behave as free particles (asymptotic freedom). On the other hand,

for very low values of Q2, below ΛQCD, the coupling constant is strong enough to confine

the quarks into composite and colorless states (color confinement). The two aforementioned

phenomena provide a rich, yet-complex phenomenology in hadron colliders. Quarks cannot

be observed as free states. Instead, they become part of hadrons following a process known

as hadronization. The top quark is an exception of this statement as it decays before it has

time to hadronize due to its small lifetime (5× 10−25 s).
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2.1.3 Electroweak interactions

The SM of the electroweak interactions was introduced by Glashow [5], Weinberg [6], and

Salam [7]. It describes the electromagnetic [22, 23, 24, 25] and weak [26] interactions

between quarks and leptons and is based on the gauge symmetry group SU(2)L × U(1)Y of

weak left-handed isospin and weak hypercharge.

Electromagnetic interactions

Quantum Electrodynamics (QED) is an abelian gauge theory, which describes the inter-

actions of electrically charged particles with photons. It is based on the symmetry group

U(1)QED. A free fermion field ψ (four-component spinor) with mass mf has a free La-

grangian:

Lf free = ψ̄(x)(iγµ∂µ −mf )ψ(x), (2.9)

where the adjoint spinor ψ̄ is defined as ψ̄ = ψ†γ0. When considering the interaction of a

fermion of electric charge q with a photon, the electromagnetic field Aµ is introduced and

the Lagrangian is modified as follows:

Lf QED = ψ̄(x)(iγµDµ −mf )ψ(x), (2.10)

where Dµ is the covariant derivative defined as Dµ = ∂µ + iqAµ. The replacement of the

differentiation operator ∂µ with the covariant derivative ensures the gauge invariance of the

Lagrangian under local U(1)QED transformations:

ψ(x)→ e−iqχ(x)ψ(x), ψ̄(x)→ ψ̄eiqχ(x), Aµ → Aµ + ∂µχ. (2.11)

The kinetic Lagrangian of the photon field is also gauge-invariant and in the absence of

fermions is given by

Lgauge kin = −1

4
FµνF

µν , (2.12)

where F µν = ∂µAν − ∂νAµ is the electromagnetic or Maxwell strength tensor. Combining

2.10 and 2.12 leads to the QED Lagrangian:

LQED = −1

4
FµνF

µν + ψ̄(x)(iγµDµ −m)ψ(x) (2.13)

A mass term for the photon of the form 1
2
m2
γAµA

µ is forbidden as it spoils the gauge invari-

ance of the Lagrangian. Hence, the mass of the gauge field Aµ is set to zero. Experimentally,

we know that mγ < 6× 10−17 eV [8]. A basic QED vertex is shown in Fig. 2.2, where the

strength of the interaction is quantified by the coupling constant g, which is proportional to

the fermion electric charge. The coupling strength is usually expressed in terms of the dimen-

sionless QED fine-structure constant α, which, close to the Thomson limit, has a value of
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Figure 2.2: A basic QED vertex

α−1 ∼ 137.036 [8]. At higher energy scales above a few hundred MeV, low energy hadronic

effects introduce a theoretical uncertainty on α. The QED fine-structure constant is then pre-

dicted and observed to increase with the momentum transfer due to the effect of screening

of the bare electric charge caused by the polarized cloud of virtual particles.

Weak interactions

Weak interactions [7] are described by a non-abelian theory based on the SU(2)L group.

Compared to QED and QCD, the weak interaction has several unique features. It is the only

interaction that allows for flavor change. For example, in beta decays a proton decays to a

neutron, a positron and an electron neutrino: p → n + e+ + νe, which at the quark level is

u → d + e+ + νe, as shown in Fig. 2.3. Another important feature is that weak interaction

Figure 2.3: Leading-order Feynman diagram for β+ decay of a proton into a neutron,
positron and electron neutrino through an intermediate W+ boson.

violates parity symmetry. Parity (P̂ ) is the operation of spatial inversion; P̂ψ(~r) → ψ(−~r),

and its violation was experimentally confirmed by C.S. Wu in 1957 [27]. To account for the

parity violation, weak interactions are described by a chiral gauge theory, which introduces

an axial vector coupling in the Lagrangian. Any fermionic field can be expressed in terms

of its left and right-handed chiral components via the projection operators PR and PL:

ψ =
1

2
(1 + γ5)ψ +

1

2
(1− γ5)ψ = PRψ + PLψ = ψR + ψL, (2.14)

where the operator γ5 = iγ0γ1γ2γ3 has eigenvalues of ±1. A field with eigenvalue of +1

(−1) is referred to as left-chirality (right-chirality) field. Left-chirality fields are represented

as SU(2)L doublets (ΨL), while right-chirality fields as SU(2)L singlets (ψR), leading to the

8

MARIN
A KOLO

SOVA



Chapter 2: Theoretical Background

following representations for leptons:

ΨL =

(
ν`L

`L

)
, `R (` = e, µ, τ) (2.15)

and for quarks:

ΨL =

(
qL

q
′
L

)
, qR, q

′

R (q = u, c, t and q
′
= d, s, b). (2.16)

The quarks that are primed are weak eigenstates related to mass eigenstates by the Cabibbo-

Kobayashi-Maskawa (CKM) matrix [28, 29]:
d
′

s
′

b
′

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



d

s

b

 = V̂CKM


d

s

b

 (2.17)

Given the above representations, the free Lagrangian for a single fermion, omitting the mass

term, is written as:

Lf free = iΨ̄Lγ
µ∂µΨL + iψ̄Rγ

µ∂µψR + iψ̄
′

Rγ
µ∂µψ

′

R. (2.18)

The weak interaction arises from SU(2)L local phase transformations acting only on the

left-handed components of the fermion fields:

ΨL → e
i
2
~θ·~TΨL, ψR → ψR, (2.19)

where ~θ(x) is a vector with three real parameters and T i = 1
2
σi are the generators of SU(2)L.

The matrices σi are the Pauli matrices. The conserved charge of the SU(2)L group is called

weak isospin and has three components. Since the right-chirality fermions are singlets under

SU(2)L, they do not carry weak isospin charge. The left-chirality fermions have isospin equal

to 1/2 and a third component of the weak isospin equal to T3 = +1/2 for neutrinos and up-

type quarks, and T3 = −1/2 for charged leptons and down-type quarks. The theory becomes

SU(2)L gauge-invariant through the introduction of a multiplet of gauge vector fields W i
µ(x)

in the covariant derivative:

Dµ = ∂µ + igw
σi

2
W i
µ, i = 1, 2, 3 (2.20)

where gw is the coupling constant of the weak interactions. The weak strength tensor is

defined as:

W i
µν = ∂µW

i
ν − ∂νW i

µ − gwεijkW j
µW

k
ν , (2.21)
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where εijk is the Levi-Civita symbol, corresponding to the structure constants of SU(2)L

and satisfying the commutation relation [σi
2
,
σj
2

] = iεijk
σk
2

. Since the field strengths W i
µν

contain a quadratic term, the Lagrangian of the weak force gives rise to cubic and quartic

self-interactions among the gauge fields, the strength of which is given by the same SU(2)L

coupling constant, gw. Some of the basic vertices of the weak interactions are shown in Fig.

2.4. The gauge bosons of the weak theory are massless as an explicit mass term would break

the SU(2)L gauge invariance. The same holds for the fermion masses. Since left- and right-

handed fields transform differently under SU(2)L, a fermion mass term would lead to mixing

of the two chirality states: mψ̄ψ = m(ψ̄RψL + ψ̄LψR).

In nature, there exist three physical mediators of the weak interactions: the charged W±

bosons responsible for the charged-current interactions, and the Z0 boson which mediates

the neutral-current interactions. The physical W± bosons are associated with the fields W 1
µ

and W 2
µ as follows:

W±
µ =

1√
2

(W 1
µ ∓ iW 2

µ). (2.22)

The third weak gauge bosonW 3
µ is a neutral massless gauge boson but cannot be identified as

the massive Z0 boson, nor as the photon field Aµ as the electromagnetic current does not in-

volve any ν’s. Remarkably, the unification of the electromagnetic and weak forces can relate

the W 3
µ with the Zµ and Aµ boson fields after the spontaneous breaking of SU(2)L × U(1)Y

to U(1)QED, described in section 2.1.4. The term U(1)Y corresponds to an abelian gauge

group, where Y stands for its conserved charge, the weak hypercharge. The weak hyper-

charge of a field is related to its electric charge (Q) and the third component of weak isospin

(T3) through the Gell-Mann-Nishijima formula:

Y

2
= Q− T3. (2.23)

Imposing local U(1)Y gauge invariance on both left- and right-handed fermion components

introduces the associated gauge field Bµ in the covariant derivative Dµ = ∂µ + igY
Y
2
Bµ,

where gY is the coupling constant of U(1)Y. The U(1)Y strength tensor Bµν is defined

as ∂µBν − ∂νBµ. The overall electroweak Lagrangian before the spontaneous breaking of

SU(2)L × U(1)Y and for a single family of quarks and leptons, omitting the mass term can

be given by:

LSU(2)L×U(1)Y = −1

4
W i
µνW

iµν − 1

4
BµνB

µν + iΨ̄Lγ
µDµΨL + iψ̄Rγ

µDµψR + iψ̄
′

Rγ
µDµψ

′

R

(2.24)

where the covariant derivatives acting on left- and right-chirality fermions differ as below:

DµψR = (∂µ − igY
Y

2
Bµ)ψR (2.25)

DµΨL = (∂µ − igw
σi

2
W i
µ − igY

Y

2
Bµ)ΨL. (2.26)

10

MARIN
A KOLO

SOVA



Chapter 2: Theoretical Background

(a) (b) (c) (d)

Figure 2.4: Basic vertices in weak interactions (non-exhaustive).

2.1.4 The Brout-Englert-Higgs mechanism

So far, no mass terms for any of the fields were introduced as they would spoil the gauge

invariance of the SM Lagrangian. To generate masses for the gauge bosons, the local gauge

symmetry must break. The local gauge symmetry of the SM breaks in the vacuum, caus-

ing the spontaneous symmetry breaking (SSB) of the electroweak symmetry group into the

electromagnetic subgroup:

SU(3)C × SU(2)L × U(1)Y → SU(3)C × U(1)QED. (2.27)

This mechanism, known as the Brout-Englert-Higgs (BEH) mechanism, was proposed in

1964 by Englert and Brout [30], Higgs [10] and Guralnik, Hagen and Kibble [31], and is

realized through the introduction of two complex scalar fields in an SU(2)L doublet, φ and a

weak hypercharge of 1/2:

φ =

(
φ†

φ0

)
(2.28)

The Lagrangian corresponding to this new scalar field is:

Lφ = (Dµφ)†(Dµφ)− V (φ), (2.29)

where the covariant derivative is given by equation 2.26 and V (φ) is the scalar field potential.

Renormalizability and SU(2)L × U(1)Y invariance require that the scalar field potential is of

the form:

V (φ) = µ2(φ†φ) + λ(φ†φ)2, (2.30)

where µ2 has dimensions of mass squared and λ is a dimensionless parameter that is required

to be positive such that the energy is bounded from below. The minima of the scalar field

potential can be found by imposing:

0 =
∂V

∂φ†
= µ2φ+ 2λ(φ†φ)φ ⇒ φ =

{
φ = 0 for µ2 > 0

φ†φ = −µ2

2λ
for µ2 < 0

(2.31)
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Since the electric charge is a conserved quantity, only the neutral scalar field φ0 can acquire

a vacuum expectation value (VEV) for µ2 < 0. Due to the symmetry of V (φ) there is an

infinite set of degenerate states with minimum energy satisfying φ†φ = −µ2

2λ
≡ υ2

2
, as shown

in Fig. 2.5. Once a particular ground state is chosen, φ = 1√
2

( 0
υ ), the SU(2)L × U(1)Y

Figure 2.5: The shape of the scalar potential. For µ2 < 0, there is an infinite number of
degenerate vacua, connected through a massless excitation field.

symmetry gets spontaneously broken into U(1)QED, which still remains a true symmetry of

the vacuum. Based on the Goldstone theorem [32], there must exist as many massless spin-

0 particles (Goldstone bosons) as the broken generators, in this case, three massless states

should appear. Without loss of generality, the scalar doublet can be written in terms of four

real fields θ1,2,3(x) and H(x):

φ(x) =

(
θ2 + iθ1

1√
2
(υ +H)− iθ3

)
=

1√
2
ei
σi
2
θi(x)

(
0

υ +H(x)

)
. (2.32)

The H(x) is the massive field and θi are the Goldstone bosons associated with the broken

symmetry. Under a gauge transformation, one can move to the unitary gauge, where these

θi get absorbed. To generate the masses of the gauge bosons, we need to fully expand the

kinetic term with the covariant derivative in the Lagrangian:

|Dµφ|2 =⇒
∣∣∣∣(−igwσi2 W i

µ − i
gY
2
Bµ

)
φ

∣∣∣∣2 =
1

8

∣∣∣∣∣
(
gwW

3
µ + gYBµ

√
2gwW

−
µ√

2gwW
+
µ −gwW 3

µ + gYBµ

)(
0

υ

)∣∣∣∣∣
2

=
(gwυ

2

)2

W+
µ W

−
µ +

υ2

8

(
W 3
µ Bµ

)( g2
w −gwgY

−gwgY g2
Y

)
︸ ︷︷ ︸

detM=0

(
W 3
µ

Bµ

)
.

(2.33)

The mass of the charged W± bosons is given by the first term and is equal to mW = gwυ/2.

The second term contains a mass matrix with zero determinant, which is not unexpected

since one of the eigenstates needs to be the massless photon (Aµ). Thus, we get the two
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neutral states:

Aµ =
gwBµ + gYW

3
µ√

g2
w + g2

Y

with mA = 0, and

Zµ =
gwW

3
µ − gYBµ√
g2
w + g2

Y

with mZ =
υ

2

√
g2
w + g2

Y .

(2.34)

Introducing the Weinberg (or weak) angle θW [5]:

cos θW ≡
gw√

g2
w + g2

Y

, sin θw ≡
gY√
g2
w + g2

Y

, (2.35)

the gauge bosons Aµ and Zµ can be expressed as:

Aµ = cos θWBµ + sin θWW
3
µ

Zµ = cos θWW
3
µ − sin θWBµ.

(2.36)

The mass of the Z boson is also related to the W± boson mass: mZ cos θW = mW . The

overall scalar Lagrangian Lφ of equation 2.29 can then be written in terms of three parts:

Lφ =
1

4
λυ4 + LH + LHgauge, (2.37)

where the first term is the scalar potential, the second term is the kinetic term of a new

massive and scalar boson, the Higgs boson, and the third is the kinetic term correlating this

new scalar with the gauge bosons. The LH is equal to:

LH =
1

2
∂µH∂

µH − 1

2
m2
HH

2 − m2
H

2υ
H3 − m2

H

8υ2
H4, (2.38)

where the Higgs boson mass is given by: mH =
√
−2µ2 =

√
2λυ, and is a free parameter of

the SM. The cubic and quartic terms reveal that it is possible for three or four Higgs bosons

to interact via a single vertex. The term LHgauge is given by:

LHgauge = m2
WW

+
µ W

µ

(
1 +

2

υ
H +

H2

υ2

)
+

1

2
m2
ZZµZ

µ

(
1 +

2

υ
H +

H2

υ2

)
, (2.39)

The first terms in each parenthesis correspond to the mass terms, while the remaining terms

give rise to interactions between the scalar and the gauge bosons, the strengths of which are

always proportional to the squared mass of the coupled gauge boson.

Fermion masses

Fermions can acquire mass through the Yukawa interactions that couple a right-handed

fermion with its left-handed doublet and the scalar field, after SSB. To generate masses

for the first family of fermions, the following gauge-invariant fermion-scalar coupling must
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be included in the SM Lagrangian:

LYukawa = fe ¯̀LφeR + fuq̄Lφ̃uR + fdq̄LφdR + (h.c). (2.40)

where fe,u,d are the Yukawa couplings for electrons, up-, and down-type quarks, and the

scalar doublet φ̃ corresponds to the charge conjugate of the Higgs field (φ̃ = iσ2φ
∗) and has

a hypercharge of −1/2. After SSB, the Yukawa Lagrangian takes the simpler form:

LYukawa =
1√
2

(υ +H)

fe (ēLeR + ēReL)︸ ︷︷ ︸
ēe

+fu(ūLuR + ūRuL) + fd(d̄LdR + d̄RdL)


(2.41)

from which the masses for the fermions can be read off:

mi = −fiυ√
2
, i = e, u, d. (2.42)

The Yukawa coupling constants fi are arbitrary and are inferred from measurements of the

fermion masses. Since neutrinos do not have right-handed partners in the SM, they can-

not acquire mass terms through the Yukawa coupling. Besides the mass terms, the Yukawa

Lagrangian contains interaction terms with the Higgs boson, the strength of which is propor-

tional to the mass of the fermion.

To summarize, the Lagrangian of the SM is constructed based on the strong and elec-

troweak interactions. The BEH mechanism gives masses to the gauge bosons and fermions

through the SSB of the SU(3)C × SU(2)L × U(1)Y to SU(3)C × U(1)QED. The degrees of

freedom before and after SSB remain the same. Before SSB, the complex doublet φ holds

four degrees of freedom, the massless spin-1 gauge bosons Bµ and the three Wµ have two

possible polarizations that double their degrees of freedom to eight, making a total of twelve

degrees of freedom. After SSB, only one real massive scalar boson exists with one degree

of freedom. The photon remains massless and has two degrees of freedom, while the three

massive weak gauge bosons W± and Z0 have six and three degrees of freedom, respectively.

2.2 Shortcomings of the SM

The SM constitutes one of the most brilliant achievements in modern physics. However,

there are still many open questions that the SM fails to answer. Gravity, one of the funda-

mental forces in nature, is not included in the SM. There is no explanation for the origin of the

three generations of fermions and their mixing, nor for the origin of Dark Matter (DM) and

Dark Energy (DE). The mechanism responsible for the observed matter-antimatter asym-

metry is still unknown. The implication of all these shortcomings is profound: the SM is

incomplete and further work is needed to fully understand nature. In the following, some of

the most pressing problems of the SM are discussed.
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Neutrino oscillations

The SM successfully describes all existing particle physics data with the exception of neu-

trino masses. Neutrinos in the SM are part of SU(2)L doublets. There exist three neutrinos,

one for each charged lepton and they do not have strong nor electromagnetic interactions.

They are only involved in weak charged current (CC) interactions with their corresponding

charged leptons and in neutral current (NC) interactions among themselves:

−LCC =
gw
2

∑
`

ν̄L,`γ
µ`−LW

+
µ + (h.c.),

−LNC =
gw

2cos θW

∑
`

ν̄L,`γ
µνL,`Z

0
µ.

(2.43)

The LNC determines the width of invisible decays of Z0, the measurement of which implies

that only three (Nν = 2.984 ± 0.008 [8]) light neutrinos exist in the SM or any extension

of it. To date, there is no explanation why only three generations of neutrinos, or fermions

in general, must exist. Moreover, a series of experimental observations [33] involving solar,

atmospheric, accelerator, and reactor neutrinos gave strong evidence that neutrinos do have

mass [34]. Neutrinos of one flavor were observed to oscillate into another flavor while travel-

ing, implying that neutrinos have non-zero mass. In order to describe these flavor transitions

in the SM, a 3 × 3 mixing matrix analogous to the CKM matrix for the quarks needs to be

introduced in the SM to connect these flavor eigenstates with the mass eigenstates.

Dark matter

The nature and properties of this mysterious substance dominating the dynamics of the uni-

verse called DM, is among the most crucial problems that physicists try to solve. The ob-

servation of approximately flat rotational curves of gas in galaxies in the 1930s and high-

velocity dispersions of galaxies in galaxy clusters in the 1970s [35, 36] gave strong evidence

for the hypothesis of missing mass that escapes detection. Since then, many direct and

indirect attempts have been made to identify its nature, including measurements of its grav-

itational lensing effects, and measurements of the Cosmic Microwave Background (CMB)

anisotropies. Combined measurements of the CMB anisotropies and Large Scale Structure

(LSS) of the Planck collaboration [9] show that only 5% of the energy content of the universe

originates from the SM baryonic matter, while 27% appears as DM and 68% as DE. Several

models beyond the SM, such as Supersymmetry (SUSY), and models with rich dark sectors,

predict the existence of different DM candidates. One of the most popular hypotheses is that

non-baryonic DM consists of Weakly Interacting Massive Particles (WIMPs). WIMPs must

be electrically neutral, weakly interacting, stable (or at least long-lived) to survive till today,

and massive enough or non-relativistic at the time of structure formation. At the LHC, direct

searches for DM particles have been performed under the assumption that they escape the de-

tectors without interacting with ordinary matter, and therefore, result in significant amounts
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of missing energy and momentum. Unfortunately, no strong evidence for DM particles has

been observed so far.

The hierarchy problem

Heavy quarks, such as the top quark, give rise to large radiative corrections to the Higgs bo-

son mass. The one-loop Feynman diagram illustrated in Fig. 2.6 yields a quantum correction

to the Higgs boson squared mass of:

∆m2
H = −3|ft|2

8π2
Λ2 (2.44)

where ft is the top quark Yukawa coupling and Λ is a momentum cutoff introduced to reg-

ularize the loop integral. The Λ corresponds to the scale in which new physics is expected

to exist. Knowing that quantum gravitational effects become important at the Planck scale it

is natural to choose the Λ near that scale. However, the quadratic divergences on the Λ drag

the mass of the Higgs boson to extremely high values. This disturbing sensitivity implies an

enormous and rather unnatural fine-tuning to cancel these corrections and bring the Higgs

boson mass back to the electroweak scale. One of the theories beyond the SM suggesting a

solution to the hierarchy problem without applying excessive fine-tuning is SUSY.

�

t

t

H0

Figure 2.6: One-loop radiative corrections to the Higgs boson mass from the top quark.

Matter-antimatter asymmetry

The mechanism to generate the observed matter-antimatter asymmetry in the universe is still

one of the key questions that are still unanswered. At the beginning of time, equal amounts

of matter and antimatter were created. One would expect matter and anti-matter to annihilate

into pure energy, producing photons and nothing else. However, the universe as we know

it today is dominated by matter. To explain this asymmetry, Andrei Sakharov (1967) [37]

proposed the idea of the violation of the combined symmetry of charge conjugation (C) and

parity (P ). The former conjugates all internal quantum numbers, meaning that it transforms

particles into antiparticles and vice versa, while the latter inverts all spacial coordinates.

A violation of the combined CP symmetry allows for a total distinction between matter

and antimatter to be made. CP violation is embedded in the weak interactions of the SM

via the complex phase of the CKM matrix. Measurements on CP violation in the quark

sector have been performed for over 50 years in K, D, and B meson systems. However, the
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predictions on the number of baryons derived by the SM still fall several orders of magnitude

short compared to what is observed by astronomers. Additional sources of CP violation

are required to explain the matter-antimatter asymmetry and several extensions of the SM

naturally include them.

2.3 Theories beyond the Standard Model

Theoretical developments beyond the Standard Model (BSM) aim to solve the deficiencies

of the SM. Several of these theories argue for the presence of extra scalar particles. The

most straightforward minimal approach is to extend the SM with an additional singlet field

or a Higgs doublet. When doing so, one has to be careful not to violate experimental and

theoretical constraints. The most significant constraints are given by the ρ parameter and the

non-existence of Flavor Changing Neutral Currents (FCNC). The ρ parameter is defined as

ρ =
M2

W

M2
Zcos2θW

(2.45)

has been measured experimentally and found to be very close to unity, whereas in the SM it

takes automatically the tree-level value of 1. For n scalar multiplets φi of weak isospin Ii,

weak hypercharge Yi and VEV υi of the neutral components, the tree-level ρ parameter can

be expressed as:

ρ =

∑n
i=1

[
Ii(Ii + 1)− 1

4
Y 2
i

]
υi∑n

i=1
1
2
Y 2
i υi

, (2.46)

and both, SU(2) singlets (Y = 0) and doublets (Y = ±1) satisfy I(I + 1) = 3
4
Y 2, and thus,

ρ = 1. FCNC are not allowed in the SM and this absence is also confirmed by experimental

data. Models with extended Higgs sectors, however, can include FCNC terms. Charged

Higgs bosons are predicted in such theories, including two-Higgs-doublet Models (2HDMs)

and Supersymmetry (SUSY).

2.3.1 Two-Higgs Doublet Models

The simplest possible extension of the SM is called the 2HDM and includes two complex

SU(2)L Higgs doublets of hypercharge Y = +1:

Φi =

(
φ†i

φ0
i

)
, (2.47)
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where i = 1, 2 is the Higgs flavor index. The most general and renormalizable scalar poten-

tial of the two doublets Φ1 and Φ2 is:

VHiggs = m2
11Φ†1Φ1 +m2

22Φ†2Φ2 −
[
m2

12Φ†1Φ2 + h.c.
]

+
λ1

2
(Φ†1Φ1)2+

λ2

2
(Φ†2Φ2)2 + λ3(Φ†1Φ1)(Φ†2Φ2) + λ4(Φ†1Φ2)(Φ†2Φ1)+[λ5

2
(Φ†1Φ2)2 + λ6(Φ†1Φ1)(Φ†1Φ2) + λ7(Φ†2Φ2)(Φ†1Φ2) + h.c.

]
,

(2.48)

where the symbols m2
11, m2

22, m12, denote the mass matrix elements and λ1−7 represent the

scalar Higgs self-couplings. Following the hermiticity of the above potential, the parameters

m2
11,m2

22, and λ1,2,3,4 are real, whereas the remaining λ5,6,7 andm2
12 can be complex, giving a

total of 14 degrees of freedom. For simplicity, most phenomenological studies of the 2HDMs

make several assumptions. Under the assumption of CP-conservation, the parameters λ5 and

m2
12 become real. Based on the Glashow-Weinberg-Paschos (GWP) theorem [38], no tree-

level FCNC exists when all fermions of a given electric charge and chirality couple to the

same SU(2)L doublet. A generic 2HDM includes tree-level FCNC which can be eliminated

by imposing discrete symmetries. By invoking a Z2 symmetry, Φ1 → Φ1, Φ2 → −Φ2, the

quartic terms proportional to λ6 and λ7 are absent, and the scalar potential is simplified as

follows:

VHiggs = m2
11Φ†1Φ1 +m2

22Φ†2Φ2 −m2
12(Φ†1Φ2 + Φ†2Φ1) +

λ1

2
(Φ†1Φ1)2 +

λ2

2
(Φ†2Φ2)2

+ λ3Φ†1Φ1Φ†2Φ2 + λ4Φ†1Φ2Φ†2Φ1 +
λ5

2

[
(Φ†1Φ2)2 + (Φ†2Φ1)2

]
. (2.49)

All the parameters of VHiggs are now real. The EWK symmetry is broken since the minimum

of the scalar potential occurs at non-zero VEVs. The minimization of the scalar potential

( ∂V
∂Φi

= 0) for a region of parameter space yields two VEVs:

〈Φ1〉 =
1√
2

(
0

υ1

)
, 〈Φ2〉 =

1√
2

(
0

υ2

)
, (2.50)

and the total VEV should be a combination of both, υ =
√
υ2

1 + υ2
2 . The two complex scalar

doublets can be expressed in terms of eight real fields:

Φa =

(
φ+
a

1√
2
(υa + ρa + iηa)

)
, a = 1, 2. (2.51)

Three out of the above eight fields provide the longitudinal degrees of freedom for the mas-

sive W± and Z bosons, while the rest give rise to five physical Higgs bosons: two neutral

CP-even scalars (h,H), one neutral CP-odd pseudoscalar (A), and a pair of charged Higgs

bosons (H±). Expanding the Lagrangian around the minima gives the following mass term
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for the charged Higgs bosons:

Lφ±, mass = −
(
m2

12 − (λ4 + λ5)
υ1υ2

2

) (
φ−1 , φ

−
2

)( υ2
υ1
−1

−1 υ1
υ2

)
︸ ︷︷ ︸

MC

(
φ+

1

φ+
2

)
. (2.52)

By diagonalizing the mass matrixMC with the transformation matrix:

UC =

(
cos β sin β

− sin β cos β

)
, (2.53)

where tan β = υ2
υ1

, and exploiting the minimum potential conditions, the mass squared for

the charged Higgs boson reads:

m2
H± =

(
m2

12

υ1υ2

− λ4 + λ5

2

)
(υ2

1 + υ2
2). (2.54)

The mass matrixMC has one zero eigenvalue, which corresponds to the charged Goldstone

bosons G± that get absorbed to give mass to the W± bosons. The corresponding mass term

for the pseudoscalar is:

Lη, mass = −1

2

m2
A

υ2
1 + υ2

2

(η1, η2)

(
υ2

2 −υ1υ2

−υ1υ2 υ2
1

)
︸ ︷︷ ︸

MP

(
η1

η2

)
, (2.55)

leading to one neutral Goldstone boson G0 that gets absorbed to give mass to the Z boson,

and the pseudoscalar A, with mass squared equal to:

m2
A =

(
m2

12

υ1υ2

− λ5

)
(υ2

1 + υ2
2). (2.56)

The mass terms for the CP-even mass eigenstates h and H are of the form:

Lρ, mass = −1

2

(
m2

12
υ2
υ1

+ λ1υ
2
1 −m2

12 + λ345υ1υ2

−m2
12 + λ345υ1υ2 m2

12
υ1
υ2

+ λ2υ
2
2

)
︸ ︷︷ ︸

MN

(
ρ1

ρ2

)
, (2.57)

where λ345 ≡ λ3 + λ4 + λ5. The mass matrixMN can be diagonalized using the matrix

UN =

(
cosα sinα

− sinα cosα

)
, (2.58)

19

MARIN
A KOLO

SOVA



Chapter 2: Theoretical Background

where the mixing angle α is given as a function of the matrix elements ofMN . The masses

of h and H are then given by:

m2
H,h =

1

2

(
M11 +M22 ±

√
(M11 −M22)2 + 4M2

12

)
, (2.59)

whereM11,M22,M12 are the matrix elements ofMN . It is often convenient to express the

scalar doublets in the Higgs basis [39]:

H1 =

(
H+

1

H0
1

)
≡ Φ1 cos β + Φ2 sin β, H2 =

(
H+

2

H0
2

)
≡ −Φ1 sin β + Φ2 cos β, (2.60)

where the VEVs of these fields are 〈H0
1 〉 = υ/

√
2 and 〈H0

2 〉 = 0. In this basis, the scalar

doubletH1 has the same tree-level couplings to all SM particles as the SM Higgs boson. The

physical neutral CP-even Higgs bosons are then given by:(
h

H

)
=

(
− sin(β − α) cos(β − α)

cos(β − α) sin(β − α)

)(
Re(H0

1 )− υ
Re(H0

2 )

)
. (2.61)

If one of the physical states is aligned with Re(H0
1 ) − υ, then it obtains the tree-level cou-

plings of the Higgs boson predicted by the SM. For the light Higgs boson h (heavy Higgs

boson H) this occurs in the alignment limit cos(β − α)→ 0 (sin(β − α)→ 0).

The Yukawa Lagrangian of the 2HDM model for the Q = −1/3 quarks is given by:

LY = y1
ijψ̄iψjΦ1 + y2

ijψ̄iψjΦ2, (2.62)

where the indices i and j are generation indices and the couplings y1,2
ij are 3 × 3 complex

matrices in flavor space. The corresponding mass matrix is then:

Mij = y1
ij

υ1√
2

+ y2
ij

υ2√
2
. (2.63)

While in the SM the diagonalization of the mass matrix automatically diagonalizes the

Yukawa interactions, in the 2HDM the Yukawa couplings y1 and y2 cannot be diagonal-

ized simultaneously. Thus, neutral Higgs scalars can mediate FCNC, i.e. d̄sφ. Following

the GWP theorem, discrete or continuous symmetries must be introduced. There exist four

possibilities for CP-conserving 2HDM as reported in Table 2.2:

• type-I 2HDM: all quarks couple to just one of the Higgs doublets, the Φ2. To realize

this, a discrete symmetry Φ1 → −Φ1 is imposed.

• type-II 2HDM: right-handed quarks withQ = 2/3 couple to one of the Higgs doublets,

the Φ2, whereas the right-handed Q = −1/3 quarks couple to Φ1. This is enforced by

the discrete symmetry Φ1 → −Φ1, diR → −diR.
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Model uiR diR eiR
type-I Φ2 Φ2 Φ2

type-II Φ2 Φ1 Φ1

lepton specific Φ2 Φ2 Φ1

flipped Φ2 Φ1 Φ2

Table 2.2: The four types of 2HDM leading to natural flavor conservation.

• lepton-specific 2HDM: the right-handed leptons couple to Φ1, and the right-handed

quarks to the Φ2.

• flipped 2HDM: same as type-II, with the exception of right-handed leptons that now

couple to Φ1.

In both scenarios, type-I and type-II, the right-handed leptons satisfy the same symmetry

as the down-type quarks. In a general 2HDM, interpretation is performed in terms of the

physical free parameters. These are the four masses of the Higgs bosons h,H,A0, and H±,

the mixing angles α and β, and the m2
12 parameter, which is related to the soft-breaking scale

of the discrete symmetry.

2.3.2 Supersymmetry

Supersymmetry (SUSY) is a space-time symmetry relating fermions with bosons and vice

versa, via the transformation Q|Boson〉 = |Fermion〉 and Q|Fermion〉 = |Boson〉. In the

simplest supersymmetric models, the fermionic operator Q obeys the anticommutation rela-

tions: {
Qα, Q̄β̇

}
= 2σµ

αβ̇
Pµ

{Qα, Qβ} =
{
Q̄α̇, Q̄β̇

}
= 0,

(2.64)

where the α, β̇ are spinor indices corresponding to the left- and right-handed Weyl compo-

nents, the Pµ corresponds to the space-time translation operator, and σµ are the Pauli matri-

ces. The operator Q changes the spin of a particle by half, meaning that for each particle

there exists a supersymmetric partner. Collectively, particles and their partners are called

superpartners. Superpartners are arranged in supermultiplets, containing equal number of

fermionic and bosonic degrees of freedom. The operator Q commutes with the space-time

translation operator and with internal quantum numbers but does not commute with Lorentz

generators, implying that particles inside the same supermultiplet have different spin but

share the same mass and quantum numbers. Supersymmetric models are particularly attrac-

tive for several reasons. Among the most important ones is that SUSY provides an elegant

solution to the hierarchy problem. The introduction of superpartners cancels the quadrat-

ically divergent terms in the radiative corrections of the Higgs boson squared mass at all

orders in perturbation theory. Taking as an example the one-loop corrections due to the top
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�
H0

t̃

Figure 2.7: One-loop radiative corrections to the Higgs boson squared mass m2
H , due to the

top squark.

squark, shown in Fig. 2.7, the corrections on the Higgs boson squared mass take the form:

∆m2
H =

3|ft|2
16π2

Λ2 − 3|ft|2m2
t̃

8π2
log

(
Λ

mt̃

)
. (2.65)

Due to its positive sign, the first term cancels the correction from the top quark from equation

2.44. Thus, the sensitivity of the Higgs boson squared mass to the cutoff scale Λ is now

logarithmic instead of quadratic. In addition to the hierarchy solution, superpartners can

modify the running of the strong and electroweak gauge couplings and eventually unify

them at high energies. Superpartners have opposite R−parity compared to the SM particles.

The R−parity is defined as:

PR = (−1)2s+3B+L, (2.66)

where s is the spin of a particle, B is the baryon number, and L is the lepton number. Since

no lepton and baryon number violating terms appear in the SM Lagrangian, all SM particles

have even R−parity (+1), while all superpartners have odd R−parity (−1). If R−parity

is conserved in nature, there are some interesting phenomenological implications for the

Lightest Supersymmetric Particle (LSP). First, the LSP must be stable, meaning that the

decay chain of all other SUSY particles will end up to the LSP. Given that it is also color and

electrically neutral, the LSP constitutes a plausible candidate for DM. In addition, since the

initial state particles at the LHC have even R−parity, SUSY particles can only be produced

in pairs to conserve R−parity. Nevertheless, SUSY cannot be an exact symmetry as no

mass degeneracy in the elementary particle spectrum has been observed in any of the high

energy experiments for energies up to the TeV scale. This leads to the conclusion that SUSY

must be a broken symmetry. The breaking of SUSY can be realized by introducing soft

breaking terms in the Lagrangian such that they do not introduce new quadratic divergences,

are renormalizable, and preserve the gauge invariance of the theory [40, 41].

The minimal supersymmetric standard model

The simplest supersymmetric extension of the SM containing the minimum possible addi-

tional particles is the Minimal Supersymmetric Standard Model (MSSM), which is a type-II

2HDM. Particles in the MSSM are grouped into chiral and gauge supermultiplets. Gauge

supermultiplets accommodate the spin-1 SM gauge bosons and their corresponding spin-1
2
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superpartners, called gauginos. Chiral supermultiplets accommodate all SM fermions and

their bosonic superpartners, which are complex scalars called sfermions. The Higgs sector

of the MSSM includes two Higgs doublets with opposite hypercharge, both residing in chiral

supermultiplets. The Higgs doublet Hu is responsible for giving masses to up-type quarks,

while the Hd gives masses to down-type quarks and charged leptons. The supermultiplets

together with their representations in the MSSM gauge group are shown in Table 2.3.

Table 2.3: The chiral and gauge supermultiplets in the MSSM.

Supermultiplets spin-0 spin-1/2 SU(3)C SU(2)L U(1)Y

C
hi

ra
l

squarks, quarks Q ( ũL d̃L ) ( uL dL ) 3 2 1/6

U c ũ∗R u†R 3̄ 1 −2/3

Dc d̃∗R d†R 3̄ 1 1/3
sleptons, leptons L ( ν̃ ẽL ) ( ν eL ) 1 2 −1/2

Ec ẽ∗R e†R 1 1 1
Higgs, higgsinos Hu (H+

u H0
u ) ( H̃+

u H̃0
u ) 1 2 1/2

Hd (H0
d H

−
d ) ( H̃0

d H̃
−
d ) 1 2 −1/2

G
au

ge gluino, gluon g̃ g 8 1 0
winos, W boson W̃±, W̃ 0 W±,W 0 1 3 0
bino, B boson B̃0 B0 1 1 0

To calculate the mass eigenstates of the physical Higgs bosons, one has to consider the

scalar potential of the Higgs sector, defined as:

VHiggs = (|µ|2 +m2
Hu)(|H0

u|2 + |H+
u |2) + (|µ|2 +m2

Hd
)(|H0

d |2 + |H−d |2)

+
[
b(H+

u H
−
d −H0

uH
0
d) + c.c.

]
+

1

8
(g2
w + g2

Y )(|H0
u|2 + |H+

u |2 − |H0
d |2 − |H−d |2)2

+
1

2
g2
w|H+

u H
0∗
d +H0

uH
−∗
d |2.

(2.67)

and require its minimum to undergo EWK symmetry breaking down to electromagnetism,

in analogy to the SM and the 2HDM. The gw and gY are the gauge couplings of SU(2) and

U(1)Y and µ is the so-called higgsino mass parameter. The term proportional to b arises from

the soft SUSY breaking Lagrangian. Since the charged components of the Higgs doublets

cannot have VEVs, they can be set to zero, and the potential is simplified:

V neutral
Higgs = (|µ|2 +m2

Hu)|H0
u|2 + (|µ|2 +m2

Hd
)|H0

d |2 − (bH0
uH

0
d + c.c.)

+
1

8
(g2
w + g2

Y )(|H0
u|2 − |H0

d |2)2.
(2.68)

Since the EWK symmetry breaking pattern is the same as in the 2HDM, the same set of

would-be Goldstone bosons are expected to give masses to the gauge bosons W± and Z0.

The remaining five physical Higgs bosons are the neutral scalar Higgs bosons h and H , the

pseudoscalar A, and two charged Higgs bosons H±. The eigenvalues for H± and A0 are
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Figure 2.8: Observed and expected upper limits for tanβ as a function of the pseudoscalar
mass, mA, in the MSSM hMSSM (left) and M125

h (right) scenarios.

correlated as follows:

m2
H± = b(cot β + tan β) +m2

W

mA0 = b(cot β + tan β)

=⇒ m2
H± = m2

A +m2
W

(2.69)

where tan β is the ratio of the two VEVs. At tree-level, mH± ≥ mW and mH± ≥ mA. It

is worth mentioning that since the charged scalar and pseudoscalar masses are so close, the

decay of the charged Higgs boson into a pseudoscalar and a real W± boson is kinematically

forbidden in the MSSM, while it is generally allowed in the type-II 2HDM. Moreover, the

scalar self-couplings of the MSSM are given in terms of the gauge couplings, while in the

2HDM these are arbitrary. As a consequence, the MSSM has a strict tree-level upper bound

on the mass of the lightest Higgs boson h, which is required to be below the Z boson mass

[42]. However, the squared mass of h is subject to relatively drastic quantum corrections,

which mainly come from top and stop quark loops and raise mh [43]. In contrast to 2HDM,

the MSSM imposes strong constraints on the Higgs sector parameter space, leaving only two

parameters to be free at the tree-level, which can be the tan β and mA0 . Being one of the

best motivated BSM models, the MSSM is extensively searched for at the LHC. The most

recent constraints in the MSSM M125
h and hMSSM benchmark scenarios [44, 45] from the

CMS experiment are shown in Fig. 2.8.

2.4 Charged Higgs bosons at the LHC

At the LHC, there exist several channels for direct charged Higgs boson production: in

association with a top quark, in association with a neutral Higgs (pp → H±hi/A) [46, 47,
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48] or a W (pp → H±W±) boson, in pairs (with a very small rate) [49], or in Vector Boson

Fusion (VBF) if the charged Higgs boson is part of an SU(2)L triplet. In the following,

only the first production channel is considered as it is the most dominant. A comprehensive

review on the direct production of charged Higgs bosons can be found in Refs. [50] and [49].

Charged Higgs boson production in association with a top quark

The production of a charged Higgs boson in association with a top quark is usually distin-

guished in two mass regimes, depending on whether the mass of the charged Higgs boson is

below or above the top-bottom quark threshold. A light charged Higgs boson, with a mass

below the top-bottom quark threshold (mt −mb), is mainly produced from the top quark

decay t → H+b, as shown in Fig. 2.9. At the LHC, a top quark pair production happens

through QCD interactions, and when kinematically allowed, the top quark can decay into a

charged Higgs boson and a bottom quark. The production cross-section can be calculated by

factorizing the production process of proton-proton collisions, pp → tt̄, times the branch-

ing ratio t → H+b, in the Narrow-Width Approximation (NWA) [51]. When crossing the

Figure 2.9: LO Feynman diagram for light charged Higgs boson production.

top-bottom quark mass threshold, heavy charged Higgs bosons can be produced in associ-

ation with a top and a bottom quark, pp → t̄bH+, as shown in Fig. 2.10. The inclusive

cross-section for this production can be calculated with two different approaches. In the first

approach, known as the four-flavor scheme (4FS), the bottom quark is not considered as a

parton in the initial state but instead, it is generated as a massive final state. The cross-section

calculation is then performed based on an effective theory with four light quarks, where the

bottom quarks are decoupled and do not contribute to the computation of the running cou-

pling constant, nor the evolution of the Parton Distribution Functions (PDFs). In this case,

the lowest-order QCD production processes are the gluon-gluon fusion, gg→ tbH±, shown

in Fig. 2.10a, and the quark-antiquark annihilation, qq̄→ tbH±, shown in Fig. 2.10b. Gluon

splittings into nearly collinear bb̄ pairs can create large logarithms in the calculation, which

are not summed to all orders of perturbation. This is can be done in the second approach, the

five-flavor scheme (5FS) with the introduction of bottom parton densities on the approxima-

tion that, at leading order, the outgoing bottom quark has small transverse momenta and is

massless. In this scheme, the LO process is gb→ tH±, shown in Fig. 2.10c, while the gluon-

gluon fusion and quark-antiquark annihilation processes are included at next-to-leading order
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Figure 2.10: LO Feynman diagrams for the heavy charged Higgs boson production at the
LHC. The direct gg → tbH± production process is illustrated in (a), the charged Higgs-
strahlung qq̄ → tbH± process in the 4FS is shown in (b) and the gluon-gluon splitting
process gb→ tH± process in the 5FS is shown in (c).

(NLO). The massless requirement on the bottom quark can also be improved with higher-

order contributions from diagrams where the bottom quark is only present in the final state.

The two schemes yield identical results when calculated at all orders in perturbation theory.

At finite order, however, discrepancies arise since the ordering of the perturbative expansion

is different. A final prediction for the heavy charged Higgs boson production cross-section

can be calculated by combining both schemes at NLO, according to the Santander matching

[52], as follows:

σmatched =
σ4FS + w · σ5FS

1 + w
, (2.70)

where the weight w is defined as:

w = ln

(
mH±

mb

)
− 2. (2.71)

The combined result is compatible with the asymptotic limits mH±/mb → 1 and mH±/mb →
∞, where both schemes agree. Figure 2.11, shows the resulting matched cross-section of a

heavy charged Higgs boson of mass 200 GeV (left) and 2000 GeV (right) together with the

4FS and 5FS cross-section predictions, as a function of tanβ, calculated in a type-II 2HDM.

The predictions can also be translated into cross-sections in the type-I, type-III, or type-IV

2HDM with a recipe described in Ref. [53].

For charged Higgs boson mass close to the top quark mass (145 - 200 GeV), the NWA

becomes invalid. In this case, the effects from the finite top-width as well as the interplay

between single resonant, double resonant and non-resonant top quark diagrams need to be

taken into account [54].

Charged Higgs boson decay modes

A charged Higgs boson can decay into a fermion-antifermion pair: tb̄, cs̄, τ+ντ , cb̄, to gauge

bosons: W+γ, W+Z, and to a neutral Higgs boson and a gauge boson: hiW
+. Since the cou-
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Figure 2.11: Inclusive total cross-section for the heavy charged Higgs boson production as
calculated at NLO with the 4FS (5FS) scheme, shown with red (blue) line and the Santander
matching result (black line) in a type-II 2HDM. Dashed lines (green band) represent the
theoretical uncertainties for the two approaches (matched result) [55].

Model X Y Z
type-I cot β cot β cot β
type-II cot β -tan β -tan β

lepton specific cot β cot β -tan β
flipped cot β -tan β cot β

Table 2.4: The parameters X , Y , and Z for the Z2-symmetric 2HDMs.

pling of the charged Higgs boson to fermions is determined by the Yukawa interactions of the

model, the branching fractions to each decay mode is model-dependent. For all four 2HDM

models, the most general Yukawa couplings to the charged Higgs boson can be written as:

LH± = −H+

(√
2Vud
υ

ū(muXPL +mdY PR)d+

√
2m`

υ
Zν̄L`R

)
+ h.c., (2.72)

where Vud is the element of the CKM matrix corresponding to the charge Q = +2/3 quark

and the charge Q = −1/3 quark. PR and PL are the projection operators defined in equation

2.14, and the values of X , Y , and Z depend on the particular 2HDM model considered and

are given in Table 2.4. The branching fractions of the charged Higgs to each decay mode

can be expressed in terms of the two relevant phenomenological parameters; the charged

Higgs boson mass mH± and tanβ. The left plot of Fig. 2.12 shows the branching fractions

as a function of the charged Higgs boson mass in the MSSM M125
h benchmark scenario, for

tan β = 10. Within this scenario, the decay mode to a top and bottom quark-antiquark pair

is dominant for charged Higgs boson masses above∼ 200 GeV, followed by the decay mode

H+ → τ+ντ . The decay mode H± → tb has sizable branching fractions for a wide range of

tan β values, as shown in Fig. 2.12b.
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Figure 2.12: Left: The branching fractions of the charged Higgs boson decay to different
decay modes as a function of the charged Higgs boson mass, in the MSSM M125

h scenario,
for tan β = 10. Right: The branching fraction of the charged Higgs boson decay to a top
and bottom quark-antiquark pair as a function of the charged Higgs boson mass, for various
values of tan β.

Experimental constraints

Experimental constraints on the charged Higgs boson mass are set from direct and indirect

searches. Flavor physics observables provide some of the strongest indirect constraints on the

charged Higgs boson mass. In the type-II and type-III 2HDMs, a tan β-independent lower

limit of mH± & 600 GeV is obtained from B → Xsγ data [56, 57]. For low tan β < 1,

charged Higgs boson masses below 650 GeV are ruled out in all four types of 2HDM, as the

Higgs coupling to up-type quarks in this region of phase-space are universal. A combination

of the constraints from direct charged Higgs bosons at LEP [58] and neutral Higgs boson

searches at the CMS [59, 60, 61, 62] and the ATLAS [63, 64, 65] experiments of the LHC,

sets a lower bound on the charged Higgs boson mass of 75 GeV, independent of other model

parameters. At the LHC, direct searches for charged Higgs bosons have been performed at

13 TeV in several decay modes and final states providing model-independent results that can

be translated a posteriori into exclusion limits on specific scenarios. Such interpretations are

done on the (mA, tan β) and (mH± , tan β) planes for the MSSM and 2HDM, respectively.

The searches are mainly focused on the H± → τν [66, 67, 68] and on H± → tb with

leptonic final states [69, 70]. Results of searches for a light H± produced in the decay

t → H+b and subsequently decaying into cs̄ or cb̄ are presented in Refs. [71, 72, 73].

Additionally, a first search for light H± decaying into aW boson and a CP-odd Higgs boson

in final states with leptons is presented in [74]. Searches for charged Higgs boson produced

via VBF and decaying into a pair ofW and Z bosons can be found in Refs. [75, 76, 77]. This

thesis presents a first search for charged Higgs bosons decaying into a top and bottom quark-
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antiquark pair in the all-jet final state with the CMS detector, at a center-of-mass energy of
√

s = 13 TeV [15].
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3 Experimental Apparatus

CERN, originally known as the European Organization for Nuclear Research, was estab-

lished in 1954 with the purpose of understanding the atomic nuclei. Since then, several

scientific achievements and breakthroughs have been made at CERN, including the discov-

ery of W± and Z0 bosons in the UA1 [78, 79] and UA2 [80] experiments, the discovery

of direct CP violation in the NA48 experiment [81], the creation of the World Wide Web

(WWW), and the discovery of the Higgs boson by the ATLAS [11] and CMS [12] experi-

ments. Today, CERN is the largest particle physics laboratory in the world. Located near

Geneva, CERN is the home of an international scientific collaboration, consisting of more

than 13000 scientists from 23 member states.

3.1 CERN accelerator complex

The CERN accelerator complex, illustrated in Fig. 3.1, is a sequence of particle accelerators

with increasingly higher energies. Protons are extracted from ionized hydrogen atoms with

the use of a strong electric field and are then grouped into bunches and accelerated to an

energy of 750 keV with the help of a Radio Frequency Quadrupole (RFQ). Subsequently, the

protons enter the Linear Accelerator (Linac2), which accelerates them to 50 MeV and then

delivers them to the first circular accelerator, the Proton Synchrotron Booster (PSB), where

they obtain the energy of 1.4 GeV. After PSB, the proton beam is injected into the Proton

Synchrotron (PS), a synchrotron with a circumference of 628 meters, which accelerates the

beam to 26 GeV and injects it to the Super Proton Synchrotron (SPS). The SPS has a cir-

cumference of 6.9 km and is the CERN’s second-largest accelerator. Both, PS and SPS use

room-temperature electromagnets, including a large number of dipoles to bend the beams in-

side their rings. The SPS provides proton beams with energy of 450 GeV to the last element

of the accelerator chain, the Large Hadron Collider (LHC). The protons are separated into

two counter-rotating beams in two independent vacuum pipes, and the LHC further acceler-

ates them to their maximal energy of 6.5 TeV, corresponding to 99.9999991% of the speed

of light. The two proton beams are brought into head-on collision at four Interaction Points

(IPs), where detectors record the collision debris.
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Figure 3.1: The CERN accelerator complex.

3.2 The Large Hadron Collider

Built from 1998 to 2008, the LHC is the most powerful superconducting hadron accelerator

and collider to date. The LHC is installed 50 to 175 meters beneath the France-Switzerland

borders in a circular and 26.7 km long tunnel, which formerly hosted the Large Electron-

Positron (LEP) collider. The accelerator is not a perfect circle but consists of eight 2.45

km-long arcs, joined by eight Long Straight Sections (LSS) with a length of 545 m. Due to

the limited space inside the arc tunnels (3.8 m in diameter), the concept of a twin-bore magnet

is used, instead of two separated magnet rings. This includes two sets of superconducting

coils and beam pipes, accommodated in the same cryostat system and mechanical structure,

as shown in Fig. 3.2. A total of 1232 NbTi superconducting dipole magnets are installed

inside the arcs and are used to bend the particles. Each dipole is 14.3 m long and weighs 35

tonnes. The magnets operate at the nominal magnetic field of 8.33 T and are maintained at

1.9 K by a closed liquid-helium circuit. Multipoles of higher-order are needed to control the

two beams: quadrupole magnets are used for bunch localization and beam focus, sextupole

magnets correct the energy dependence of the magnetic fields, and octupoles stabilize the

beam. The four IPs are installed in the middle of the four LSS, while the remaining LSS are

used for LHC machine utilities; two are used for beam cleaning, one for safe beam dumping
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Figure 3.2: Cross section of the LHC dipole superconducting magnet.

at the end of each run, and the last one accommodates the accelerating system of Radio

Frequency (RF) cavities.

The two most important and complementary parameters in particle physics experiments

are the center-of-mass energy of the collisions, denoted by
√

s, and the instantaneous lu-

minosity, L. For the LHC, a particle-particle collider, the center-of-mass energy is simply

given by the sum of the energies of the two beams. High center-of-mass energies can allow

the production of potential new particles with large masses. Operating with the highest pos-

sible instantaneous luminosity is crucial for exploring the lower cross-section processes and

thus, reducing the statistical uncertainties of such interesting events. The instantaneous lu-

minosity is correlated with the number of useful interactions (events) per second, as follows:

dNevent

dt
= L · σevent, (3.1)

where σevent is the cross-section of interest. Luminosity is an indicator of how well an

accelerator performs and is measured in cm−2s−1. Assuming head-on collisions of identical

particles and a Gaussian beam distribution, the instantaneous luminosity can be determined

by the beam parameters as

L =
N2
b nbfrevγr
4πεnβ∗

F, (3.2)

where Nb is the number of particles per bunch, nb is the number of bunches and frev is the

revolution frequency of the bunches. γr is the relativistic gamma factor, εn is the normalized

transverse beam emittance, which describes how confined the beam is, and β∗ is the ampli-

tude function at the collision point, quantifying the focus of the beam. F is the geometric

luminosity reduction factor due to the crossing angle at the IP, defined as:

F =
1√

1 +
(
θcσz
2σ∗

)2
, (3.3)
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Table 3.1: Overview of the design LHC machine and beam parameters in proton-proton
collisions

Parameter Symbol Design value
Center-of-mass energy [TeV]

√
s 14

Instantaneous luminosity [1034 cm−2s−1] L 1
Number of bunches per beam nb 2808
Number of protons per bunch [1011 p/b] Nb 1.15
Bunch spacing [ns] ∆t 25
normalized emittance [µm rad] εn 3.75
beta function CMS/ATLAS [cm] β∗ 55
Revolution frequency [kHz] frev 11.25
Half crossing angle CMS/ATLAS [µrad] θc/2 142.5

where θc is the full crossing angle at the IP, σz is the RMS bunch length, and σ∗ is the trans-

verse RMS beam size at the IP. Integrating the instantaneous luminosity over time (excluding

the machine dead time) gives the so-called integrated luminosity:

L(t) =

∫
L(t′) dt′ (3.4)

which is used as a measurement of the collected data size. Integrated luminosity is expressed

in inverse picobarns (pb−1) or femtobarns (fb−1).

The LHC is designed to collide predominantly proton beams with a center-of-mass en-

ergy of 14 TeV and an instantaneous luminosity of 1034 cm−2s−1. In addition to the proton

beams, the LHC can also collide heavy ions (Pb) with an energy of 2.8 TeV per nucleon

and a luminosity of 1027 cm−2s−1. The LHC has two high luminosity experiments, ATLAS

(A Toroidal LHC Apparatus) and CMS (Compact Muon Solenoid), designed to operate to a

peak instantaneous luminosity of 10−34 cm−2s−1. The two multi-purpose detectors differ in

several technical aspects and magnet-system design, but carry the same scientific goals; the

discovery of the Higgs boson, precision electroweak measurements, and the search for BSM

phenomena at the TeV scale. This thesis was conducted using proton-proton collision data

recorded by the CMS detector. In addition, the LHC has two low luminosity experiments,

the LHCb (Large Hadron Collider beauty) and the TOTEM (Total cross section, Elastic scat-

tering and diffraction dissociation Measurement at the LHC). The LHCb experiment special-

izes in B-Physics and can operate to a peak luminosity of 1032 cm−2s−1. TOTEM’s physics

program is focused on the precise measurement of proton-proton scattering cross section at

small angles and aims at a peak luminosity of 2× 1029 cm−2s−1. The TOTEM experimental

apparatus, which is not shown in Fig. 3.1, is installed symmetrically across the CMS IP. AL-

ICE (A Large Ion Collider Experiment), installed between ATLAS and CMS, is dedicated

to heavy-ion physics and can operate at a peak luminosity of 1027 cm−2s−1 for nominal Pb-

Pb ion operation. The nominal parameters of the LHC machine and proton-proton collision

beams are listed in Table 3.1.
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High instantaneous luminosities lead to multiple proton-proton (pp) collisions taking

place in the same bunch crossing, namely pileup (PU). Pileup events cause overlapping

collision debris in the detector volume and challenge the isolation of the pp interaction of

interest, as well as the efficiency and resolution of the particle reconstruction methods. The

average pileup can be given by:

〈PU〉 =
Lσin.pp

nbfrev
, (3.5)

where L is the instantaneous luminosity, σin.pp is the inelastic pp cross-section, nb is the num-

ber of bunches, and frev is the revolution frequency of the beam.

The Run 2 of the LHC started in 2015 and lasted till the end of 2018. During this pe-

riod, the LHC managed to reach instantaneous luminosities of about 2.1× 1034 cm−2s−1,

well above the nominal design luminosity. A typical Run 2 filling scheme was comprised

with 2556 proton bunches per beam, grouped in trains of 48 bunches with 25 ns spacing.

During the 2017 data-taking period, the LHC suffered frequent beam dumps caused by the

formation of electron clouds inside the vacuum chambers of the LHC ring [82]. To mitigate

this effect, the LHC used a new filling scheme, called 8b4e, in which the 48 standard bunch

trains were replaced by mini-trains of 8 filled bunches, followed by 4 empty slots. With this

filling scheme, the formation of electron clouds was suppressed but allowed a maximum of

1916 filled bunches. The peak luminosity was leveled up to ∼ 1.55× 1034 cm−2s−1 such

that the average pileup would not exceed 60. The LHC managed to return to the preferred

nominal scheme in 2018 and provided a peak luminosity of about 2× 1034 cm−2s−1, corre-

sponding to an average pileup of 55. The LHC delivered an integrated luminosity of 41.0,

49.8 and 68.0 fb−1 in 2016, 2017 and 2018, respectively, and the CMS experiment recorded

an integrated luminosity of 35.9, 41.5 and 59.7 fb−1 of good quality data. The peak instan-

taneous luminosity and the average pileup distribution observed by the CMS detector for the

data-taking period of 2015 to 2018 are shown in Fig. 3.3 and Fig. 3.4, respectively.
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Figure 3.3: Peak instantaneous luminosity during LHC Run 2.
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Figure 3.4: Mean number of interactions per bunch crossing for all Run 2 data-taking peri-
ods, assuming an inelastic proton-proton cross-section of 80 mb.

3.3 The CMS experiment

Located at the experimental area Point 5 (P5) at the LHC, in the French village of Cessy, the

Compact Muon Solenoid (CMS) [83] is one of the largest and most powerful detectors ever

built. The CMS detector, illustrated in Fig. 3.5, has a cylindrical shape, a total weight of

12500 tons, and its overall dimensions are 21.6 m in length and 14.6 m in diameter. As the

name reflects, the CMS detector is relatively compact with respect to the ATLAS detector,

the dimensions of which are 46 m in length and 25 m in diameter and weighs half of the

CMS detector weight. The CMS detector consists of several concentric subsystems, each of

them designed to measure the trajectories and energy deposits of different particles. Its key

element is the superconducting solenoid accommodated inside its volume and operates at a

magnetic field of 3.8 T. This high magnetic field bends the trajectories of charged particles

and allows for the precise measurement of their momenta and charge. The CMS interaction

point is surrounded by a full silicon-based tracking detector, followed by a highly granu-

lar crystal Electromagnetic Calorimeter (ECAL) and a hermetic brass-scintillator Hadron

Calorimeter (HCAL). All the aforementioned subdetectors are installed inside the solenoid.

Outside the solenoid and integrated between the iron yoke, gaseous muon detectors provide

precise and robust muon measurements. The CMS coordinate system is discussed in section

3.3.1 and a description of all CMS main components is given in section 3.3.2.

3.3.1 Coordinate conventions

The CMS experiment uses a right-handed coordinate system, with the origin being located

at the nominal collision point (IP5), as illustrated in Fig. 3.6. The y-axis points vertically

upwards towards the surface and is perpendicular to the LHC plane, while the x-axis points

radially inwards to the center of the LHC ring. The z-axis is parallel to the beam direction
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Figure 3.5: Schematic view of the CMS detector showing its main subsystems.
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Figure 3.6: Illustration of the coordinate system used in CMS.

and points to the Jura mountains. Given a point P , the azimuthal φ is the angle between the

x-axis and the line from the origin to the projection of P on the xy-plane, namely transverse

plane. The polar angle θ is measured counterclockwise from the z-axis.

While the momentum of the incoming protons is well known, the momentum fractions

of their partons (quarks and gluons) taking part in the collision event are not known a priori.

This motivates the use of observables that remain invariant under transformations between

the reference frame (detector frame) and the center-of-mass frame. The transverse momen-

tum pT is defined as the projection of the momentum in the transverse plane and its magni-

tude is given by pT =
√
p2
x + p2

y. Similarly the transverse mass of a particle mT, is defined

as mT =
√
m2 + p2

x + p2
y =

√
E2 − p2

z. Both observables remain invariant under Lorentz

boosts along the z-axis. The position of a particle in the detector can be specified by the
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azimuthal angle φ, and by a quantity called pseudorapidity, calculated by measuring only

the polar angle θ:

η = −ln

(
tan

θ

2

)
. (3.6)

The pseudorapidity has a value of zero when the detected particle is located anywhere par-

allel to the y-axis (θ = 90◦) and infinity if parallel to the z-axis (θ = 0◦). The angular

separation of two particles ∆R is also invariant under Lorentz boost along the beam-axis

and can be expressed as

∆R =
√

∆η2 + ∆φ2, (3.7)

where ∆η = η1 − η2 and ∆φ = φ1 − φ2.

3.3.2 CMS subsystems

Superconducting magnet

The CMS magnetic system [84] is the most important component of the CMS detector. It

consists of three parts: a NbTi superconducting solenoid, a vacuum tank, and a magnetic

flux return yoke. The solenoid was designed to be able to reach a magnetic flux density of

4 T, a magnitude that was wisely and carefully chosen to maximize the physics performance

and benefit not only the inner and muon tracking but also the electromagnetic calorimetry.

It is installed inside the vacuum cryostat which cools the magnet down to 4.7 K (-268.5◦ C)

using liquid helium. The magnetic flux is returned with a 12000 tonne saturated iron yoke

of 1.5 m width and of 21.6 m length. The yoke has two components, the barrel yoke which

surrounds the coil, and the endcap yoke, which magnetically closes the edges of the barrel

yoke. The barrel yoke consists of five three-layered wheels while the endcap yoke has three

disks at each end. The yoke is thick enough to also act as an absorber for the four interleaved

muon chambers and to allow safe muon identification and reconstruction.

Tracking system

Like most high-energy particle physics detectors, the CMS detector uses a position-sensitive

tracking system to track charged particles as they propagate through the magnetic field. The

trajectory of each charged particle is reconstructed as a helix from the available space points,

with the particle’s transverse momentum being proportional to the bending radius. At high

pT, the relative transverse momentum resolution σpT/pT is dominated by the precision of

the track position measurements, while at low pT the resolution is limited by the multiple

Coulomb scattering in the tracking detector.

The CMS tracking system is designed with the goal of having a robust, efficient, and

precise reconstruction of the trajectories of charged particles. Located around the interaction

point, it includes a fine-granularity silicon pixel detector and a silicon micro-strips detec-

tor, as illustrated in Fig. 3.7. Both subsystems consist of several co-axial barrels and are
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completed by endcaps on either side of the barrel, extending the tracker coverage up to a

pseudorapidity of |η| < 2.5. The tracking system is immersed into a magnetic flux density

of 3.8 T, provided by the CMS solenoid. In order to minimize the radiation damage in the

silicon sensors and front-end electronics, the tracker operates at -20◦ C.
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Figure 3.7: Schematic view of one-quarter of the Phase-1 CMS tracking system in the r-z
plane. The origin corresponds to the center of the tracking system and to the approximate
position of the pp interaction point. The pixel detector is shown with green, while the single-
sided and double-sided silicon strip modules are illustrated with red and blue segments,
respectively.

The silicon pixel detector used at the beginning of Run 2 data (Phase-0) was designed

to operate for a maximal instantaneous luminosity of 1× 1034 cm−2s−1 and a maximum

pileup of 25. With a set of three barrel layers (BPIX) and two forward disks (FPIX), the

Phase-0 pixel detector could provide a high-precision charged trajectories measurement in

the 3-dimensional space, serving a hit position resolution of approximately 150 × 100 µm2

per pixel. The three barrel layers were situated at radii between 4.4 cm and 10.2 cm away

from the interaction point and the two endcap disks at distances 34.5 and 46.5 cm from the

center of the detector.

To cope with higher luminosities and more radiation harsh conditions, a new pixel de-

tector, referred to as the CMS Phase-1 pixel detector [85], was installed during the extended

year-end technical stop of LHC in 2016/2017. The Phase-1 pixel detector was an evolution-

ary upgrade to the CMS tracking system for several reasons. The new detector has a higher

rate capability due to the faster readout chip design and increased bandwidth electronics that

allow the data transmission through the pre-existing optical fibers to the Data Acquisition

(DAQ) system. The addition of a new concentric barrel layer and forward disks provides

an improved four-hit pattern recognition and more robust tracking. The innermost barrel

layer is located closer to the interaction point, only 2.9 cm away, while the rest are at 6.8,

10.9, and 16.0 cm away from the center of the detector. The forward disks on each end are

at distances between 29.1 to 51.7 cm away from the interaction point. The Phase-1 pixel

detector occupies an area of 1.9 m2 and is comprised of a total of 1856 segmented silicon

sensor modules, each of them having 160 × 416 pixels connected to readout chips. A total

of 124 million readout channels are used. Despite the additional layers, the new detector

has improved radiation tolerance. The material budget in the barrel region is significantly

reduced with the help of a lower mass, two-phase CO2 cooling system, and the relocation of
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electronic boards outside the tracking acceptance. A comparison between the original and

the upgraded Phase-1 pixel detectors is shown in Fig. 3.8.

(a)

η=0 η=1.0η=0.5 η=1.5
η=2.0

η=2.5

η=2.5

η=2.0
η=1.5η=1.0η=0.5η=0

50.0 cm

(b)

Figure 3.8: Layouts of the upgraded pixel detector compared to the original detector in
transverse (left) and longitudinal views (right). The upgraded (original) barrel layers are
illustrated with yellow (cyan) in (a), while both barrel and endcaps regions are shown for the
upgraded (upper half) and original (lower half) pixel detector in (b).

The rest of the tracker volume is occupied by the silicon strip tracker. The strip tracker

consists of 15148 silicon modules with a total of 9.3 million detector strips, read by 80,000

microelectronic chips. It is composed by four subsystems; the Tracker Inner Barrel and

Disks (TIB/TID) covering r < 55 cm and |z| < 118 cm, the Tracker Outer Barrel (TOB)

covering r > 55 cm and |z| < 118 cm and the Tracker EndCaps (TEC+ and TEC-), covering

the region 124 < |z| < 282 cm. The TIB and TID can provide a position measurement in

rφ with a resolution ranging from 13 to 38 µm, while the TOB and the TEC can achieve a

resolution of approximately 18− 47 µm.

Calorimeters

Calorimeters [86] are detectors that measure the energy carried by an incoming particle with

a destructive method (total absorption) and convert it into a detectable signal. Electromag-

netic calorimeters are used to directly measure the energy of electrons and photons through

their electromagnetic interactions with the detector material and hadronic calorimeters mea-

sure hadrons through their strong and electromagnetic interactions. In addition, calorime-

ters can provide indirect detection of neutrinos through the event missing energy measure-

ment. Calorimeters can be classified into sampling or homogeneous calorimeters. Sampling

calorimeters have alternating layers of an absorber and an active medium. The absorber is

a dense material that degrades the energy of the incoming particle, while the active mea-

sures the detectable signal. A calorimeter is called homogeneous when it is built of only one

material, which can perform both tasks.

When high-energy electrons (photons) with energy above 1 GeV pass through the de-

tector material, they predominantly lose their energy by bremsstrahlung (electron-positron
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pair production) [8]. Secondary particles are produced through these mechanisms that in

turn produce other particles with progressively degraded energies. This cascade (shower) of

particles continues until critical energy is reached. Below the critical energy, ionization and

excitation processes overtake the generation of other particles until total absorption occurs.

The radiation length X0, measured in g cm−2, is used to characterize the longitudinal evo-

lution of the shower and can be defined as the mean distance in which an electron loses all

but 1/e of its energy by bremsstrahlung or as the 7/9 of the mean free path of a photon. The

transverse size of an electromagnetic cascade can be described by the Molière radius (RM ),

as 90% of the shower’s energy is contained within a cylinder of a radius ∼ 1 RM . Figure 3.9

shows a simulated electromagnetic shower inside a medium.

Figure 3.9: Simulation of electromagnetic cascade in matter induced by high energetic par-
ticle, created with the Electro-Magnetic Shower Simulator tool [87].

When high-energy charged and neutral hadrons interact with the detector material they

are subject to inelastic nuclear collisions. These collisions produce secondary hadrons the

momenta of which are typically a fair fraction of the primary hadron momentum (at the GeV

scale). Some of these secondary hadrons, usually charged pions, neutrons or kaons, can

have further nuclear collisions resulting in a hadronic shower. Due to their short lifetime

(∼80 attoseconds) neutral pions will decay almost instantly into photon pairs and initiate

electromagnetic cascades. Besides the production of energetic secondary hadrons, part of the

primary energy is consumed in nuclear processes, such as excitation, nucleon evaporation,

and spallation, resulting into particles (neutrons, protons, light ions and gamma rays) with

lower energies, typically at the MeV scale.

The energy resolution of a hadronic calorimeter is roughly an order of magnitude worse

than for electromagnetic calorimeters as it is limited by both fluctuations in the electromag-

netic fraction of the showers and the nuclear binding energy loss. Hadronic showers are

distinguished from electromagnetic showers from the shape of their energy deposition in the

calorimeters. They are characterized by the nuclear interaction length λI ≈ 35 A1/3 g cm−2,

which is typically much larger than the radiation length X0. Compared to the electromag-

netic cascades, hadron cascades take longer to develop and are broader and less uniform in

terms of spatial development. For this reason, hadronic calorimeters are more massive than

electromagnetic calorimeters.
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The CMS Electromagnetic Calorimeter

The CMS Electromagnetic Calorimeter (ECAL) [88] is a hermetic, fine-granularity, and ho-

mogeneous calorimeter made of an array of ∼76000 lead tungstate (PbWO4) crystals that

provide coverage in pseudorapidity up to |η| < 3.0. The choice of crystals was made based

on the LHC design constraints of 25 ns bunch spacing and the harsh radiation environment

in which the detector is exposed. Due to the high density (ρ = 8.28 g/cm3), short radiation

length (X0 = 0.89 cm), and small Molière radius (Rm = 2.2 cm) of PbWO4, features that

allow for excellent energy resolution and high radiation tolerance, PbWO4 crystals were the

most attractive solution. Another benefit of the PbWO4 crystals is their fast scintillation

response as 80% of the scintillation light is emitted within the LHC bunch crossing time.

A layout of the ECAL is presented in Fig. 3.10. The scintillating crystals have a tapered

shape and are distributed in the ECAL volume as follows: 61200 crystals are installed in the

barrel part of the ECAL (EB), which has a pseudorapidity coverage of up to |η| < 1.479,

while the remaining 14648 crystals are equally distributed in the two endcap regions (EE),

which covers the region of 1.479 < |η| < 3.0. The crystals placed in the barrel region

have a cross-section of 22 × 22 mm2 in the front-end and 26 × 26 mm2 in the rear, and

a length of 23 cm (or 25.8 X0). They are contained into submodules, which in turn are

grouped into modules, and modules are then assembled in supermodules. Each supermodule

contains 1700 crystals. To avoid gaps, the crystal axes are tilted by 3◦ with respect to the

vector pointing to the interaction point, in both η and φ projections. The endcap crystals have

a bigger surface of 28.6 × 28.6 mm2 in the front-end and 30 × 30 mm2 in the rear, and a

length of 22 cm (or 24.7X0). They are grouped into mechanical structures of 5× 5 crystals,

namely supercrystals. Each endcap is divided into two halves, or Dees, where each Dee

stores 3662 crystals. The crystals are arranged in a rectangular xy grid, 13 cm away from

the interaction point and are tilted from 2 to 8 degrees. The scintillation light is detected by

silicon avalanche photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs)

in the two endcaps.

In front of the endcap crystals a sampling calorimeter with finer granularity is placed,

the preshower (ES). It is designed to identify neutral pions decays (π0 → γγ) in the fidu-

cial region 1.653 < |η| < 2.6, which can inadvertently mimic high-energy photons if the

resulting low-energy photons are collimated enough. The ES can also provide an improved

position resolution for electrons and photons. It is made of two layers: a layer of lead radi-

ators followed by silicon strip sensors. The lead radiators initiate electromagnetic showers

from the incoming photons and electrons, while the silicon sensors detect the shower profiles

and measure the deposited energy.
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Figure 3.10: Illustration of the CMS electromagnetic calorimeter, showing the barrel super-
modules, end-caps, and preshower detectors [88].

The ECAL barrel energy resolution has been measured in 2016 in a beam test setup with

no magnetic field or material in front of the calorimeter [89], and found to be:(
σ

E

)2

=

(
2.8%√
E[GeV]

)2

+

(
12%

E[GeV]

)2

+ (0.30%)2, (3.8)

for electrons incident to the center of the crystals. The three contributions correspond to the

stochastic, noise, and constant terms. The stochastic term includes contributions from the

shower intrinsic fluctuations, and is small due to the homogeneous nature of the calorimeter.

The noise term mainly comes from the electronic noise of the readout and pileup, and the

constant term, which includes detector response nonuniformities, such as imperfections in

the detector geometry or energy leakage from the back of the calorimeter, from radiation

damage, etc. The relative electron energy resolution unfolded in bins of pseudorapidity is

shown in Fig. 3.11.

Hadron calorimeter

The CMS Hadron Calorimeter (HCAL) [91] is a hermetic, sampling calorimeter consisting

of alternating layers of brass absorbers aligned parallel to the beam axis and plastic scintilla-

tor tiles with wavelength-shifting fibers. High-energy hadrons interact with the brass nuclei

via strong force and they produce secondary particles, mainly charged particles and neutral

pions. The presence of neutral pions gives rise to electromagnetic cascades through their

decay into photons, while charged particles continue to generate secondary particles with

degraded energy. As the shower develops, the particles pass through the scintillator tiles

causing them to emit blue-violet light, which is collected by wavelength-shifting fibers with
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Figure 3.11: Relative electron energy resolution in bins of absolute pseudorapidity for the
ECAL barrel and endcap regions. The relative resolution σE/E is extracted from an un-
binned likelihood fit to Z→ ee events [90].

a diameter of less than 1 mm. The CMS HCAL is placed right after the ECAL and inside the

magnet coil, the edges of which are at 1.77 m and 2.95 m away from the interaction point,

respectively.

As shown in Fig. 3.12, the HCAL consists of four separate hadronic calorimeters. The

barrel calorimeter (HB) covers the central region of |η| < 1.4 and its thickness ranges from

6 to 10 λI . The HB plastic scintillator is divided in 16 η sectors, providing a segmentation

of (∆η,∆φ) = (0.0087, 0.0087). The endcap calorimeter (HE) covers the pseudorapidity

region of 1.3 < |η| < 3.0 and has a granularity of (∆η,∆φ) = (0.17, 0.17). Combined with

the ECAL crystals, the total length of the barrel (endcap) calorimeter material corresponds

to about 12 (10) interaction lengths λI . To provide a sufficient absorption of the hadronic

cascades, an additional hadron calorimeter, called tail catcher or outer calorimeter (HO) is

used. The HO is installed just outside the cryostat as the first sensitive layer in each of the

five iron yoke rings. At the central ring (|η| = 0), where the absorber depth is minimal,

the HO has two layers of scintillators and a thick piece of iron in between. All remaining

rings have just one scintillator layer. The HO provides additional coverage of about 3λI
thickness and improves the energy measurement of jets and missing transverse energy. Scin-

tillation light is extracted with wavelength-shifting plastic fibers which illuminate pixels of

hybrid photomultiplier tubes (HPD). In the pseudorapidity region |η| > 3.0 and at 11.2 m

away from the interaction point a Cherenkov calorimeter is installed, the forward calorime-

ter (HF). The HF extends the pseudorapidity coverage up to 5.2 and consists of a cylindrical

steel absorber interspersed with quartz fibers running longitudinally through the steel and

collecting Cherenkov light. The optical light is converted to an electrical signal via a pho-

tomultiplier tube (PMT). All four HCAL calorimeters share similar front-end and back-end

electronics. The analog HPD and PMT signals are integrated over 25 ns, digitized, and con-

tinuously sent to the back-end electronics. The combined energy resolution of ECAL and
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Figure 3.12: Longitudinal view of one-fourth of the CMS HCAL detector in the r-z plane.
The shaded areas represent how the scintillator layers are grouped into different readouts.

HCAL barrel system has been determined using single pion beams in Ref. [92] and found to

be: (
σE
E

)2

=

(
84.7%√
E[GeV]

)2

+ (7.4%)2 (3.9)

where the first term represents the stochastic fluctuations and the second term corresponds

to the noise of the calorimeters. In preparation for Run 2 and Run 3 of the LHC, the HCAL

underwent a series of upgrades [93] at the end of 2017. The upgrades include the replacement

of all photodetectors in the HB, HE, and HF, new improved front-end electronics with high

precision timing readout and better radiation tolerance, and new increased data bandwidth

back-end electronics.

The muon detector

A robust muon detector [94] is situated outside the solenoid, at the very edge of the CMS

detector as muons can penetrate several meters of iron without interacting. It covers the

pseudorapidity range of |η| < 2.4 and is composed of barrel and endcap gaseous detectors

alternating with layers of the steel flux-return yoke. This allows the detection of a traversing

muon at multiple points along its track. Figure 3.13 shows a layout of the CMS muon

detector and its main components. The muon detector includes a total of 1400 gas ionization

chambers of three types: 250 Drift Tubes (DTs) chambers, 540 Cathode Strip Chambers

(CSCs), and 610 Resistive Plate Chambers (RPCs) [95].

The DTs are installed in the barrel region (|η| < 1.2) where the particle rate is small and

the magnetic field is uniform and mostly contained in the return yoke. They are distributed

in four concentric cylindrical stations (MB1-MB4), interspersed with the layers of the return
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yoke. The DTs are segmented into drift cells of a transverse size of 42×13mm2 and a length

of 2.4 m, filled with a gas admixture of Ar (85% vol.) and CO2 (15% vol.). A gold-plated

stainless-steel anode wire of a 50 µm diameter is placed at the center of each cell. When a

muon crosses a cell, ionized molecules drift to the cathode while electrons reach the anode

wire with the help of a homogeneous electric field. The crossing position of the muon can

be computed through the drift velocity. The drift chambers can provide a spatial resolution

of 78-120 µm in the r − φ plane and of 140-390 µm in the r-z plane.

Figure 3.13: Longitudinal view of one-fourth of the CMS muon detector in the r-z plane.
The gray shaded ares represent the magnet yoke while the muon detectors are highlighted.

The CSCs are installed in the endcap region (0.9 < |η| < 2.4), where the muon rates

and background levels are relatively higher, and the magnetic field is large and non-uniform.

They are characterized by their fast response time (resulting from a short drift path), fine seg-

mentation, and their ability to tolerate the non-uniformity of the magnetic field. Each endcap

has four stations of CSCs, placed perpendicular to the beam. The CSCs have alternating lay-

ers of anode wires and cathode strips that use a mixture of Ar (40%), CO2 (50%) and CF4

(10%). Their spatial resolution is better than the DTs and varies from 40 to 152 µm. Both

DT and CSC systems can provide information on the collision bunch crossing that generated

the passing muon, reject background as a result of timing discrimination, and trigger on the

muons pT with good efficiency.

In addition to the two tracking detectors, the muon system has a dedicated, fast, and

independent triggering detector, the RPCs. The RPCs are located in both barrel and end-

cap regions, covering the pseudorapidity region of |η| < 1.9. As DTs and CSCs, they are

arranged in four stations (RB1-RB4) in the barrel and three stations (RE1-RE3) in the end-

caps. The RPCs can provide excellent time resolution (of less than 3 ns) to reinforce the

measurement of the correct beam crossing time with a somewhat poorer spatial resolution

(0.8 to 1.2 cm). The RPCs are double-gap chambers operating in avalanche mode and filled
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with a gas mixture of 95.2% Freon (C2H2F4), 4.5% isobutane (i-C4H10) and 0.3% sulphur

hexafluoride (SF6).

At the end of 2017, an additional set of muon detectors GE1/1 [96] was installed in the

first endcap muon station (1.6 < |η| < 2.2). These detectors use a gas electron multiplier

(GEM) technology and their thin profile and high particle rate capabilities can help maintain

or even improve the forward muon triggering and reconstruction.

3.4 Online event selection

With a beam crossing frequency of 40 MHz, the LHC delivers about a billion proton-proton

collisions per second. Despite the tremendous progress on data processing capabilities, the

CMS detector cannot afford to process and store this colossal data volume. Nevertheless,

not all events are of physics interest. Interesting processes, such as the production of the

SM Higgs boson, have cross-sections several orders of magnitude below the inclusive total

inelastic pp cross-section (∼68 mb [97]). Thus, it is crucial to filter the interesting events

while keeping the output rate and CPU time under control. A drastic event rate reduction

of a factor of 106 is performed by a real-time trigger system, which consists of two steps,

called Level-1 (L1) Trigger and High Level Trigger (HLT). The L1 trigger is implemented

in hardware while the HLT in software.

3.4.1 Level-1 Trigger

The L1 trigger is based on the MicroTCA (µTCA) [98] technology and has a latency of

3.8 µs. It is divided into a muon trigger and a calorimeter trigger, as illustrated in Fig. 3.14.

They utilize information from the muon detectors and the calorimeters, called Trigger Primi-

tives (TPs), and reconstruct physics objects, called L1 candidates. Due to timing constraints,

information from the tracker cannot be used at this level. The muon trigger is responsible

for the muon (L1 µ) reconstruction, while the calorimeter trigger reconstructs jets (L1 jet),

hadronically decaying τ -leptons (L1 τh), electrons or photons (L1 e/γ) or energy sums (L1

Emiss
T and L1HT). The reconstructed objects are sent to the GT, which performs an event ac-

cept or reject decision, based on a collection of algorithms (trigger menu) targeting specific

physics signatures. The processing of all logical operations is done with the powerful Xil-

inx Virtex-7 Field Programmable Gate Arrays (FPGAs), while the transfer of data between

modules is achieved with high-speed optical links (10 Gb/s). The L1 output rate is limited

to 100 kHz.

Muon trigger

The muon trigger system takes as inputs the trigger primitives from the CSC, DT, and RPC

subdetectors. These TPs include coordinates, timing, and muon track quality information.
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Figure 3.14: Overview of the CMS L1 Trigger system.

Using the combined information of trigger primitives, muon track finders (MTFs) are used

to reconstruct muon tracks in three pseudorapidity regions. The Barrel Muon Track Finder

(BMTF) receives data from the DT and RPC detectors in the barrel. An adaptive layer, called

TwinMux [99], merges the DT trigger primitives and RPC hits1 from the same muon station

into super-primitives and assigns a quality to each of them. This combination improves the

BMTF efficiency and performance, as it exploits the DT spacial resolution and the precise

timing from the RPC subsystems. The BMTF reconstructs muon tracks and calculates their

properties (pT, φ and η) in the pseudorapidity region |η| < 0.83. Muon track candidates are

extrapolated to neighbor stations and checked whether they are inside an acceptance window

set by Look-Up Tables (LUTs) that utilize the internal bending angle φb, and the quality of

the super-primitives.

The Endcap Muon Track Finder (EMTF) receives information from the CSC and RPC

detectors in the endcap and covers the region |η| > 1.24. An intermediate layer, the concen-

trator and preprocessor fanout (CPPF), clusters the RPC hits into TPs and transfers them to

EMTF. The EMTF reconstructs forward muon tracks by using at most one TP, either from

CSC or RPC, per station via pattern recognition. A Boosted Decision Tree (BDT) regression

technique [100] is used to infer the track pT, while taking into account the inhomogeneous

magnetic field outside the solenoid, muon scattering and showering effects. The prediction

scheme is stored into a LUT loaded in a 1.2 GB memory module.

The Overlap Muon Track Finder (OMTF) receives trigger primitives from the DT and

1signals in the detector sensitive layers
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CSC systems and direct hits from the RPC subdetector. It can reconstruct muon tracks

in the pseudorapidity region 0.83 < |η| < 1.4 using a pattern recognition algorithm based

on a naive Bayes classifier. The algorithm can identify the muon track and measure its

pT by calculating the probabilities of matching the detector hits to transverse momentum

hypotheses while taking into account missing hits, fake hits (noise), or multi-muon events.

The Global Muon Trigger (µGMT) can receive up to 108 muon candidates (up to 36

from each MTF), sort them, identify, and resolve duplicated entries that could significantly

increase the output rate. Moreover, it corrects the spatial coordinates of each muon candidate

by extrapolating tracks from the muon stations to the interaction regions. Subsequently, the

µGMT sends to the GT a maximum of 8 muons, selected based on their pT and track quality.

Muons with good pT resolution pass the tight quality criteria and are used in single-muon

trigger algorithms. Due to the strong magnetic field in the barrel region, and therefore ade-

quate pT resolution, all muons reconstructed by the BMTF satisfy the tight quality criteria.

For EMTF and OMTF, tracks must have TPs in at least three layers with at least one in the

innermost layer for EMTF to pass the tight criteria. The medium and loose quality tracks are

used in EMTF and OMTF to increase the trigger efficiency for multi-muon events.

Calorimeter trigger

The calorimeter trigger consists of two consecutive layers: Layer-1 and Layer-2. Layer-

1 takes as input the local energy deposits from the calorimeter trigger towers (TTs). A

trigger tower is defined as the combination of a group of crystals in the ECAL together

with the HCAL tower located behind them. In the barrel region, the TTs have a ∆η × ∆φ

size of 0.087× 0.087 radians, while in the endcap regions where the crystals have a more

complicated arrangement, the TTs have a ∆η ×∆φ size of up to 0.17× 0.17 radians. These

electromagnetic and hadronic energy deposits are sent to the 18 processing nodes of the

Layer-1, where they are further calibrated with the help of LUTs. The LUTs include the

calibration factors binned in pseudorapidity (η) and transverse energy (ET). The choice of

the binning takes into account the hardware limitation and the dependency of the resolution

in ET. These calibration factors are needed to compensate for several effects, including

energy losses in the tracker material in front of the calorimeters.

The calorimeter trigger utilizes an innovative architecture, called Time Multiplexing [101],

illustrated in Fig. 3.15. This architecture enables the trigger primitive data from the entire

calorimeter volume, for a specific bunch crossing, to be processed in a single processing

node of Layer-2 with full granularity. The output of Layer-1 is streamed with a 9-fold time

multiplexing and sent to Layer-2 processor cards through 10 Gb/s optical links. Layer-2

utilizes the Layer-1 calibrated trigger primitives to reconstruct the physics objects related to

the calorimeters (electrons or photons, τ -leptons, jets, and energy sums). Finally, a demulti-

plexing card (DeMux) reorders, reserializes, and forwards the L1 candidates to the GT.
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Figure 3.15: The architecture of the calorimeter trigger system used in Run 2.

The L1 e/γ trigger algorithm

Since no tracking information is provided at the L1, electrons and photons are indistinguish-

able for the calorimeter trigger. The L1 e/γ object is reconstructed using energy deposits

from ECAL and HCAL via dynamic clustering. A local energy maximum (seed tower) is

clustered with its first and second neighbors in a way such that pileup energy deposits are

reduced, and energy losses from bremsstrahlung are recovered. L1 e/γ clusters are discrim-

inated from jet clusters through their shape as the former are more compact, through a fine

grain veto which rejects candidates with non-electromagnetic shower profile and through

ECAL/HCAL energy deposits (H/E). To keep the e/γ rates low, isolation criteria are ap-

plied. A L1 e/γ candidate is considered isolated if the energy deposits in a defined isolation

region are less than a fixed threshold. The isolation thresholds depend on the candidate pseu-

dorapidity, transverse energy, and a pileup estimator2. To ensure a uniform energy response

throughout the detector and an improved energy resolution, dedicated calibrations are ap-

plied on the L1 e/γ candidates. These calibrations are done according to the candidate’s

energy, pseudorapidity, and shape.

2The number of trigger towers (nTT) with non-zero energy deposits in the central region is used as a pileup
estimator.
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Figure 3.16: The chunky donut algorithm sums the energy deposits in the four 3 × 9 TTs
(shown with blue) located at the edges of the 9×9 window (shown with yellow) and subtracts
it from the total L1 jet candidate energy.

The L1 τh trigger algorithm

Hadronically decaying τ -leptons (τh) are reconstructed at L1 through dynamic clustering of

their decay products: one, two, or three charged or neutral pions. A similar algorithm to

the e/γ clustering method is used to reconstruct these single clusters around local maxima,

which are subsequently merged into a single τh candidate under proximity conditions. To

reject fake τh candidates, mainly coming from QCD-induced hadronic jets, τh candidates are

required to be isolated around the cluster seed, to which the transverse energy of the L1 τh
candidate is subtracted. L1 τh candidates are calibrated based on their ET, pseudorapidity,

the presence of a merged cluster, an estimate of the H/E deposits.

The L1 jet and energy sum trigger algorithms

The L1 jets are reconstructed with an algorithm based on a square-jet approach. A jet candi-

date has energy deposits around a 9×9 TT sliding window centered around a local maximum

with a minimum threshold of ET >4 GeV. In the barrel region, this sliding window has a

clustering radius of 0.4, the same as the offline jet clustering size of the anti-kt method. To

avoid double-counting of jets, an inequality mask is applied on energy deposits along the

diagonal of this window. For each event, the transverse energy coming from pileup is com-

puted using four 3×9 strips on each edge of the sliding window and subsequently subtracted

from each jet. An illustration of the TTs used for L1 jet candidate clustering and pileup

subtraction is shown in Fig. 3.16. The L1 jets are calibrated as a function of their energy and

pseudorapidity. The reconstructed L1 jets are used to estimate the event energy sums. The

L1 Emiss
T is defined as the magnitude of the negative vector sum of the transverse energy of

all TTs. The total scalar transverse energy of all L1 jets energies, is denoted as HT.
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Algorithm name Description
L1_SingleLooseIsoEG28er2p5 Single loosely isolated e/γ with ET > 28 GeV and |η| < 2.5
L1_DoubleIsoTau32er2p1 Double isolated τ with ET > 32 GeV and |η| < 2.1
L1_SingleMu22 Single muon with pT > 22 GeV
L1_DoubleEG_25_12_er2p5 Double e/γ with ET > 25 GeV, 12 GeV and |η| < 2.5
L1_DoubleMu_15_7 Double muon with pT > 15 GeV, 7 GeV
L1_ETMHF100 Emiss

T > 100 GeV
L1_SingleJet180 Single jet with ET > 180 GeV
L1_DoubleJet150er2p5 Double jet with ET > 150 GeV and |η| < 2.5

Table 3.2: Benchmark L1 seeds used during Run 2 data-taking period.

Global Trigger

All reconstructed L1 candidates are sent from the calorimeter Layer-2 and the GMT to the

GT, where they are synchronized to each other and to the LHC orbit clock. The GT combines

the information from both trigger systems and performs an accept or discard decision based

on a list of algorithms (or seeds), collectively called as Level-1 menu. If any of the L1

seeds are satisfied, the event is accepted and the GT sends a Level-1 Accept (L1A) signal

to the DAQ system for subsequent evaluation by the HLT. Each L1 seed encodes a set of

requirements on one object (single-object seed) or more objects of the same (multi-object

seed) or different (cross-object seed) type. These criteria are usually minimum thresholds

on the energy sum or on the L1 candidate’s transverse momentum, and requirements on its

pseudorapidity and/or azimuthal angle. The calculation of invariant masses, differences in

pseudorapidity, and azimuthal angle between two objects are also now possible, due to the

upgrade of the GT, which used to operate on a single board (nominal design). In 2016, the

GT operated on three boards and extended to six boards in 2017.

A typical L1 menu includes a broad range of sophisticated seeds targeting different ar-

eas of physics interest. These include benchmark algorithms with one or more objects of

the same type that cover about 80% of the available L1 rate, cross-object seeds, and other

algorithms for detector calibration, monitoring, and trigger efficiency measurements. Table

3.2 lists some of the benchmark seeds used during Run 2, the rates of which are shown as a

function of the pileup in Fig. 3.17. When an algorithm exceeds its allocated rate, a prescale

is applied; meaning that a seed with prescale of N only accepts one in N events satisfying

the selection criteria. Since the L1 rate increases with increased LHC beam intensity, multi-

ple prescales values are set for ascending instantaneous luminosity scenarios and are applied

in order to keep the output rate below 100 kHz while maximizing the signal efficiency.

3.4.2 High Level Trigger

The High Level Trigger (HLT) reduces the trigger rate down to ∼1 kHz with a latency of a

few hundred milliseconds. It has access to the full precision of the data from the detector and

runs a streamlined version of the offline reconstruction in a farm of commercial processors.

51

MARIN
A KOLO

SOVA



Chapter 3: Experimental Apparatus

Figure 3.17: Rate as a function of pileup for several benchmark L1 seeds with leptons (left)
and hadrons (right), used during Run 2.

The HLT paths are designed as a sequence of object producers and filtering modules, starting

from the least CPU time-consuming algorithms to more complex ones that demand more

CPU time. Each HLT path is seeded by a single L1 algorithm or by the logical OR of several

L1 seeds. As a first step, information from the calorimeters and muon chambers is used for

low-level reconstruction (calo jets, standalone µ, ECAL energy deposits) and fast filtering

of the events. Tracking reconstruction (tracks, vertices) follows with a simplified version of

the offline tracking, followed by filtering modules. The next step in the HLT chain is the

production of particle candidates using the Particle Flow (PF) algorithm [102], described in

chapter 4, and the further filtering of events. More advanced observables and topologies are

reconstructed from these individual particles and subsequently filtered. To keep the CPU

time under control, if the requirements in a filtering module are not satisfied, the remaining

modules of the HLT path are skipped and the event is discarded. Additionally, common

object producers are shared between HLT paths to optimize the event processing time. The

overall processing time of a typical HLT menu used in 2016 data-taking period, with an

average instantaneous luminosity of 1.3× 1034 cm−2s−1 and an average pileup of 42.5, is

shown in Fig. 3.18a. Figure 3.18b shows the HLT processing time as a function of the

instantaneous luminosity.

Events selected by the HLT are sent to the storage manager where they are temporar-

ily stored at LHC Point 5. Subsequently, the events are transferred to the CERN Tier-0

computing center for permanent storage and offline reconstruction. Besides the HLT timing

constraints, the DAQ system has finite bandwidth; the temporary raw data storage at Point

5 is limited and the bandwidth between Point 5 and the CERN Tier-0 has a maximum value

of 5 Gb/s. Moreover, the prompt reconstruction system must reconstruct the recorded events

on the LHC computing grid within 48 hours and without a significant backlog. As a conse-

quence, the HLT system can only record events at a maximum rate of 1 kHz. To achieve this

huge rate reduction (100 to 1 kHz) the triggers must impose stringent criteria that become
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(a) (b)

Figure 3.18: Left: Overall HLT processing time distribution for a menu used in the 2016
data-taking period. The peak observed at 0 ms corresponds to the events rejected by the L1
trigger system, while the peak around 50 ms corresponds to the events accepted or rejected
based on the low-level reconstruction. The long tail represents the events accepted or rejected
after the PF processing and filtering. Right: Average processing time as a function of the
average instantaneous luminosity during LHC fill 5393.

more aggressive with higher instantaneous luminosities.

To collect additional events of physics interest and extend the recorded phase space, the

CMS experiment has two strategies: Data Scouting and Data Parking. Data Scouting refers

to the method where events are reconstructed in HLT using the PF algorithm or other re-

construction algorithms, and filtered with loose criteria and low thresholds. For each event

satisfying these criteria, only the HLT-reconstructed physics objects are saved on disk (few

kB) instead of the full raw data (∼1 MB). Since these events do not burden the DAQ system

or need prompt reconstruction, several kHz of scouting events can be recorded. Data Scout-

ing comes with few drawbacks; the physics analysis is done with HLT objects which suffer

more from detector noise and miscalibration than the offline reconstructed objects. This

would mean less confidence in results in the case of discovering new physics when analyz-

ing scouting events. For this reason, Data Parking events are used to validate or disconfirm

the results. Data Parking is the method where events are recorded online at HLT and the full

raw data volume is immediately moved on tape, skipping the offline prompt reconstruction.

Events are reconstructed, if needed, once there are sufficient free computing resources.

A typical Run 2 HLT menu includes O(600) trigger paths targeting a broad variety of

physics signatures, paths used for detector monitoring and calibration and trigger efficiency

measurements. Benchmark HLT paths require single-, double-, or multi-objects, with or

without isolation requirements. Isolated single muon and electron paths with typical pT

thresholds above 24 and 32 GeV (in 2018) are the most rate consuming paths, followed by

paths requiring at least two photons or two τ -leptons. Hadronic triggers are also present,

some of which utilize substructure or heavy-flavor identification techniques that could not be

possible at the L1 due to the lack of tracking information. During 2016 and 2017, jets arising

from the hadronization of bottom quarks (b jets) could be identified online at HLT with the
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Figure 3.19: Comparison of the CSVv2 (dashed lines) and DeepCSV (solid lines) algorithms
online (red and blue) and offline (black) performance using tt̄ simulation sample with the
2017 detector conditions. The curves demonstrate the probability for a light-flavor (u, d, s)
jet to be misidentified as a b jet as a function of the efficiency to correctly identify a b jet
[105].
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Figure 3.20: HLT rates consumed by each CMS physics group during the 2018 data-taking
period [106].

Combined Secondary Vertex (CSVv2) [103] algorithm, both at calo- and PF-levels. In 2018,

the CSVv2 algorithm was replaced by a new algorithm, the DeepCSV [104]. A comparison

between the online and offline performance of the two algorithms, obtained using simulated

tt̄ events with 2017 detector conditions, is shown in Fig. 3.19.

As in the L1 menu, the HLT also includes cross triggers, mainly used for searches of

specific physics scenarios with difficult signatures. Cross triggers usually involve objects of

different types (e.g. leptons with jets or Emiss
T ) with significantly lower thresholds and/or

isolation requirements. The total, shared, and pure HLT rate consumption by each of the

CMS physics groups are shown in Fig. 3.20.
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4 Event reconstruction

The event reconstruction of a proton-proton collision is predominantly based on the Parti-

cle Flow (PF) algorithm [102]. To identify and reconstruct all individual stable particles

present in an event; electrons, photons, muons, charged or neutral hadrons, the PF algorithm

combines information from all CMS subsystems. Each of these stable particles leaves a dis-

tinctive signal as they propagate through the detector, as shown in Fig. 4.1. Electrons appear

Figure 4.1: The cross-section of the CMS detector and the distinct signatures of each of the
physics objects.

as narrow and localized energy deposits in the ECAL and are associated with a trace in the

silicon tracker. Photons can also be identified as ECAL energy deposits but are not linked

with any extrapolated inner track. Muons leave their signature in the tracker, as well as in

the muon chambers. Charged and neutral hadrons can cross the ECAL and lose a small part

of their energy by initiating a hadronic shower, but most of their energy is absorbed in the

HCAL. In addition, charged hadrons produce hits in the tracker layers. All aforementioned

reconstructed particles are further used to build more complex objects, such as jets, hadroni-

cally decaying τ -leptons, and to calculate the missing transverse energy (Emiss
T ) of the event,

which gives an indirect detection of neutrinos.
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4.1 PF-elements reconstruction

Event reconstruction starts with the reconstruction of PF-elements: trajectories of charged

particles, vertices, and calorimeter clusters. When correlated, these basic elements are used

to identify the final-state particles, which are known as PF candidates.

4.1.1 Tracks reconstruction

The reconstruction of charged particles tracks is the most challenging and most CPU-consuming

part of the data reconstruction. It is carried out by multiple iterations of the Combinatorial

Track Finder (CTF) algorithm, an adaptation of the Kalman filtering method [107]. The

CTF method can be decomposed into four stages: seed generation, pattern recognition, track

fitting, and quality selection. A trajectory seed is generated when a few three-dimensional

hits are compatible with a trajectory. Given a coarse estimate of the track parameters1 and

their uncertainties from the trajectory seed, the filter iteratively builds track candidates from

hits on successive detector layers and updates the track parameters. The track candidates

are then fitted and marked with quality flags. Hits associated with track candidates are re-

moved after each iteration to reduce the complexity of the algorithm. Moreover, effects from

multiple Coulomb scattering and energy loss are taken into account. For non-isolated par-

ticles with 1 < pT < 10 GeV and |η| < 1.4, the track resolutions are around 1.5% in pT

and 25-90 (45-150) µm in the transverse (longitudinal) impact parameter [108]. In 2017,

the track reconstruction method was updated to exploit the upgraded pixel detector features.

The resolution of the transverse impact parameter improved, as expected, to 20-60 µm when

restricted to |η| < 1.4 and to 20-75 µm when considering the full tracker coverage [109].

4.1.2 Primary vertex reconstruction

The primary-vertex (PV) reconstruction identifies the location of all collision points in proton-

proton interactions. The reconstruction starts with the selection of tracks based on their qual-

ity criteria and compatibility with the center of the beam spot. The selected tracks are then

clustered according to their z-coordinate at the point of closest approach (PCA) to the cen-

ter of the beam spot. The clustering is performed with the Deterministic Annealing (DA)

method [110] which offers a crucial feature: the ability to find vertices in a high pile-up

environment. Once candidate vertices are identified with the DA method, an adaptive vertex

fitter (AVF) [111] is applied on candidates with at least two tracks to calculate the vertex

parameters. These include the three spatial coordinates of the vertex, its covariant matrix,

and indicators of the fit success, such as the number of degrees of freedom and weights of

individual tracks. The PV resolution depends on the number of tracks used in the fit and their

1In the quasi-uniform magnetic field of the tracker, a charged particle travels in a helical path. Its trajectory
can be described by five parameters: the curvature (R), the azimuthal angle (φ0), the dip angle (λ = cot θ), the
maximum transverse (d0) and longitudinal (z0) impact parameters relative to the center of the beam spot.
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transverse momenta. For PVs with at least 50 tracks, the achieved vertex position resolution

is around 10− 12 µm in each of the three spatial dimensions [108].

4.1.3 Secondary vertex reconstruction

Long-lived particles, such as heavy flavor hadrons and τ -leptons, can be identified through

the displacement of their vertex from the PV when extrapolating their tracks. This secondary-

vertex (SV) is reconstructed with the inclusive vertex fitter (IVF) [108] approach. The IVF

algorithm selects all reconstructed tracks of the event with pT > 0.8 GeV and a longitudinal

impact parameter of less than 0.3 cm. Tracks with a 3D impact parameter of at least 50 µm

and passing quality criteria on the 2D impact parameter are used as seeds in the following

clustering procedure. A seed track and any other track are clustered if their distance is smaller

than the distance between the track and the PV. Both distances are evaluated at the points of

the closest approach of each object pair. Moreover, requirements on the angle between the

seed track and any other track are also applied. The clustered tracks are then fitted with the

AVF. Quality criteria are applied on the SV candidates and a cleaning is performed if two

candidates share a significant portion of their tracks. Additionally, if a track is assigned to

both PV and SV, the angular separation between the track and the two vertices is used to

indicate the most compatible vertex. Finally, a refitting is performed on the SV candidate

and the check for duplicates is repeated. The precise reconstruction of SVs is crucial for the

calculation of variables used in heavy-flavor jet identification algorithms, such as the CSVv2

[103], DeepCSV [104], and DeepJet [112]. The SV reconstruction efficiency is given by the

number of jets containing a reconstructed SV over the total number of jets. For jets with pT

above 20 GeV in tt̄ events, the efficiency for reconstructing a SV for b (udsg) flavor jets with

the IVF method is about 75% (12%).

4.1.4 Calorimeter clustering and link algorithm

A clustering algorithm reconstructs energy clusters in each of the CMS calorimeters (ECAL,

HCAL, and preshower). The clustering is seeded by cells with a local maximum energy de-

posit above a given threshold (cluster seeds), to which neighboring cells are associated and

iteratively merged into a cluster if their energy exceeds the electronic noise by a factor of

two. Once the PF elements (tracks and clusters) are reconstructed, a link algorithm connects

pairs of neighboring elements and subsequently produces PF-blocks of these directly or in-

directly linked elements. For each PF-block, the identification and reconstruction sequence

proceeds, starting from the muon candidates. For every reconstructed muon candidate, its

corresponding PF elements are subtracted from the PF-block and are not used for the re-

construction of any other object in the event. The procedure follows with the identification

and reconstruction of electron candidates and energetic isolated photons. As with muons,

used PF elements are excluded from further consideration. The remaining PF elements are
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classified as charged hadrons, neutral hadrons, and non-isolated photons.

4.2 Particle identification and reconstruction

4.2.1 Muon candidates

Muons are reconstructed with more than 99% efficiency over the full detector acceptance as

they benefit from the precise momentum measurement of the inner tracker and the high purity

granted by the upstream calorimeters. The collection of muon tracks is composed of three

types. Standalone-muons tracks are reconstructed via the Kalman filter technique, using

solely information from the muon subdetectors. Hits from DT, CSC, and RPC are gathered

and fitted to form muon-track segments. Tracker-muons tracks are built by extrapolating an

inner track to the muon chambers. The inner track is required to have a transverse (total)

momentum above 0.5 (2.5) GeV and its extrapolation to be in a compatible position with

at least one muon segment. Global-muons tracks are built with an outside-in approach, by

matching the parameters of standalone muon tracks with the ones of a tracker track and then

performing a combined fit with a Kalman filter. Almost all muons are reconstructed as global

muon tracks or as tracker muon tracks, and often as both, in which case they are merged into

a single muon candidate.

The reconstructed muon tracks are then fed into the PF algorithm, which applies a set of

selections based on the global and tracker muon properties, such as cuts on the track fit χ2,

the number of hits of each track, either in the inner tracker or in the muon system, or both,

and the degree of compatibility between extrapolated tracker tracks and standalone-muon

tracks. Different cuts on the compatibility value between the tracker and standalone-muon

tracks and other variables describing the compatibility with the primary vertex define the

muon identification type. The main identification types used in CMS analyses include Loose,

Medium, Tight, Soft, and High momentum muons and provide different levels of muon effi-

ciency and charged hadron misidentification rate2. The muon momentum is determined by

the Tune-P algorithm [113], which chooses the pT measurement from a set of refits. The mo-

mentum resolution for muons with pT less than 200 GeV is dominated by the inner tracking

system and thus, the Tune-P algorithm favors the momentum determined by the inner-track

fit. Above 200 GeV, the muon momentum is determined by refits involving information

from both the inner tracker and the muon stations. To reduce the rate of misidentification

of charged hadrons as muons, isolation criteria can be applied. The isolation is evaluated

relative to the muon’s pT by summing up the energy within a variable cone size, ∆R, sur-

rounding the muon.

2Charged hadrons can be mis-reconstructed as muons (punch-through) when their hadron shower remnants
reach the muon chambers.
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4.2.2 Electron and isolated photon candidates

As electrons propagate through the material in front of the ECAL, they interact and emit

bremsstrahlung photons, which will subsequently convert into electron-positron pairs. For

this reason, the identification and reconstruction of electrons and isolated photons are con-

ducted together, as they share similar properties and technical reconstruction issues.

The energy of the primary electron (or photon) is measured by collecting the ECAL

energy clusters of individual particles and merging them into a supercluster (SC). The clus-

ters are reconstructed around an electron seed, defined by a local energy maximum, in a

small window in η and an extended window in φ to account for photon conversions and

bremsstrahlung losses. When an electron loses energy due to bremsstrahlung, its trajectory

changes curvature in the tracker. Thus, a dedicated tracking algorithm based on the Gaussian

Sum Filter (GSF) [114, 115] is used to build the electron tracks, instead of the widespread

Kalman Filter. The trajectory seed is generated with an ECAL-seeding or tracker-seeding

approach. In the ECAL-seeding approach, SCs with transverse energy above 4 GeV are

selected, and trajectory seeds compatible with the SC position are used to seed the GSF

algorithm. This approach performs better for high-ET isolated electrons, providing more

than 95% seeding efficiency for ET > 10 GeV for electrons from the Z boson decay. The

tracker-seeding approach runs on all generic tracks with pT > 2 GeV and applies matching

criteria between each track and an ECAL cluster. The matching track seed is used to seed a

GSF track if it satisfies a cut-based or a multivariate selection based on a boosted decision

tree (BDT) that uses quality and matching variables as input. The tracker-seeding recovers

some of the efficiency on the low-pT and non-isolated electrons. All possible ECAL- and

tracker-driven electron seeds are merged into a single collection and used as input to the GSF

algorithm. The resulting GSF tracks are in turn used to refine the superclusters. The refined

superclusters and associated electron tracks make up the reconstructed electron candidates.

A photon candidate is seeded by an ECAL SC with ET greater than 10 GeV, without any

link to a GSF track. Moreover, photon candidates are required to be isolated from GSF tracks

and other calorimeter clusters in the event and their ECAL cluster energy distribution and

the H/E ratio to be compatible with those expected from a photon shower. Jets or photons

can be misidentified as electrons (fakes), while electrons from non-prompt sources, such as

electrons from photon conversion in the tracker material or semileptonic decays of hadrons,

are also classified as background for prompt-electrons. To reduce the misidentification rate,

additional identification requirements based on a BDT algorithm are applied to each electron

candidate. The BDT, trained separately in the ECAL barrel and endcaps, uses up to fourteen

input variables related to the shower-shape, track quality and matching with clusters, as well

as isolation and the amount of energy radiated off the GSF track. All tracks and clusters

contributing to the reconstructed electrons or photons are masked against further processing.
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4.2.3 Hadrons and non-isolated photons

After the removal of PF elements correlated with reconstructed muons, isolated electrons,

and photons, the remaining particles are identified as hadrons coming from jet fragmenta-

tion and hadronization. Non-isolated photons from the decay of neutral pions can also be

identified at this stage. The remaining ECAL and HCAL clusters, not linked to any track are

assigned as photons and neutral hadron candidates respectively if located within the tracker

acceptance (|η| < 2.5). Beyond the tracker acceptance, ECAL clusters linked to an HCAL

cluster are assumed to come from hadrons (neutral or charged given the presence of as-

sociated inner track) while ECAL clusters without a linked HCAL cluster are assigned to

photons. For each reconstructed charged hadron candidate, the calibrated calorimeter energy

is compared to the sum of the track momenta to correct for additional particles associated

with the PF-block. For a calibrated calorimeter energy larger than the sum of the track mo-

menta, the excess is assigned to the presence of photons and neutral hadrons. In the case of

compatible energies, no neutral particle is identified and the charged hadron momentum is

corrected with a χ2 fit using both measurements. In the rare case of much smaller calibrated

calorimeter energy than the sum of track momenta, a search for muons is performed. All

charged hadrons are assigned the charged pion mass.

4.2.4 Jets

Quarks and gluons emitted from the hard scattering process fragment and hadronize immedi-

ately (10−23 s) resulting in collimated sprays of hadrons, called jets. At the CMS experiment,

jets are clustered from reconstructed PF candidates (charged and neutral hadrons) using the

anti-kT clustering algorithm [116]. The anti-kT algorithm is a sequential recombination jet

algorithm that iteratively clusters pairs of stable particles (decay length cτ > 1 cm). Given a

collection of PF objects, the clustering algorithm calculates two distances. The first one,

diB =
1

p2k
Ti

, (4.1)

corresponds to the distance between the entity i and the beam (B), and the second one,

dij = min(p2k
Ti, p

2k
Tj)

∆R2
ij

R2
, where ∆R2

ij = (ηi − ηj)2 + (φi − φj)2, (4.2)

corresponds to the distance between the objects i and j. The variables pTi, ηi, and φi are

the transverse momentum, pseudorapidity and azimuth angle of i, respectively. R and k are

tunable parameters, with the former corresponding to the clustering radius in the η−φ space,

while the latter sets the power of the transverse momentum scale relative to the geometrical

distance. The anti-kT algorithm has a k-value of -1, while k = 0 and k = 1 correspond

to the Cambridge/Aachen [117] and inclusive kT [118, 119] algorithms, respectively. The
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aforementioned distances are calculated iteratively; if dij is smaller than diB, then both par-

ticles, i and j, are removed from the list and combined into a single candidate. Otherwise,

the particle i is removed from the list and considered as a new candidate jet. This procedure

is repeated until no particles are left in the list. The clustering sequence begins with the

most energetic partons such that a bias in the jet substructure from soft emissions is avoided.

This results in well-defined cone-like jets of radius R. The algorithm uses an infrared and

collinear safe approach [120], meaning that the clustering configuration remains unchanged

under the addition of a soft particle or with substitution of a particle with a set of collinear

particles of the same total momentum. These crucial properties must be satisfied simultane-

ously to avoid divergencies in perturbative QCD calculations of the jet shape. In this thesis,

the main collection of jets is clustered with a cone size of R = 0.4 (AK4 jets). A collection

of jets with R = 0.8 (AK8 jets) is also reconstructed for the purpose of identifying Lorentz-

boosted W±, Z0 and Higgs bosons, as well as boosted top quarks [121]. The presence of

additional proton-proton interactions within the same or nearby bunch crossings challenges

the jet reconstruction. Additional tracks and calorimetric energy deposits can erroneously

contribute and increase the jet momenta (referred to as pileup offset). To mitigate this effect,

tracks identified to be originating from pileup vertices are subtracted before the jet cluster-

ing. Charged particles not associated with any pileup vertex and all neutral particles are kept.

This procedure is known as Charged Hadron Subtraction (CHS) [102].

Jet Energy Calibration

The resulting PF jets are calibrated with pT- and η-dependent energy corrections to account

for pileup offset subtraction, detector response, and residual discrepancies between data and

simulation. The jet energy calibration procedure is illustrated in Fig. 4.2.

• pileup offset is calculated as the average difference in pT between matched jets from

the same QCD dijet simulated events with and without pileup overlay. The corrections

are applied to both data and simulated samples with the data-to-simulation scale factors

being estimated by comparing zero-bias data and neutrino gun simulated events, using

the random cone method [122].

• simulated response corrections are derived and applied on pileup offset corrected jets.

These account for the non-linear jet pT response from the calorimeters as well as from

the tracker transition regions between the barrel, endcaps, and forward HF. The particle

response Rptcl is defined as:

Rptcl(〈pT〉, η) =
〈pT 〉
〈pT,ptcl〉

(4.3)

where 〈pT,ptcl〉 is the mean pT of the generator-level jet and 〈pT〉 is the mean pT of the

geometrically matched reconstructed jet in a given pT,ptcl and η bin.
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• residual corrections of jet energy response between data and simulation are applied

last. The response is measured using the pT balance and missing transverse momentum

projection fraction (MPF) methods [122], using precisely measured reference objects,

such as muons, electrons, and photons. In the pT balance method, the response is

measured by comparing the pT of a reconstructed jet to the pT of the reference object

(Rjet,pT
=

pT,jet
pT,ref

), while in the MPF method, the reference object is compared to the

recoiling hadronic activity of the event (Rjet,MPF = 1 +
~pmissT ·~pT,ref

p2T,ref
). The η-dependent

corrections of the residual differences on the jet energy scale (JES) are obtained using

dijet events with the MPF method. The pT-dependent corrections for pT up to 800 GeV,

are derived by combining measurements from Z0 → µµ+jet, Z0 → e+e−+jet, and

γ+jet events by using both methods. For pT above 800 GeV, the pT-dependent residual

corrections are directly constrained using simulated QCD multijet events.

All corrections derived from simulation are subject to systematic uncertainties arising from

the modeling of initial and final state radiation. The systematic uncertainties on the jet energy

scale and their correlations are given as a function of the jet η and pT, and are below 3%

across the phase space used in this analysis. The jet energy resolution (JER) is defined as the

width of the response distribution pT,reco/pT,ptcl and is measured as a function of jet pT and

η after all aforementioned jet energy corrections (JEC) are applied. For events with 20 to 30

additional interactions the jet energy resolution for jets in the detector region of |η| < 0.5 is

around around 15% at 30 GeV, 10% at 100 GeV and 5% at 1 TeV [123].

Figure 4.2: Workflow of the jet energy calibration procedure in data and simulation [124].

Noise jet identification

Physical PF jets can be discriminated from noise PF jets by exploiting variables sensitive

to different sources of noise from HCAL and ECAL. A set of selection criteria on the jet

energy fractions carried by the different types of PF candidates and the multiplicities of PF

candidates clustered into a jet define the PF jet ID. There are three (two) working points

used for 2016 (2017 & 2018) data: loose, tight, and tight lepton veto. The loose and tight

working points remove jets from calorimetric noise, while the tight lepton veto working point

additionally rejects misreconstructed isolated lepton candidates. For AK4 jets with the CHS

applied, the efficiency of the loose working point (corresponding to the tight working point
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for the 2017 & 2018 data) is more than 98%-99% for the whole η region, whereas the noise

jet background rejection is more than 98% for |η| < 3.0 [125].

4.2.5 Identification of b jets

Jets originating from the hadronization of b (c) quarks are identified with heavy-flavor al-

gorithms (taggers) that exploit the lifetime of hadrons present in such jets, which is of the

order of 1.5 ps (1 ps or less). Depending on the pT of the hadrons, such a lifetime results in

displacements of a few mm, which is seen in the detector as displaced tracks from the pri-

mary vertex, as shown in Fig. 4.3. The origin of the displaced track can be reconstructed as

a secondary-vertex (SV) with the method described in Section 4.1.3. The distance between

the PV and the displaced track at the point of closest approach is called impact parameter

(IP) and characterizes the displacement. Compared to light-flavored jets (u, d, s) or gluons, b

jet

jet

heavy-flavour
jet

PV

SV

displaced
tracks

IP

charged
lepton

Figure 4.3: Schematic representation of a heavy-flavor jet being produced at the secondary-
vertex [103].

and c quarks have larger masses, which results in larger transverse momentum relative to the

jet axis for the heavy flavor hadron decay products. In addition to the topological properties

of b (c) hadrons, the presence of charged electrons or muons in their decay chains in 20%

(10%) of the cases can be exploited for the identification of b (c) jets. During Run 2, the

CMS experiment made use of mainly three b taggers, the CSVv2, DeepCSV, and DeepJet.

• The CSVv2 algorithm is based on a multivariate method that combines information

from displaced tracks and secondary vertices. The variables used include quality cri-

teria on the secondary vertex, impact parameter, and displaced tracks, tracks and sec-

ondary vertices multiplicities, kinematic variables, such as the invariant mass of the to-

tal summed four-momenta of the tracks inside the jet, the pT and energy of the tracks

compared to the secondary vertex and the jet, distances in the η − φ space, and the

pT and η of the jet under consideration. All the variables are combined into an artifi-

cial neural network, namely a feed-forward multilayer perceptron with a single hidden

layer.
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• The DeepCSV algorithm is an updated version of the CSVv2 tagger. It is based on a

deep neural network with more hidden layers and more nodes per layer. The initial set

of variables fed to the fully connected dense network was the same as for the CSVv2

tagger but was later extended to include extra track-based variables.

• The DeepJet algorithm is the newest heavy-flavor tagging algorithm. It supersedes

the previously mentioned taggers as its performance is significantly better. The per-

formance of the DeepCSV and DeepJet algorithms for jets with pT > 30 GeV and

|η| < 2.5 from simulated top pair events is shown in Fig. 4.5. The DeepJet algo-

rithm uses a list of 650 input variables, including global event variables, charged and

neutral PF candidate low-level features, and information about the secondary vertex

associated with the jet. It is based on a set of Convolutional Neural Networks (CNNs)

that are trained separately for each collection of charged and neutral PF candidates and

secondary vertices, as shown in Fig. 4.4. The CNNs are followed by Recurrent Neu-

Figure 4.4: The architecture of the DeepJet b tagging algorithm [126].

ral Networks (RNNs) that combine the information for each sequence of constituents.

The full jet information is combined with a set of dense fully connected layers. It has

a total of six output nodes that allow for the tagging of b jets, c jets, and quark/gluon.

Each of the aforementioned heavy-flavor algorithms are operating with three working

points: loose, medium, and tight, corresponding to 10%, 1%, and 0.1% b jet misidentification

probability, respectively.

4.2.6 Identification of hadronic τ -leptons

Due to its relatively heavy mass of mτ = 1.777 GeV [8], the τ -lepton is the only lepton

that can decay into hadrons, which happens approximately 65% of the times. Hadronic τ -

leptons (τh) decay into either one or three charged pions (π±) or kaons, and up to two neutral

pions (π0), and a neutrino (ντ ). τh’s are reconstructed with the hadron-plus-strips (HPS)

algorithm [127], which combines charged and neutral PF candidates and checks whether they

are compatible with specific τh decays. The algorithm can discriminate between τh decays

and QCD-induced jets, electrons, and muons by exploiting the multiplicity, the collimation,

and the isolation of its decay products. Each reconstructed τh candidate is required to have

unit charge and mass compatible with its decay mode. All of the charged hadrons from the τh
candidate are required to be inside a signal cone, defined by the radius ∆R = 3.0 GeV/pT.
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Figure 4.5: Performance of the DeepCSV and DeepJet algorithms in simulated top quark
pair events [126].

The isolation of the τh candidate is computed using a multivariate approach which takes into

account all charged particles and photons inside the isolation cone, defined by ∆R = 0.5

[128].

4.2.7 Missing transverse momentum

The missing transverse momentum ~pmiss
T [129] is defined as the negative vectorial sum of the

transverse momenta of all the reconstructed PF candidates in the event:

~pmiss
T = −

∑
~pT. (4.4)

Its magnitude is referred to as pmiss
T . The energy scale and resolution corrections applied to

jets are propagated to the calculation of pmiss
T .

4.2.8 Scalar transverse momentum

The scalar sum HT is defined as the sum of the transverse momenta magnitude of all the

reconstructed jets in the event:

HT =
∑

pT. (4.5)

The energy scale and resolution corrections applied to jets are propagated to the calculation

of HT.
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5 Search for charged Higgs bosons at the LHC

This chapter describes the analysis strategy for the search for heavy charged Higgs bosons,

decaying into a top and bottom quark-antiquark pair, H± → tb. The physics analysis is per-

formed with proton-proton collision data, from the 2016 and 2017 LHC data taking periods,

recorded by the CMS detector at a center-of-mass energy of
√
s = 13 TeV and correspond to

integrated luminosities of 35.9 fb−1 and 41.5 fb−1, respectively. The search is conducted in

the fully hadronic final state (Fig. 5.1), where the W± bosons from the decay chains of both

the charged Higgs boson and the associated top quark decay hadronically. The fully hadronic

final state is characterized by four light quarks and four b quarks and provides the largest ac-

cessible branching fraction, corresponding to ∼ 45%. Moreover, as all the final state objects

are detected, the full reconstruction of the charged Higgs boson mass can be feasible. De-

pending on the mass and the transverse momenta of the charged Higgs boson, the search

can be performed in two distinct topologies, the boosted and the resolved. The boosted

event topology targets charged Higgs bosons with large masses, typically above 1 TeV, or

with relatively large pT. The decay products of such massive charged Higgs bosons, a pair

of top and bottom quarks, have average transverse momenta of several hundred GeV. As

a result, the jets emerging from the subsequent top quark decay are highly collimated and

cannot be reconstructed using the standard clustering algorithm for small-cone jets (AK4).

Instead, likely, they are reconstructed as a single large-radius jet (AK8). Moreover, when

the charged Higgs boson has relatively high pT, all of its decay products become collinear.

Events with highly-collimated top-quark or W boson candidates are reconstructed and an-

g

g

t
b

W−
q

q′

t

b

H+ t

b

b

W+

q

q′

b

Figure 5.1: Leading order (LO) Feynman diagram of a charged Higgs boson produced in
association with a top quark and decaying into a top and bottom quark-antiquark pair in a
final state where both W± bosons decay hadronically.
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Figure 5.2: Left: Resolved topology occurs when the H± has moderate mass and relatively
low pT, all the decay products are well separated. Middle (Right): Boosted topologies occur
as the mH± increases and its decay products, such as the W boson (top quark), become
collinear.

alyzed by the boosted analysis, while events with less boosted final states in which the top

quark candidates are reconstructed with the standard small-cone clustering algorithm are an-

alyzed by the resolved analysis. The three different topologies are illustrated in Fig. 5.2.

The work on this thesis is focused on the resolved topology only. A graphical display of

a signal candidate event in the resolved topology recorded by the CMS detector in 2017 is

presented in Fig. 5.3. The 2016 analysis is the first to report results in the fully-hadronic

final state of this channel and the combined work of the resolved (discussed in chapter 6)

and boosted analyses was published in the Journal of High Energy Physics on July 20, 2020

[15]. The 2017 resolved analysis (discussed in chapter 7) is a continuation of the search

for charged Higgs bosons in the same final state, using the 2017 LHC data, and features

improved background measurement and signal extraction techniques and the estimation of

the related systematic uncertainties. Model-independent upper limits on the product of the

charged Higgs boson production cross-section and branching fraction into a top and a bottom

quark (σpp→t(b)H± × B(H± → tb)) are presented as a function of the charged Higgs boson

mass. The upper-limits extracted from the 2016 analysis are also interpreted in the parame-

ter space of the Minimal Supersymmetric Standard Model hMSSM and M125
h (χ̃) benchmark

scenarios.

5.1 Analysis Strategy

The 2016 and 2017 analyses share a common event selection flow. Online events are recorded

with triggers requiring large jet and b jet multiplicities. On the offline analysis selection,

events with isolated electrons and muons, as well as hadronically decaying τ -leptons are re-

jected to ensure a fully hadronic final state. Subsequently, events with the presence of at least

seven jets, out of which at least 3 are tagged as b jets are selected. The set of selection criteria

up to the b jet selection is referred to as the baseline event selection and is discussed in more

detail in section 5.4. Machine learning techniques are used to reconstruct top quark candi-
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Figure 5.3: The display of a fully-hadronic candidate event with eight small-cone jets, rep-
resented by the orange cones. The signal candidate event has two top quarks decaying into
a W boson and a b quark. The b quark fragmentation process gives rise to a b jet and the
decay of the W boson results in two jets. Two additional b jets are produced, either from
background QCD processes or the decay of a hypothetical charged Higgs boson.

dates from trijet combinations and exactly two top quark candidates are selected. Finally, the

charged Higgs boson candidate is reconstructed with the leading-in-pT top quark candidate

of the event and the leading-in-pT b jet that is not used in the reconstruction of the two top

quark candidates. Due to the large jet multiplicity, this final state suffers from large QCD

multijet and irreducible top quark-antiquark pair production background, as well as large

combinatoric self-background. Background events are estimated from both data-driven and

simulation techniques. The simulated samples modeling the signal and background pro-

cesses are described in section 5.3.

The search is performed through a binned maximum-likelihood (ML) fit on distributions

sensitive to the signal process to assess the agreement with the background-only hypothe-

sis or the presence of a signal. In the case of the 2016 analysis, the final discriminant is

the invariant mass of the charged Higgs boson candidate, while for the 2017 analysis the

distribution of the score of a deep neural network is used. The statistical methods used are

described in section 5.5.

5.2 Data samples

The collision data used in this search are collected with the CMS detector during the 2016

and 2017 data taking periods, and correspond to integrated luminosities of 39.5 fb−1 and

41.5 fb−1, respectively. Events are obtained from the JETHT primary dataset with triggers

requiring high jet and b jet multiplicities. A summary of the collision data for 2016 and 2017

are shown in Tables 5.1 and 5.2, respectively.
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Dataset Runs L (pb−1)
JetHT_Run2016B_03Feb2017_ver2_v2 273150–275376 5750.126
JetHT_Run2016C_03Feb2017_v1 275656–276283 2572.903
JetHT_Run2016D_03Feb2017_v1 276315–276811 4242.292
JetHT_Run2016E_03Feb2017_v1 276831–277420 4024.755
JetHT_Run2016F_03Feb2017_v1 277932–278801 2697.733
JetHT_Run2016F_03Feb2017_v1 278801–278808 406.776
JetHT_Run2016G_03Feb2017_v1 278820–280385 7574.787
JetHT_Run2016H_03Feb2017_ver2_v1 281613–284035 8434.663
JetHT_Run2016H_03Feb2017_ver3_v1 284036–284044 215.965
Total integrated luminosity (fb−1) 35.92

Table 5.1: Collision data from 2016 LHC data-taking period

Dataset Runs L (pb−1)
JetHT_Run2017B_09Aug2019_UL2017_v1 297047 - 299329 4803.13
JetHT_Run2017C_09Aug2019_UL2017_v1 299368 - 302029 9574.02
JetHT_Run2017D_09Aug2019_UL2017_v1 302031 - 302663 4247.68
JetHT_Run2017E_09Aug2019_UL2017_v1 303824 - 304797 9313.74
JetHT_Run2017F_09Aug2019_UL2017_v1 305040 - 306460 13534.52
Total integrated luminosity (fb−1) 41.47

Table 5.2: Collision data from 2017 LHC data-taking period

5.3 Signal and background modeling

Signal and background contributions are simulated by various Monte Carlo (MC) event gen-

erators. All MC generated events are processed through a simulation of the CMS detector

response done with the GEANT4 [130] package and are reconstructed with the same al-

gorithms as the observed data. Parton distribution functions (PDFs) are modeled with the

NNPDF3.0 [131] (NNPDF3.1 [132]) parametrization tune for 2016 (2017) samples. For

all processes, the parton showering and hadronization are simulated with PYTHIA8 [133]

event generator. The modeling of the underlying event (UE) is performed with the tune

CUETP8M2T4 for tt background and with the tune CUETP8M1 [134] for all other processes

(CP5 [135]) in 2016 (2017) simulated samples. All MC generated samples are normalized to

the highest order cross-section calculations, corresponding usually to NNLO in perturbative

QCD (pQCD) and NLO in electroweak corrections. The signal and background simulated

samples used in 2016 and 2017 analyses are listed in Tables 5.3 and 5.4, respectively.

The signal samples are generated with the associated top quark production of the charged

Higgs boson in the 4FS at next-to-leading order (NLO) precision in pQCD, using the MAD-

GRAPH5_AMC@NLO v2.3.3 [136] for the 2016 signal samples and v2.6.5 for the 2017

signal samples. A wide range of masses for the charged Higgs boson is produced, from

200 GeV to 3 TeV. The total cross-section for the H± production is obtained with the San-

tander matching scheme [52]. Typical values of the cross-section are of the order of 1 pb for

mH± = 200 GeV, and down to about 10−4 pb for a mass of 3 TeV [55, 137]. The branching
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fractions B(H± → tb̄) are computed with HDECAY [138] for different values of tanβ.

The tt background sample is generated with POWHEG [139, 140, 141] at NLO in pertur-

bative QCD, assuming a mass of the top quark equal to 172.5 GeV. For 2016, the tt simulated

sample contained all final states of the top quark-antiquark pair, while for 2017, the fully lep-

tonic, semileptonic, and fully hadronic final states are generated separately to increase the

statistics. Other important background sources include single top quark production (single

t), tt+X where X = W,Z,H, or tt, and electroweak processes including Z, W bosons, and

diboson (WW, WZ, ZZ) production. Some of the aforementioned processes are not taken

into account in the 2017 analysis as their simulated samples were not available at the time

the analysis was performed. However, most of the missing samples do not have a significant

contribution to the final yield of expected backgrounds after all the analysis selections are

applied. The t-channel of the single top quark process is generated with POWHEG at NLO

precision in pQCD using the 4FS and interfaced with MADSPIN for simulating the top quark

decay. The s-channel process is simulated with MADGRAPH5_AMC@NLO and the tW -

channel process with POWHEG using the 5FS for 2016 samples. Background events from

the production of tt in association with W, Z, or tt are simulated with MADGRAPH and

POWHEG at NLO in pQCD, while tt in association with the Higgs boson and its subsequent

decay into a b quark-antiquark pair is generated with POWHEG at NLO [142]. Electroweak

backgrounds with boson and diboson production are simulated at LO using MADGRAPH

and PYTHIA8 event generators.

5.4 Baseline event selection

Collision events are reconstructed with the PF algorithm, which uses information from the

tracker, calorimeters, and muon systems of the CMS detector to reconstruct and identify

individual particle candidates as charged or neutral hadrons, photons, electrons, or muons.

Higher-level objects are reconstructed by combining the PF candidates.

5.4.1 Primary vertex

The primary pp interaction vertex (PV) is considered the reconstructed vertex with the largest

value of p2
T summed over the associated charged particle tracks. Moreover, it is required to

be located within 24 cm (2 cm) from the detector center in the direction along (perpendicular

to) the beam axis.

5.4.2 Lepton (e/µ) and hadronically decaying τ -lepton rejection

Electrons are reconstructed by matching charged-particle trajectories from the tracker to en-

ergy deposits in the electromagnetic calorimeter. For 2016, the identification of electrons is

performed with a multivariate analysis algorithm, provided by the e/γ Physics Object Group
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Process Generator / pQCD accuracy Cross-section (pb)
Signal, pp→ tbH± (4FS), H± → tb

mH± = 200− 3000 GeV MADGRAPH5_AMC@NLO/ NLO 1− 10−4

tt, tt + X, Single top backgrounds
tt POWHEG + PYTHIA8/ NLO 831.76
tttt POWHEG + PYTHIA8/ NLO 9.103× 10−3

ttW + jets MADGRAPH5_AMC@NLO/ NLO 4.034× 10−1

ttZ + jets POWHEG + PYTHIA8/ NLO 5.297× 10−1

ttH (H→ bb̄) POWHEG/ NLO 0.2953
t, s channel MADGRAPH5_AMC@NLO/ NLO 11.36
t, t channel (4FS) POWHEG + PYTHIA8/ NLO 136.02
t̄, t channel (4FS) POWHEG + PYTHIA8/ NLO 80.95
t, tW channel (5FS) POWHEG + PYTHIA8/ NLO 30.11
t̄, tW channel (5FS) POWHEG + PYTHIA8/ NLO 30.09

Electroweak backgrounds
Z/γ∗ + jets MADGRAPH + PYTHIA8/ NLO 1209.0
W + jets MADGRAPH + PYTHIA8/ LO 99.36
Z + jets MADGRAPH/ LO 5.67
WZ PYTHIA8/ NLO 47.13
WW (WW→ 4q) POWHEG/ NLO 51.723
ZZ (ZZ→ 4q) MADGRAPH5_AMC@NLO/ NLO 6.883

Table 5.3: Simulated samples used in the 2016 analysis to model signal and background
processes. The generator and the accuracy in perturbative QCD used in the production of
each sample, together with the process cross-section are also listed.

Process Generator / pQCD accuracy Cross-section (pb)
Signal, pp→ tbH± (4FS), H± → tb

mH± = 200− 3000 GeV MADGRAPH5_AMC@NLO/ NLO 1− 10−4

tt, tt + X, Single top backgrounds
tt (tt→ `ν2q2b) POWHEG + PYTHIA8/ NLO 365.45
tt (tt→ 4q2b) POWHEG + PYTHIA8/ NLO 377.96
ttZ + jets MADGRAPH5_AMC@NLO + PYTHIA8/ NLO 5.297× 10−1

t, t channel (4FS) POWHEG + PYTHIA8/ NLO 136.02
t̄, t channel (4FS) POWHEG + PYTHIA8/ NLO 80.95

Electroweak backgrounds
WZ PYTHIA8/ NLO 47.13
WW PYTHIA8/ NLO 118.7
ZZ PYTHIA8/ NLO 16.523

Table 5.4: Simulated samples used in 2017 analysis to model signal and background pro-
cesses. The generator and the accuracy in perturbative QCD used in the production of each
sample, together with the process cross-section are also listed.
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(POG), while for 2017, a cut-based identification algorithm is used. Both algorithms apply

a set of selection criteria on the electromagnetic shower shape, track-cluster matching, and

consistency between the cluster energy and track momentum. Muons are reconstructed by

matching hit patterns from the tracker to signals in the muon systems. Electron or muon

isolation is quantified with the mini-isolation variable [143], Imini. This variable computes

the scalar sum of the transverse energy of all charged particles, neutral hadrons, and photons

surrounding the lepton in a cone in η − φ space, the size of which scales as 1/p`T, where p`T
is the transverse momentum of the lepton:

Imini =
∑

charged

pT + max
(

0,
∑

neutral

pT +
∑

photons

pT − ρAeff
(Rmini-iso

0.3

)2
)
. (5.1)

To account for the effects from pileup, the energy sums of the neutral particles are corrected

with the average energy density in the event, ρ [144], scaled by its effective area Aeff. The

effective area corrections estimate the amount of energy expected in the isolation cone and

are calculated by taking the ratio of the fitted slopes of the energy sums and energy density

distributions as a function of the number of reconstructed primary vertices in the event. The

corrections are calculated separately for barrel and endcaps, and for muons and electrons.

In the analysis, the relative mini-isolation is defined as the sum of the transverse energy of

all charged hadrons from the PV, neutral hadrons, and photons, in a cone of radius Rmini-iso,

divided by p`T. The radius of the cone varies as follows:

Rmini-iso =


0.2 for p`T ≤ 50 GeV

10 GeV/p`T for p`T ∈ (50, 200) GeV

0.05 for p`T ≥ 200 GeV

(5.2)

The cone size dependence on the p`T reduces the rate of accidental overlaps between particles

decaying from a massive parent particle of mass M and large pT, i.e. overlaps between a

lepton and a b jet originating from a Lorentz-boosted top quark. Events containing electrons

or muons with pT above 10 GeV and |η| < 2.4 satisfying loose identification and isolation

criteria (Irel.
mini < 0.40) are rejected.

Hadronically decaying τ -leptons are reconstructed with the HPS algorithm and are re-

quired to have pT above 20 GeV, |η| < 2.3, and loose identification and isolation criteria.

The latter is decided based on a multivariate algorithm that combines information on their

identification, isolation, and lifetime [128, 127]. Events containing hadronically decaying

τ -leptons satisfying the aforementioned criteria are rejected.
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PF Jet ID 2016 2017
Neutral Hadron Fraction < 0.99 < 0.90
Neutral EM Fraction < 0.99 < 0.90
Number of Constituents > 1 > 1
Muon Fraction - -
Charged Hadron Fraction > 0 > 0
Charged Multiplicity > 0 > 0
Charged EM Fraction < 0.99 -

Table 5.5: Jet identification criteria, for jets contained within the tracker volume of |η| < 2.4,
for 2016 and 2017 analyses.

5.4.3 Hadronic jets

The hadronic jets are reconstructed as described in section 4.2.4. Jets are required to satisfy

a set of quality criteria listed in Table 5.5, for 2016 and 2017 analyses. These are applied

in order to reject fake, badly reconstructed, or noise jets, while identifying real jets with

an efficiency of more than 98% (99%) for 2016 (2017). At least seven jets with pT above

30 GeV and with |η| < 2.4 are required. The six leading-in-pT jets are required to have

pT above 40 GeV. The scalar sum of pT of all selected jets in the event, denoted as HT, is

required to be at least 500 GeV.

5.4.4 b jets

The offline identification of jets arising from the hadronization of b quarks (b jets) is per-

formed with the Combined Secondary Vertex (CSVv2) [103] (2016 analysis) and the DEEP-

JET multiclass [112] (2017 analysis) flavor-tagging algorithms. Two operating points are

used in the analysis, the loose and the medium, corresponding to 10% and 1% misidentifi-

cation rate of a light jet to be identified as a b jet, respectively [126]. Signal-like events are

required to have at least three medium-tagged b jets with pT > 40 GeV and |η| < 2.4.

5.5 Statistical Methods

This section summarizes the statistical procedures used to assess, given a sample of observed

collision events (data), the validity of the hypothesis of a possible signal of the charged Higgs

boson production (signal+background hypothesis) or its absence (background-only hypoth-

esis). Depending on how one defines probability, statistical methods fall into two broad

categories: the frequentist statistics and the Bayesian statistics. In frequentist statistics, the

probability is a measure of how frequently a claim is true when performing a long series of re-

peatable experiments whose outcome is uncertain, in this case, collision events. In Bayesian

statistics, the probability is defined in terms of degree of belief ; the available knowledge

about a parameter in the statistical model is updated with the information from the observed
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data. Most searches performed at the LHC follow the frequentist approach used by the AT-

LAS and CMS collaborations in the combination of results for the Higgs boson search in

2011 [145].

The statistical analysis is done based on a binned maximum-likelihood fit on distributions

that provide the greatest discrimination of the signal from the expected backgrounds. These

distributions are referred to as templates. The template for 2016 analysis is the invariant

mass of the reconstructed charged Higgs boson candidate, while for 2017 analysis is the

score of a deep neural network. Henceforth, the event yield of the signal process in each bin

i of the template will be denoted by si, while the expected background yield by bi. Both,

signal and background yields are subject to multiple systematic uncertainties, which can

affect the overall normalization of the yield (rate uncertainties), the shape of the distributions

(shape uncertainties), or both. Systematic uncertainties are incorporated in the likelihood fit

as nuisance parameters (NPs), collectively denoted as ~θ = (θ1, ...θn), and the signal and

background yields become a function of them, s(~θ) and b(~θ).

The parameter of interest (POI) in the statistical analysis is the signal strength modifier,

µ, defined as the product of the cross-section of the charged Higgs boson production in

association with a top quark times the branching fraction of the charged Higgs boson to

decay into a top and bottom quark-antiquark pair:

µ =
σpp→t(b)H± × B(H± → tb)

si
, (5.3)

where si is the MC predicted signal yield in bin i. In the signal+background hypothesis, the

signal strength modifier can scale the MC predicted signal event yield in each bin i of the

template, resulting to a total event yield of µsi(~θ)+bi(~θ). In the background-only hypothesis,

the signal strength is equal to zero and the total event yield is just the expected background

yield, bi(~θ). The probability to observe ni events in a bin i of the template is given the

following Poisson distribution:

Poisson(datai|µsi(θ) + bi(θ)) =
(µsi(θ) + bi(θ))

ni

ni!
e−(µsi(θ)+bi(θ)). (5.4)

The data here, correspond either to actual observed collision events or pseudo-data (toys)

used to construct sampling distributions for statistical testing. As the template bins are sta-

tistically independent and follow the same Poisson p.d.f., the joint p.d.f. factorizes and the

likelihood function becomes:

L (data|µ, θ) =
∏
i

Poisson (datai|µsi(θ) + bi(θ))×
∏
j

ρ
(
θj|θ̃j

)
. (5.5)

The last term corresponds to the probability density function ρ
(
θj|θ̃j

)
of each nuisance pa-

rameter, which indicates the probability of obtaining the true value θj from its initial estimate
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θ̃j . The θ̃ cannot be determined a priori, and thus, it is convenient to use a Bayesian inter-

pretation in order to incorporate the information of the estimated value of the nuisance a

posteriori:

ρ(θ|θ̃) ∼ p(θ̃|θ) · π(θ), (5.6)

where p(θ̃|θ) is the p.d.f. of the nuisance parameter, which is obtained in auxiliary measure-

ment, e.g. the derivation of the top tagging scale factors and π(θ) is a flat prior of the nuisance

parameter. The nuisance parameters associated with a rate-only systematic uncertainties are

parameterized with the log-normal distribution:

p(θ|θ̃) =
1√

2πlnκ
exp

−
(

ln(θ/θ̃
)2

2(lnκ)2

 1

θ
, (5.7)

where κ = 1 + ε and ε is the relative scale of the variation. Shape uncertainties are taken

into account with template morphing [146] techniques. A shape uncertainty is modeled by

defining a set of shifted templates corresponding to up and down by one standard deviation

of the relevant nuisance parameter, while the nominal template remains unchanged. These

templates will be interpolated quadratically for shifts below 1σ and linearly beyond.

5.5.1 Statistical tests

In order to evaluate the validity of a certain statement concerning the observed data or

pseudo-data, one needs to construct a test statistic. Following the modified frequentist ap-

proach, the profile-likelihood test statistic q̃µ is used at the LHC:

q̃µ = −2 ln
L
(

data|µ, ~̂θµ
)

L
(

data|µ̂, ~̂θ
) , with the constraint 0 ≤ µ̂ ≤ µ. (5.8)

The pair of parameter estimators µ̂ and ~̂θ correspond to the estimators resulting in a global

maximum of the likelihood. The ~̂θµ refer to the conditional maximum likelihood estimators

of ~θ, given the signal strength parameter µ. The lower constraint 0 ≤ µ̂ indicates that

the signal rate must be positive, while the upper constraint µ̂ ≤ µ is imposed to ensure a

one-sided confidence interval. In physics terms, it means that upward fluctuations of the data

(µ̂ > µ) are not considered as evidence against the signal hypothesis. The following p-values

can be obtained for the signal plus background (s+ b) and background-only (b) hypotheses:

ps+b = P
(
q̃µ ≥ q̃obs

µ |signal+background
)

=

∫ ∞
q̃obsµ

f
(
q̃µ|µ, θ̂obs

µ

)
dq̃µ

1− pb = P
(
q̃µ ≥ q̃obs

µ |background only
)

=

∫ ∞
q̃obs0

f
(
q̃µ|0, θ̂obs

0

)
dq̃µ,

(5.9)
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where q̃obs
µ is the observed value of the test statistic for the tested signal strength parameter

µ and is evaluated from equation 5.8. The f(q̃µ|µ, θ̂obs
µ ) and f(q̃µ|0, θ̂obs

0 ) refer to the PDFs

of q̃µ under the corresponding hypotheses and their distributions are obtained by performing

MC toy experiments while keeping the nuisance parameters fixed to the maximum likelihood

values θ̂obs
µ and θ̂obs

0 . The p-values can be interpreted as follows:

• ps+b is the probability for the observed value q̃obsµ to be as or less compatible with the

signal plus background hypothesis, assuming the signal plus background hypothesis.

Such a probability is denoted as CLs+b.

• 1− pb is the probability, assuming the background-only hypothesis, of getting a value

of the test statistic as result of the test at least as extreme as the observed test statistic

q̃obsµ . Such a probability is denoted by CLb.

The hypothesis test based on the modified frequentist approach [147, 148] is defined as the

ratio of CLs+b and CLb:

CLs(µ) =
CLs+b(µ)

CLb(µ)
≤ α. (5.10)

where α is a predefined threshold characterizing the significance level of the test. In the

modified frequentist approach, the value of CLs is required to be less or equal to α = 0.05

to declare a 95% C.L. signal exclusion. As the limits based on the CLs criterion are, by

construction, one-sided, a 95% confidence level upper limit is set on the signal strength

modifier for the charged Higgs boson signal (µ95% CL).

5.5.2 Expected results

Searching for a new particle at the LHC is initially performed in a blinded manner. This

ensures that all selection criteria and analytical decisions are not biased or tweaked based

on the observed data. Following an extensive cross-check of the methods used, the unblind-

ing of the data is the last step in the analysis chain. While in the blinded state, one can

test the sensitivity of the analysis by calculating the expected median upper limit for the

background-only hypothesis. This can be done by replacing the observed data ensemble

with a large number of generated pseudo-data. However, this procedure may become very

computationally expensive and is rather not needed due to the asymptotic behavior of the

test statistic q̃µ at a large number of data sets. In this limit, the distribution of q̃µ approaches

a non-central chi-square distribution [149] and one can use the Asimov dataset, instead. By

definition, the Asimov data set is constructed such that the estimators for a parameter of

interest are identical to their true value. The CLs can be then computed as:

CLs =
1− Φ(

√
q̃µ)

Φ
(√

q̃Asimovµ −
√
q̃µ

) , (5.11)
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where q̃Asimovµ is the test statistic evaluated on the Asimov dataset, and Φ(x) is the cumulative

Gaussian distribution

Φ(x) =
1√
2π

∫ x

−∞
e−t

2/2dt. (5.12)
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6 Search for H± → tb with the 2016 LHC data

This chapter describes the first search for charged Higgs bosons in the H± → tb decay, in

the fully hadronic final state, with the 2016 LHC data and the CMS detector. The chapter

is structured as follows. Section 6.1 describes the online trigger selection and efficiency

measurement. The event selection workflow after the baseline event selection is discussed

in detail in section 6.2. Section 6.3 describes the data quality filtering process and the cor-

rections applied to the simulated samples. Section 6.4 is focused on the measurement of the

backgrounds and section 6.5 describes the measurements performed for the evaluation of the

systematic uncertainties. The results and upper limits on the cross-section times the branch-

ing fraction of the charged Higgs boson decaying into a top and bottom quark-antiquark pair,

σpp→t(b)H± × B(H± → tb) are discussed in sections 6.6 and 6.7, respectively.

6.1 Online trigger selection

The events used in this analysis have been recorded with triggers requiring multiple jets and b

tagging requirements. They consist of calo jet and PF jet filters, with the former ones having

looser selection criteria than the latter. Since the PF algorithm requires large computational

time, the calo jet filters precede to reduce the number of not interesting events. The first two

triggers listed in Table 6.1 were designed and tuned to select events with at least six small-

cone PF jets, out of which at least one or two are identified online as b jets, using a stream-

lined version of the CSVv2 algorithm. Both HLT paths are seeded by the logical OR of L1

HT seeds (L1_HTT280, L1_HTT300, and L1_HTT320), where the L1 HT is calculated

from all L1 jets with pT > 30 GeV and |η| < 3.0. The seed L1_HTT280 was unprescaled

for most of 2016 data-taking period and only got prescaled at the end of the year when LHC

delivered higher instantaneous luminosity. The seed L1_HTT300 also got prescaled for a

very short amount of time. The path HLT_PFHT450_SixJet40_BTagCSV_p057 re-

quires the presence of at least six small-cone calo jets with pT > 35 GeV and |η| < 2.6. The

scalar sum of the pT of these calo jets (calo HT) is required to have a minimum threshold

Table 6.1: The signal triggers used together with their requirements on calo and PF jet levels.

HLT Path Calo jets PF jets
HT pT b-tags b-discriminator WP HT pT b-tags b-discriminator WP

HLT_PFHT400_SixJet30_DoubleBTagCSV_p056 300 25 1 0.44 400 30 2 0.63
HLT_PFHT450_SixJet40_BTagCSV_p056 300 35 - - 450 40 1 0.63
HLT_PFJet450 - 400 - - - 450 - -
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of 300 GeV. The PF jet filter is built in a similar way, requiring at least six PF jets with

pT > 40 GeV and |η| < 2.6. Their scalar sum (PF HT) must have a minimum value of

450 GeV. The b tagging requirements are only applied on PF jets at the last filter. At least

one of the selected PF jets is required to be identified as a b jet with a b tagging discrim-

inator above 0.63. Similarly, the HLT_PFHT400_SixJet30_DoubleBTagCSV_p056

requires the presence of at least six calo jets with pT > 25 GeV and |η| < 2.6, out of which

one is required to be tagged as a b jet with a b tagging discriminator greater than 0.44. The

calo HT is required to be more than 300 GeV. At PF-level, at least six jets with pT > 30 GeV

and |η| < 2.6 are required, where at least two must be tagged as b jets with a b tagging dis-

criminator above 0.63. The PF HT must have a threshold of 400 GeV. Both signal paths

remained unprescaled during the 2016 LHC run. To monitor the b tagging performance of

the CSVv2 algorithm, two control triggers were designed with the same requirements in

calo jets and PF jets filters, except for the b tagging sequences. In the last era of the 2016

run (Run2016H), a firmware bug in the HT sum calculation caused inefficiency in the high

HT region. The problem was mitigated offline with the use of a high-pT jet trigger, the

HLT_PFJet450, which recovered some of the efficiency.

6.1.1 Efficiency measurement

The trigger efficiency is measured using a sample with semileptonic tt events where one of

the W± bosons decays into a muon and a neutrino and the other one decays hadronically. The

data and simulation samples used are listed in Tables 6.2 and 6.3, respectively. The events

are recorded by the unprescaled HLT_IsoMu24 trigger and are required to have exactly

one reconstructed muon identified with loose criteria, with pT > 26 GeV and |η| < 2.4.

The muon is required to be isolated with a relative mini-isolation Imini < 0.4. Events with

reconstructed electrons or hadronically decaying τ -leptons are vetoed as in the main analysis

selection. The events are further required to have a signal-like final state, with at least seven

jets with |η| < 2.4, where the first six leading-in-pT jets must have a pT greater than 40 GeV,

and the remaining jets to have a pT greater than 30 GeV. The scalar sum of the pT of all

selected jets, HT, is required to be at least 500 GeV. Moreover, at least two of the selected

jets are required to be identified as b jets with pT > 40 (30) GeV for the leading (sub-leading)

b jet. The avoid having overlapping objects, the selected muon is required to be away from

any of the selected jets with a distance in the η − φ space of more than 0.4. The efficiency

of the signal trigger paths is defined as:

ε =
Nevents passing(offline selection && HLT_IsoMu24 && OR of all signal triggers)

Nevents passing(offline selection && HLT_IsoMu24)
(6.1)

and is measured as a function of the pT and η of the sixth leading-in-pT jet, as shown in Fig.

6.1. The trigger efficiency reaches a plateau at pT,6∼ 48 GeV, while the overall efficiency as

a function of the jet η is around 98%. The trigger efficiency is measured also as a function
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Table 6.2: 2016 collision data samples used for trigger efficiency measurement.

Dataset Runs L (pb−1)
SingleMuon_Run2016B_03Feb2017_ver2_v2† 273150–275376 5746.01
SingleMuon_Run2016C_03Feb2017_v1† 275420–276283 2572.903
SingleMuon_Run2016D_03Feb2017_v1† 276315–276811 4242.292
SingleMuon_Run2016E_03Feb2017_v1† 276824–277420 4024.47
SingleMuon_Run2016F_03Feb2017_v1† 277816–278800 2697.733
SingleMuon_Run2016F_03Feb2017_v1 278801–278808 406.776
SingleMuon_Run2016G_03Feb2017_v1 278816–280385 7575.824
SingleMuon_Run2016H_03Feb2017_v2 281207–284035 8434.663
SingleMuon_Run2016H_03Feb2017_v3 271036–284044 215.965
Total integrated luminosity 35916.636

Table 6.3: The simulated samples used for trigger efficiency measurement. Below X is
shorthand notation for 13TeV_amcatnlo_pythia8. The LO and NNLO indicate the
order at which the theoretical cross-section is calculated.

Process Cross section ( pb) Events Dataset
POWHEG +PYTHIA8 (NNLO), CUETP8M1 [134]

tt 831.76 77 081 156 TT_TuneCUETP8M2T4_X
PYTHIA8 (LO), CUETP8M1 [134]

QCD, 15 < pT < 20 GeV 3.625× 106 4 141 251 /QCD_Pt-15to20_MuEnrichedPt5_TuneCUETP8M1_X
QCD, 20 < pT < 30 GeV 3.153× 106 31 475 157 /QCD_Pt-20to30_MuEnrichedPt5_TuneCUETP8M1_X
QCD, 30 < pT < 50 GeV 1.652× 105 29 954 815 /QCD_Pt-30to50_MuEnrichedPt5_TuneCUETP8M1_X
QCD, 50 < pT < 80 GeV 4.487× 105 19 806 915 /QCD_Pt-50to80_MuEnrichedPt5_TuneCUETP8M1_X

QCD, 80 < pT < 120 GeV 1.052× 105 23 584 215 /QCD_Pt-80to120_MuEnrichedPt5_TuneCUETP8M1_X
QCD, 120 < pT < 170 GeV 2.549× 104 8 042 721 /QCD_Pt-120to170_MuEnrichedPt5_TuneCUETP8M1_X
QCD, 170 < pT < 300 GeV 8.644× 103 17 350 231 /QCD_Pt-170to300_MuEnrichedPt5_TuneCUETP8M1_X
QCD, 300 < pT < 470 GeV 7.967× 102 48 995 686 /QCD_Pt-300to470_MuEnrichedPt5_TuneCUETP8M1_X
QCD, 470 < pT < 600 GeV 7.920× 101 19 362 943 /QCD_Pt-470to600_MuEnrichedPt5_TuneCUETP8M1_X
QCD, 600 < pT < 800 GeV 2.525× 101 9 981 311 /QCD_Pt-600to800_MuEnrichedPt5_TuneCUETP8M1_X

QCD, 800 < pT < 1000 GeV 4.724 19 767 439 /QCD_Pt-800to1000_MuEnrichedPt5_TuneCUETP8M1_X
QCD, 1000 < pT < Inf GeV 1.619 13 599 938 /QCD_Pt-1000toInf_MuEnrichedPt5_TuneCUETP8M1_X
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Figure 6.1: The efficiency of the logical OR of all trigger paths as a function of the pT (left)
and η (right) of the 6th leading in pT jet.
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Figure 6.2: The efficiency of the logical OR of all trigger paths as a function of the HT (left)
and number of reconstructed vertices (right).

of the event HT and the number of reconstructed vertices and is illustrated in Fig. 6.2. A

plateau is reached for HT ≥ 500 GeV and no dependence on the number of reconstructed

vertices (pileup) is observed. Since there are no major differences between data and simula-

tion efficiencies, a trigger scale factor is not needed. Instead, a conservative 5% systematic

uncertainty for the trigger measurement is adopted.

6.2 Offline event selections

Following the online event selection, an offline event selection workflow is designed such

that a maximal signal-to-background significance is achieved. Events are required to satisfy

the criteria defined in the baseline event selection, described in section 5.4. The signature

of these events is the presence of at least three b jets, which, in combination with the rest of

the hadronic jets, can be used to reconstruct the two top quark candidates. To achieve this,

a top quark tagging identification technique is exploited. The top quark tagger, described in

section 6.2.1, is the key ingredient of this analysis as it constitutes a handle to reduce the

QCD multijet background and the combinatorial background.

6.2.1 top quark tagging

A multivariate Boosted Decision Tree (BDT) is used to reconstruct top quarks resolved as

three separate small cone jets, out of which one is b tagged and the remaining two jets are

arising from the W boson decay. The BDT is using the gradient boost (BDTG) classifier

and is trained on simulated tt events with the TMVA package [150]. The signal objects are

defined as three small cone jets combinations, where each individual jet is matched to the

decay products of a top quark at generator level. A three-jet object is considered as matched
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Figure 6.3: The fitted ∆pT(j, q)/pT,q distribution between jets with pT above 30 GeV
matched with quarks at generator level with ∆R < 0.3, for simulated tt events. The fitting
is performed with a convolution of a Gaussian and a Crystal-Ball function.

when satisfying: ∆R(j, q) < 0.3 and ∆pT(j, q)/pT,q < 0.32. The latter value corresponds

to 2σ on the ∆pT(j, q)/pT,q distribution, when the jet and the quark are within ∆R < 0.3, as

shown in Fig. 6.3. Trijet combinations where at least one jet is not matched to a top quark

decay product are considered as background objects. The BDT utilizes a total of 19 input

variables, listed in Table 6.4. The variables represent the properties of the top quark and its

decay products, such as masses, angular separations, kinematic and shape properties, and

flavor discriminators for each of the jets. A detailed description of all the input variables can

be found in [151].

The separation power of the resolved top quark tagging algorithm for signal and back-

ground objects is shown in Fig. 6.4 (left). Background objects have a BDTG response

close to -1, while signal objects show a peak close to +1. Fig. 6.4 (right) shows the signal

and background efficiencies and purities as a function of the BDTG score. The top quark

tagging working point used in this analysis is BDTG > 0.4, and corresponds to signal and

background object efficiency of 92% and 6%, respectively. The top quark tagging misiden-

tification probability and efficiency as a function of the top candidate pT for different values

of the charged Higgs boson mass are shown in Fig. 6.5. Each of the selected b tagged jets

in the event is paired with all two-jet combinations to create a three-jet object. To reduce the

combinatorial background, three-jet objects with invariant mass greater than 400 GeV are

rejected. The BDTG score of all three-jet objects are sorted in descending BDTG order and

are cross-cleaned so there are no shared jets among them. Three-jet objects that satisfy the

criterion BDTG > 0.4 are considered as top quark candidates. The events are required to

have two cleaned top quark candidates.
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Table 6.4: List of the input variables used for the resolved top quark tagging training [151].
The b-index refers to the b tagged jet and leading (sub-leading) indices refer to the leading
(sub-leading) in pT jet from the W boson decay.

# Input variables Description
1 mtop Top candidate mass
2 pT∆Rt The product of the top candidate pT with the ∆R between the W and b tagged jet
3 mW W mass
4 pT ∆RW The product of the hadronic W candidate pT with the ∆R between the two constituent jets
5 Leading jet CSVv2 CSVv2 discriminator of the leading jet in the dijet system
6 Subleading jet CSVv2 CSVv2 discriminator of the subleading jet in the dijet system
7 b tagged jet CSVv2 CSVv2 discriminator of the b tagged jet
8 mb b tagged jet mass
9 m(b, ldg jet) Mass of the b jet and the leading jet system

10 m(b, subldg jet) Mass of the b jet and the subleading jet system
11 Leading jet CvsL Charm-to-light discriminator of the leading jet in the dijet system
12 Subleading jet CvsL Charm-to-light discriminator of the subleading jet in the dijet system
13 softdrop [152] min(pT1,pT2)

pT1+pT2
∆R−2

j1,j2, j1 (j2) are jets from W decay, with pT = pT,1 pT,2

14 Leading jet pTD Fragmentation function of the leading jet in the dijet system
15 Subleading jet pTD Fragmentation function of the subleading jet in the dijet system
16 Leading jet axis2 Jet shape variable describing the leading jet’s short axis
17 Subleading jet axis2 Jet shape variable describing the subleading jet’s short axis
18 Leading jet mult The multiplicity of jet constituents of the leading jet in the dijet system
19 Subleading jet mult The multiplicity of jet constituents of the subleading jet in the dijet system
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Figure 6.4: The BDT response for signal and background top candidates (left). The signal
and background top quark tagging efficiency, purity and significance as a function of the
working point of the BDT score (right).
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Figure 6.5: The top quark tagging misidentification rate (left) and efficiency (right) for sev-
eral values of the H± mass. The ratio plot for each histogram is with reference to the rates
for mH± = 0.5 TeV.

6.2.2 H± candidate reconstruction

The charged Higgs candidate is reconstructed from the four-momenta of the leading in pT

top quark candidate between the two cleaned tops and the leading in pT free b tagged jet not

used in the reconstruction of the two top candidates. The pT and mass of the leading in pT top

candidate used for the H± reconstruction are shown in Fig. 6.6 for five signal mass points,

QCD multijet and tt events. From the pT distribution of the leading in pT top candidate, it

is clear that signals corresponding to charged Higgs bosons with low masses overlap with

the QCD multijet and tt backgrounds and are, thus, expected to have lower sensitivity. The

mass of the leading in pT top candidate is centered around the top quark mass value. Due

to the mass sculpting effect of the BDT tagger, the QCD multijet background mimics the

top quark signal. The pT of the free b tagged jet and of the reconstructed H± candidate

are shown in Fig. 6.7 left and right, respectively. Charged Higgs bosons of higher mass

are expected to have more energetic b jets, as illustrated in the left plot of Fig. 6.7. The

increasing number of events near the beginning of the distribution for signals of high mass

(e.g. mH± = 1 TeV) is a consequence of the mis-reconstruction and mis-identification of

the top quark. This is expected since as the charged Higgs boson mass increases, its decay

products become boosted and the subsequent decay products of the top quark are merged

and cannot be identified as individual jets. As mentioned in the previous chapter, a dedicated

analysis is performed to target events with Lorentz-boosted objects.

The resulting invariant mass distribution of the reconstructed charged Higgs candidates

is illustrated in Fig. 6.8. The resolution of the H± invariant mass is studied for signal mass

points 300 and 500 GeV (shown in Fig. 6.9) and 800 and 1000 GeV (shown in Fig. 6.10).
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Figure 6.6: The transverse momentum (left) and mass (right) distributions of the leading in
pT top quark candidate.

  (GeV/c)
T,bjet

p
0 100 200 300 400 500 600 700 800

E
ve

nt
s 

/ 2
0 

G
eV

/c

1

10

210

310

=200 GeV+H m+H
=400 GeV+H m+H
=500 GeV+H m+H
=650 GeV+H m+H
=1000 GeV+H m+H

QCD
tt

13 TeVCMS Preliminary

 (GeV/c)
T,jjbb

p
0 100 200 300 400 500 600 700 800 9001000

E
ve

nt
s 

/ 2
0 

G
eV

/c

1

10

210

310 =200 GeV+H m+H
=400 GeV+H m+H
=500 GeV+H m+H
=650 GeV+H m+H
=1000 GeV+H m+H

QCD
tt

13 TeVCMS Preliminary

Figure 6.7: The transverse momentum distributions of the leading in pT free b tagged jet
(left) and of the reconstructed charged Higgs candidate (right).
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Figure 6.8: The invariant mass of the reconstructed H± candidate.

The inclusive distribution, shown in green, corresponds to the invariant mass distribution of

all charged Higgs boson candidates passing all analysis selections. It can be decomposed

into four categories: b-jet match, top match, full match and Combinatorics. The b-jet match

(top match) category corresponds to the case in which the leading in pT free b jet (top1) used

in the reconstruction of the charged Higgs boson candidate is the correct one. The category

full match refers to the case where both objects are correctly identified, while the category

Combinatorics refers to the case where none of the jets is correctly identified as the decay

product of the charged Higgs boson. The mass shape is dominated by failure to identify the

correct combination for top and b tagged jet, which indicates that the main contributor to

the mass smearing is of combinatorial nature. The peak of the H± candidate invariant mass

appears to be slightly shifted with respect to its true value due to the mismeasurement of the

energy of the jets, which constitutes a lower order effect in the failure of the correct charged

Higgs boson reconstruction. The mass width of the charged Higgs boson is defined as the

Full Width at Half Maximum (FWHM) of the full match invariant mass distribution. Figure

6.11 shows the mass width as a function of the signal mass, which increases with the mass

of the charged Higgs boson. The width is shown for signal masses up to 800 GeV as the

reconstruction efficiency of charged Higgs bosons with higher mass decreases, as expected,

mainly due to the boosted nature of its decay products.

6.3 Data quality filtering and simulation corrections

Quality requirements are applied to remove events with unforeseen detector effects or elec-

tronic noise. Simulated events are additionally corrected with scale factors to match the

behavior of the data. The scale factors are usually of the order of a few percent and are com-

1all three jets constructing the top candidate are truth-matched to the top quark decay products.
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Figure 6.9: The resolution of the charged Higgs boson candidate invariant mass for signal
mass points 300 GeV (left) and 500 GeV (right).
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Figure 6.10: The resolution of the charged Higgs boson candidate invariant mass for signal
mass points 800 GeV (left) and 1000 GeV (right).
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Figure 6.11: The reconstructed invariant mass width as a function of the signal mass
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puted as ratios of reconstruction or identification efficiencies between data and simulation.

pmissT quality filters

The missing transverse momentum (pmissT ) distribution differs between data and simulation

due to the presence of anomalous high-pmissT events, mainly originating from reconstruction

failures and detector noise. These events are identified and suppressed by dedicated algo-

rithms utilizing timing, pulse shape, and topology information of the spurious signals from

the different subdetectors. The algorithms have two modes: noise filtering and event filter-

ing. The former removes the anomalous energy from the event reconstruction while the latter

removes the event from the data set. In the HCAL, filters remove noise coming from the hy-

brid photodiode (HPD) and the readout box (RBX) electronics. In addition, spurious energy

can arise from direct particle interactions with the light guides and photomultiplier tubes

of the HF. These are identified and removed from the reconstruction with isolation-based

noise filters by comparing energy deposits from the HCAL and ECAL with measurements

from the tracker. In the ECAL, most of the electronics noise and artificial signals from par-

ticle interactions with the photodetectors are eliminated during reconstruction. However,

high-pmissT events can remain due to anomalously high pulses in the supercrystals or due to

the lack of information for channels with non-functioning readout electronics. These are

removed through dedicated ECAL noise filters. Moreover, beam halo particles traveling par-

allel to the collision axis can interact with the calorimeters and leave energy deposits, or with

the CSC subdetector. Dedicated filters combining information from both the CSC and the

calorimeters are used to reject these machine-induced signals. Poor reconstruction of muons

during the muon-tracking iteration step can also lead to high-pmissT . Tracks with high-pT but

low-quality reconstruction can contribute to the pmissT either as a poorly reconstructed PF

muon or PF charged hadron. Dedicated algorithms are used to reject events with such poorly

reconstructed muons or charged hadrons.

Simulation corrections

• Pileup: Simulation samples are generated with a fixed average number of pileup inter-

actions, which does not necessarily cover the conditions for each data-taking period.

In real data, pileup is not fixed but changes as a function of the instantaneous luminos-

ity. To reproduce the pileup distribution in data, simulated events are corrected based

on the measured luminosity profile and average measured total inelastic cross-section

[97].

• b tagging efficiency and b-mistagging rate:

The b tagging identification efficiency and the misidentification probability to identify

a non-b jet as a b jet are slightly different between data and simulation. To account

for these differences, a suitable SF is calculated for each event and applied to the
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simulation. The per-event SF is calculated by applying a per-jet SF to each jet in

the event. The per-jet SFs, provided by the CMS b-tag & vertexing POG, have been

measured as a function of the jet pT, η, and the underlying flavor of the jet at generator

level.

The per-jet SFs used in this analysis are derived based on µ+jets events. The depen-

dence on jet |η| is small and can be neglected. The difference between the tagging

efficiency and mistagging probability in the data and simulation is corrected by taking

into account the per-jet data-to-simulation scale factors ftag and fmistag,

ftag(pT) =
εDatatag (pT)

εMC
tag (pT)

,

fmistag(pT) =
εDatamistag(pT)

εMC
mistag(pT)

(6.2)

where εtag and εmistag are the b tagging efficiency and mistagging probability for a jet

in the event for a given b tagging working point. These quantities are then used to

calculate the probability of the event to pass the b tagging selection as:

P =

Nb-flavor jets tagged∏
i=1

εtag,i

Nb-flavor jets not tagged∏
j=1

(1− εtag,j)

×
Nlight flavor jets tagged∏

k=1

εmistag,k

Nlight flavor jets not tagged∏
l=1

(1− εmistag,l).

(6.3)

The per-event SF for re-weighting simulated events can then be calculated as

SF =
P (Data)

P (MC)
. (6.4)

Using 6.2 and 6.3, the per-event SF used to correct the simulated events can be written

as:

SF =

Nb,c tagged∏
i

ftag,i

Nb,c not tagged∏
j

(
1− ftag,jεb,c,j

1− εb,c,j

)

×
Nuds,g tagged∏

k

fmistag,k

Nuds,g not tagged∏
l

(
1− fmistag,lεuds,g,l

1− εuds,g,l

)
.

(6.5)

The tagging efficiencies (mistagging probabilities) are sensitive to the final state kine-

matics and are recalculated from simulated tt (QCD multijet) events for each jet flavor

and as a function of the jet pT. The simulated events are required to satisfy the baseline
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Figure 6.12: The simulated tagging efficiencies and mistagging probabilities for different
flavors of jets for the CSVv2 b tagging algorithm and for the Loose (left), Medium (middle)
and Tight working points (right).

analysis selections up to the jet selection. Figure 6.12 shows the measured tagging effi-

ciencies and mistagging probabilities for the CSVv2 algorithm and the Loose, Medium

and Tight working points.

• top quark tagging efficiency and misidentification rate: The top quark tagging per-

formance in data and simulated events is slightly different, and thus, simulated events

are corrected in a way similar to what is done for b tagging. Instead of the b jet fla-

vor, top candidates are classified based on their tagging status and whether they are

truth-matched when using generator-level information. This leads to four orthogonal

categories:

1. tagged and truth-matched (t|gen-t)

2. tagged and unmatched (t|!gen-t)

3. not tagged and truth-matched (!t|gen-t)

4. not tagged and unmatched (!t|!gen-t).

The simulated tagging efficiency and misidentification rates are denoted as εi (t|gen-t)

and εi (t|!gen-t) respectively, and depend on the pT of the top candidate with index

i. The estimation of the top quark tagging efficiency and misidentification rate are

discussed in section 6.5. Simulated events are reweighed by a per-event SF, which

is calculated from the per-candidate SFs applied to all cross-cleaned top candidates.

The probability of a simulated event to pass the top quark tagging selection is given by

the product of the individual efficiencies of all the cross-cleaned top candidates falling

into the four aforementioned categories:
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Psim =

t|gen-t∏
i=1

εi (t|gen-t)×
t|!gen-t∏
j=1

εj (t|!gen-t)

×
!t|gen-t∏
k=1

[1− εk (t|gen-t)]×
!t|!gen-t∏
l=1

[1− εl (t|!gen-t)] . (6.6)

The corresponding probability in the data as a function of the per−candidate SF is

given by:

Pdata =

t|gen-t∏
i=1

SFi (t|gen-t) εi (t|gen-t)×
t|!gen-t∏
j=1

SFj (t|!gen-t) εj (t|!gen-t)

×
!t|gen-t∏
k=1

[1− SFk (t|gen-t) εk (t|gen-t)]×
!t|!gen-t∏
l=1

[1− SFl (t|!gen-t) εl (t|!gen-t)] .

(6.7)

The event weight to correct the simulation is given as an expression of products of the

per-candidate SF and tagging efficiency and misidentification rate:

w =
Pdata

Psim
=

t|gen-t∏
i=1

SFi (t|gen-t)×
t|!gen-t∏
j=1

SFj (t|!gen-t)

×
!t|gen-t∏
k=1

[1− SFk (t|gen-t) εk (t|gen-t)]
[1− εk (t|gen-t)]

×
!t|!gen-t∏
l=1

[1− SFl (t|!gen-t) εl (t|!gen-t)]
[1− εl (t|!gen-t)]

.

(6.8)

As discussed in section 6.2.1, since the event selection requires the presence of exactly

two top candidates, the last two terms of the above equation can be ignored.

6.4 Background measurement

The main background for this search arises from QCD multijet and EWK processes, mainly

coming from top quark pair production (tt) in association with additional jets. Contribu-

tions from more rare processes, such as single-t, Z/γ∗, tt̄ + X, diboson (WZ, WW, ZZ)

and ttt̄t̄ are found to be small. Due to its large cross-section, QCD multijet is the most

dominant background, but it is nevertheless reducible by employing b and top quark tagging

techniques. The tt in association with additional jets background, however, remains largely

irreducible as its final state can be identical to the signal final state.

The measurement of the background is based on the hadron-flavor hypothesis, in which
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Figure 6.13: Schematic diagram of the ABCD method used. The x-axis corresponds to the b
jet selection, while the y-axis to the top quark tagging BDT score of the subleading in BDT
top quark candidate.

a b jet is defined as a genuine b jet if its hadron flavor at generator level is consistent with

a b hadron. Background events can then be decomposed into events containing genuine b

jets (labelled as Genuine b jets events) or events where at least one light quark or gluon jet is

erroneously tagged as b jet (labelled as misidentified b jets events). The former is modeled

using simulation and the latter is measured with a data-driven technique using control regions

that are defined by inverting the b tagging and top quark tagging requirements. The three

orthogonal Control Regions (CRs), together with the Signal Region (SR), are illustrated in

the diagram depicted in Fig. 6.13. The CR1 is defined by inverting the top quark tagging

BDT score of the subleading in BDT top candidate (BDT < 0.4), while the Application

Region (AR) is defined by inverting the b tagging selection from at least three medium b

tagged jets to exactly two medium b tagged jets and at least one loose but not medium b

tagged jet. The b jet that is being inverted is set to be the leading in pT free b jet, namely the

b jet coming from the charged Higgs boson decay. The CR2 is defined by inverting both b

tagging and top quark tagging selections. The shape of the final fit discriminant, which is the

reconstructed invariant mass of the charged Higgs boson candidate, is obtained from the AR.

The CR1 and CR2 are used to extract transfer factors to normalize the AR to the SR. Since

the SR and the associated CRs are mutually exclusive, the expected yield of misidentified b

jet events in the SR can be predicted with the formula:

NSR = NAR × NCR1

NCR2 , (6.9)

where NAR, NCR1 and NCR2 are the number of misidentified b jet events in the CRs. The

transfer factors are extracted in bins of the inverted b jet pT and |η| in order to compensate
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Figure 6.14: The transfer factors in bins of the leading in pT free b jet pT and |η|.

for kinematic differences between loose- and medium-tagged b jets. There are 5 pT and 4 |η|
bins:

• pT: < 60, 60-90, 90-160, 160-300, > 300 GeV

• |η|: < 0.8, 0.8-1.4, 1.4-2.0, > 2.0

leading to a total of 20 bins where the measurement is performed. Figure 6.14 shows the

transfer factor values for each of the 20 bins used. The effect of performing the measurement

in bins of the pT and |η| of the leading in pT free b jet is shown in Fig. 6.15. The number

of misidentified b jets events in the CRs is estimated by subtracting the EWK Genuine b jets

events from the data:

Nmisidentified b jets = N data −NEWK Genuine b jets, (6.10)

where the term EWK Genuine b jets events corresponds to the simulated EWK events where

all b tagged jets in the event are genuine b jets. To summarize, the estimated number of

misidentified b jets events expected in the SR can be expressed as:

Nmisidentified b jets
SR =

inverted b jet pT, |η| bins∑
i

(
N data

AR,i −NEWK Genuine b jets
AR,i

)
× TFi, (6.11)
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Figure 6.15: The leading in pT free b jet η distribution without (left) and with (right) per-
forming the background measurement in bins of the leading in pT free b jet pT and |η|.

where TFi is equal to:

TFi =
N data

CR1,i −NEWK Genuine b jets
CR1,i

N data
CR2,i −NEWK Genuine b jets

CR2,i

, (6.12)

and the index i runs over all bins of the leading in pT b jet pT and |η|.

6.4.1 Purity of misidentified b jets events in the CRs

To ensure that the three control regions used in the estimation of the misidentified b jets

background are rich in such events, the purity in misidentified b jet events is calculated by:

PurityCR =
N data

CR −NEWK Genuine b jets

N data
CR

, (6.13)

where N data
CR and NEWK Genuine b jets are the number of data and simulated EWK Genuine b jets

events passing the selections of each CR, respectively. Figures 6.16 and 6.17 show the purity

of misidentified b jets events in the three CRs as a function of the pT and invariant mass of

the leading in pT top and charged Higgs boson candidate, respectively.

6.4.2 Self-closure test

To validate the background estimation method used a self-closure test is performed, where

the shapes of key distributions from the CRs using misidentified b jets events are compared
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Figure 6.16: Purity of misidentified b jets events (Fake-b) as a function of the pT (left) and
invariant mass (right) of the leading in pT top.
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Figure 6.17: Purity of misidentified b jets events (Fake-b) as a function of the pT (left) and
invariant mass (right) of the reconstructed charged Higgs boson candidate.
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Figure 6.18: Comparison of the event HT (left) and Emiss
T (right) distributions in the two

CRs.

to the ones derived by subtracting the EWK Genuine b jets events from the data:

Nmisidentified b jets
CR2 = N data

CR2 −NEWK Genuine b jets
CR2

Nmisidentified b jets
CR1 =

inverted b jet pT, |η| bins∑
i

Nmisidentified b jets
CR2 × TFi,

(6.14)

where TFi are derived by Equation 6.12. The event Emiss
T and HT are shown in Fig. 6.18,

and the pT and invariant mass distributions of the leading in pT top candidate are shown in

Fig. 6.19. All distributions are normalized to unity.

6.5 Systematic uncertainties

The systematic uncertainties affecting the yields (rate uncertainties) and the shapes (shape

uncertainties) of the signal and background processes are discussed in this section. A list of

all systematic uncertainties is summarized in Table 6.5. Their impact on the signal yield for

the H± mass hypothesis of 500 GeV, and the expected background processes is also shown.

Unless otherwise stated, systematic uncertainties affecting both signal and background are

treated as 100% correlated between them.

6.5.1 Experimental uncertainties

• Luminosity: The systematic uncertainty of the luminosity, estimated in Ref. [153], is

taken to be 2.5% and affects the rate of the signal and all background processes.

• Pileup: the systematic uncertainty from the pileup modeling is estimated by varying

the total inelastic pp interaction cross section by±5% its nominal value. Subsequently,
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Figure 6.19: Comparison of the pT (left) and invariant mass (right) distributions of the lead-
ing in pT top candidate in the two CRs.

the pileup reweighing procedure is repeated and the invariant mass of the charged

Higgs boson candidate is reconstructed.

• Trigger efficiency: The trigger efficiency is extracted from data and compared to the

efficiency from the simulation. As discussed in section 6.1.1, no correction factors are

applied to simulation, instead, a conservative 5% uncertainty affecting only the rates

is applied.

• Lepton and τh identification efficiencies: The uncertainties on the identification of

isolated electrons, muons, and hadronically decaying τ− leptons are calculated as:

θe =
N not passed e-veto

N passed e-veto ×∆e−ID,

θµ =
N not passed μ-veto

N passed μ-veto ×∆µ−ID,

θτh =
N not passed τh−veto

N passed τh−veto ×∆τh−ID,

(6.15)

where N corresponds to the number of events failing or passing the identification se-

lection (in this case the vetoing selection). The misidentification rates ∆e−ID, ∆µ−ID,

and ∆τh−ID are taken to be 2%, 1%, and 3%, respectively.

• Jet energy scale: The uncertainties related to the jet energy scale are obtained by

shifting the jet energy scale applied to the selected jets by ±1σ around the central

value. These variations take into account a long list of systematic sources affecting the

jet calibrations, as described in Ref. [154], and are parameterized as a function of the

jet pT and η. The events are re-analyzed and the variations are propagated to all the

related reconstructed objects (jets, top quark candidates, and the charged Higgs boson
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candidate).

• Jet energy resolution: The reconstructed jets in the simulation are smeared such that

their pT resolution agrees with the one observed in data. This is done by applying pT-

dependent correction factors that are accompanied by systematic uncertainties derived

in Ref. [154]. For this analysis, the systematic uncertainties related to the jet energy

resolution are measured in a similar way as in the jet energy scale. The jet energy

resolution is shifted by ±1σ around its central value, the events are re-analyzed and

the variations are propagated into the final discriminant distribution.

• b tagging efficiency and misidentification rate: Uncertainties arising from the simulation-

to-data correction for b tagging and b-mistagging are taken into account and are treated

as two different shape nuisances in the analysis. The uncertainty on the per−event b

tagging SF depends on the uncertainties of the per−jet SFs and b-(mis)tagging ef-

ficiencies for jets of different pT and flavor. It is calculated in analytical form by

applying the error propagation law to the equation (6.5), yielding:

(
∆±SF

SF

)2

j

=

[
b tagged∑

i

1

f tag
j,i

−
b untagged∑

i

εb
j,i

1− f tag
j,i ε

b
j,i

+

c tagged∑
i

1

f tag
j,i

−
c untagged∑

i

εc
j,i

1− f tag
j,i ε

c
j,i

]2

×
(
∆±f tag

j

)2

+

[
uds, g tagged∑

i

1

fmistag
j,i

−
uds untagged∑

i

εuds
j,i

1− fmistag
j,i εuds

j,i

−
g untagged∑

i

εg
j,i

1− fmistag
j,i εg

j,i

]2

×
(

∆±fmistag
j

)2

+

[
b untagged∑

i

1− f tag
j,i

(1− f tag
j,i ε

b
j,i)(1− εb

j,i)

]2

×
(
∆±εb

j

)2

+

[
c untagged∑

i

1− f tag
j,i

(1− f tag
j,i ε

c
j,i)(1− εc

j,i)

]2

×
(
∆±εc

j

)2

+

[
uds untagged∑

i

1− fmistag
j,i

(1− fmistag
j,i εuds

j,i )(1− εuds
j,i )

]2

×
(
∆±εuds

j

)2

+

[
g untagged∑

i

1− fmistag
j,i

(1− fmistag
j,i εg

j,i)(1− εg
j,i)

]2

×
(
∆±εg

j

)2
,

(6.16)

where the sums in the square brackets run over all the tagged or untagged jets of a

given pT bin, denoted with the index j. The uncertainty calculations are made with the

following assumptions:

– The per−jet SFs f tag and fmistag are treated as uncorrelated

– The uncertainties of same-flavored jets in a given pT bin are correlated, which

leads to the sum running over the jet pT bins.
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– The uncertainties for the c jets are assumed to be twice as large as the uncertain-

ties for the b jets.

• top quark tagging efficiency and misidentification rate:

The top quark tagging efficiency and misidentification rate have been calculated in the

data and compared to the simulation. The misidentification rate is estimated in a QCD-

dominated sample where the events are required to pass the HLT_PFHT900 trigger

and have large offlineHT. Events containing leptons or τh-jets are rejected. The events

are further required to have a large-cone jet (AK8) with pT > 150 GeV and |η| < 2.4,

and at least four small cone jets with pT > 40 GeV and |η| < 2.4, out of which exactly

one is tagged as a b jet with the Medium working point of the CSVv2 tagger. The

top quark candidate, consisting of the b tagged jet and two other small cone jets, is

required to be distant to the AK8 jet, by requiring ∆R(top,AK8) > 2.0. To reject

AK8 jets originating from boosted hadronically-decaying W bosons or boosted tops,

the N-subjettiness [155] variable is used. The N-subjettiness, denoted by τN , is a jet

shape variable that effectively counts the number of constituent jets (subjets) in a given

large-cone jet. For a jet with N subjets, the N-subjettiness is defined as:

τN =
1

d0

∑
k

pT,kmin {∆R1,k,∆R2,k, ...,∆RN,k} , (6.17)

where k runs over all the constituent particles of the jet, and ∆RJ,k is the distance in the

η−φ plane between a candidate subjet J and a particle k. The normalization factor d0

is equal to
∑

k pT,kR0, where R0 is the cone-size of the jet. The variable τ21 defined as

the ratio τ2/τ1 can identify two-prong objects, such as boosted W, Z, and Higgs bosons,

and the variable τ32 = τ3/τ2 can identify three-prong objects, such as boosted top

quarks. To reject jets originating from boosted W bosons and tops, the aforementioned

variables are required to satisfy τ21 > 0.6 and τ32 > 0.67. The misidentification rate,

shown in Fig. 6.20 (left) for data and simulated events, is calculated as a function of

the pT of the top candidate. In the top candidate pT region above 100 GeV where most

of the signal is concentrated the misidentification rate SFs are around of 10% while for

pT < 100 GeV (a region with low statistics) the SFs become larger.

The tagging efficiency is measured in data and simulation in events with a semi-

leptonic tt final state. The events are required to pass the trigger HLT_Mu50 and

have exactly one muon with pT > 30 GeV and |η| < 2.4, identified with loose criteria.

In addition, events are required to have at least four small cone jets with |η| < 2.4, pT

> 40 GeV for the first three leading in pT jets and with pT > 30 GeV for any addi-

tional jet. Out of these selected jets, two are required to be tagged as b jets with the

Medium working point of the CSVv2 tagger. Events containing electrons or hadron-

ically decaying τ -leptons are rejected. Furthermore, one of the b jets is close to the
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muon (∆R(bjet, µ) < 1.5), while the distance between the muon and the leading in

pT top candidate is ∆R(top, µ) > 2.0.

To estimate the normalization of the QCD and tt background processes and measure

the top quark tagging efficiency, two regions are defined based on the event Emiss
T and

the muon isolation. The region with low Emiss
T (<20 GeV) and loose muon isolation

criteria (>0.1), called as Background Region (BR), is dominated mainly by QCD multi-

jet events, as well as tt and other EWK (W+jets, Diboson, Z/γ∗, single-t) background

events. The region with high Emiss
T (> 50 GeV) and tight muon isolation criteria is

used to measure the top quark tagging efficiency and is called Signal Region (SR).

Both regions are used to obtain the normalization of tt and QCD multijet events in

an iterative process. A first estimate of the QCD multijet normalization factor fQCD is

performed in the BR, by taking the ratio of the QCD multijet events in data over the

simulation. The former is given by:

NQCD in data
BR = N data

BR −NEWK
BR − ftt ×N tt

BR, (6.18)

where Ndata
BR indicates the number of events in data, NEWK

BR is the number of events from

simulated electroweak processes, and Ntt
BR is the number of simulated tt events. The

normalization factor ftt is initially equal to unity and updated using the SR:

ftt =
N tt in data

SR

N tt
SR

, (6.19)

where Ntt in data
SR is calculated by taking into account the fQCD:

N tt in data
SR = N data

SR −NEWK
SR − fQCD ×NQCD

SR . (6.20)

The above procedure is repeated using the updated values of fQCD and ftt each time

and is stopped once their values converge. The fQCD (ftt) is found to be 0.60 (0.90).

The tagging efficiency is estimated in the SR by subtracting the background (EWK +

QCD) events from data, and then compared to the simulation to extract the tagging

SFs. The mistagging rate SFs are taken into account in the calculation of the tagging

efficiency. The middle plot in Fig. 6.20 shows the tagging efficiency as a function of

the top candidate pT. A plateau is reached for top candidates with pT around 300 GeV

with an efficiency of 55%. As the pT of the top candidates increases, their decay

products become collimated and the resolved top tagging efficiency decreases. Good

agreement between data and simulation is observed, leading to a SF smaller than 10%.

The top quark tagging efficiency is also measured for genuine top quark candidates in

the SR, by subtracting both the background and the fake top quark candidates from

data. The genuine top quark tagging efficiency is displayed in Fig. 6.20 (right). High
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Figure 6.20: Misidentification rate as calculated in a data sample dominated by QCD multijet
events (left). Tagging efficiency measured in SR with tt sample (middle). Tagging efficiency
of genuine top candidates measured in SR (right).
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Figure 6.21: The effect of shower scale (left), hdamp tuning (middle) and top mass (right) on
the tagging efficiency.

statistics pT bins show a SF of less than 20%, while pT bins with low statistics have

SFs up to ∼ 40%.

The systematics on the top quark (mis)tagging have been also studied. The measure-

ments were repeated using tt samples with different sources of systematic uncertain-

ties and compared to the nominal one. These variations include different shower scales

of the initial and final state radiation, a different tuning parameter hdamp
2 [156], dif-

ferent mass values of the top (from 166.5 GeV to 178.5 GeV), different event genera-

tor (POWHEG and EVTGEN), and different showering generator (PYTHIA8 and HER-

WIG++). Finally, the dependence on the top-matching definition used in the BDT

training is also studied. The effect of each source is illustrated in Fig. 6.21 and Fig.

6.22.

The final top quark tagging systematic uncertainty is estimated from all the sources as

2hdamp is the model parameter regulating the high-pT radiation. This is done by damping real emissions
with a factor of h2damp/(p

2
T + h2damp). Its default value is equal to the top-quark mass, mt = 172.5 GeV.
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Figure 6.22: The effect of matching definition (left), event generator (middle) and parton
showering generator (right) on the tagging efficiency.

follows:

σsyst.SF =
1

2
×

√√√√all effects∑
j

(
1− εtt nominal

εtt with effect j

)
, (6.21)

where εtt nominal is the top tagging efficiency as calculated in the nominal tt sample

while εtt with effect j is the efficiency of the tt sample with effect j.

The uncertainty of the per-event top tagging SF is calculated by applying the error

propagation law in equation 6.8. Due to the requirement of exactly two top-candidates,

the SF uncertainty takes the form:

(
σ±w
w

)2

=

(t|gen−t)∑
i=1

(
σSFi(t|gen−t)

SFi(t|gen− t)

)2

+

(t|!gen−t)∑
i=1

(
σSFi(t|!gen−t)

SFi(t|!gen− t)

)2

, (6.22)

where the sums run over all the tagged candidates (genuine and fake) in a given jet pT

bin.

• misidentified b jets background: The systematic uncertainties affecting the mea-

surement of the misidentified b jets background can be divided into systematic uncer-

tainties due to the simulated EWK processes subtracted from the data events in the

three CRs, systematic uncertainties in the derivation of the transfer factors, and sys-

tematic uncertainties in the definition of the CRs. For the first category, simulated

EWK processes include the systematic uncertainties from the trigger, lepton and τh-jet

veto, JES and JER, b tagging and top tagging uncertainties, uncertainties related to the

cross-section of the EWK processes, systematic uncertainties from the pileup and from

the luminosity measurement. All aforementioned systematic uncertainties are passed

in the calculation and scaled down by the fraction of misidentified b jets events in the

selected sample. As they are anti-correlated with the misidentified b jets background

measurement, the resulting effect of each of these is small. Uncertainties on the deriva-

tion of the transfer factors can affect both the rate and the shape of the misidentified b
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Figure 6.23: Normalized distributions of the charged Higgs boson candidate invariant mass
in CR1 (left) and CR2 (right) for the default BDT cut value of the sub-leading in BDT score
top candidate and for two variations.

jets background. To estimate the effect of these, the following procedure is followed:

1. The variable distributions of the misidentified b jets events are obtained from the

CR1 and CR2.

2. The distribution from CR1 is divided by the one from the CR2, and the statistical

uncertainty of the resulting distribution is calculated with error propagation. With

this procedure, each transfer factor (TFi) is accompanied with its associated error

(σTFi
).

3. The transfer factor uncertainty is then added (subtracted) to (from) the nominal

value of the transfer factor to define the up (down) variations and the misidenti-

fied b jets background is repeated using these two variations.

The uncertainty on the transfer factor estimation is therefore propagated to the invari-

ant mass distribution of the charged Higgs boson and is treated as a rate plus shape

nuisance. Finally, systematic uncertainties might arise from the definition of the CRs.

To study this effect, the definitions of CR1 and CR2 are varied by changing the BDT

score of the subleading-in-BDT top candidate and the final discriminant distributions

are compared in CR1 and CR2, as shown in Fig. 6.23. The invariant mass distribu-

tions agree within statistical uncertainties indicating that the CRs are not sensitive to

changes of the BDT score. For this reason, no additional systematic uncertainty is

adopted. All aforementioned contributions affect the expected yield by approximately

4%.
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Source Shape H± Misid. b tt Single t, tt + X Electroweak
Trigger efficiency 5.0 0.09 0.69 0.04 0.01
Pileup X < 0.01 − < 0.01 < 0.01 < 0.01
Integrated luminosity 2.5 0.09 0.35 0.02 < 0.01
Lepton efficiency 0.32 − 0.04 < 0.01 < 0.01
Jet energy scale and resolution X 8.5 0.24 1.6 0.09 0.33
bjet identification X 5.0 − 0.64 0.04 0.01
top-tagging X 8.9 0.24 1.8 0.04 < 0.01
Transfer factors X − 4.0 − − −
Top quark mass − 0.09 0.39 0.02 −

Theory source
Scales, PDF (acceptance) 5.1 − 0.39 0.02 0.01
Scales, PDF (cross section) − 0.12 0.76 0.04 0.01

Table 6.5: The systematic uncertainties for signal and backgrounds, evaluated after fitting to
data. The numbers are given in percentage and describe the effect of each nuisance parameter
on the overall normalization of the signal model or the total background. Nuisance param-
eters with a checkmark also affect the shape of the H± candidate invariant mass spectrum.
Sources that do not apply in a given process are marked with dashes. For the H± signal, the
values for mH± = 500 GeV are shown.

6.5.2 Statistical uncertainties

The limited size of the simulated events modeling the signal and background processes lead

to statistical fluctuations in the nominal predictions. The effect is treated as a rate plus

shape uncertainty in the limit calculations using the Barlow-Beeston lite [157, 158] approach,

which assigns the combined statistical uncertainty in each bin of the final fit distribution to

the overall background yield in that specific bin.

6.5.3 Theoretical uncertainties

Theoretical uncertainties on the acceptance and production cross-section of the signal and

background processes originate from the uncertainties of the factorization and renormaliza-

tion scales, and of the Parton Distribution Functions (PDFs). The effect of the scale uncer-

tainties is estimated for each simulated process separately by varying the factorization and

renormalization scales independently and together by factors of 0.5 and 2 with respect to

their default values. The final event yield is re-calculated for each of the six variations and

the final systematic uncertainty is set to be the maximum variation with respect to the nomi-

nal yield. The PDF uncertainties are treated as fully correlated for all processes sharing the

same dominant partons in the initial state of the matrix element calculations (i.e. gg, gq, or

qq) [159]. For simulated background processes involving a top quark, the uncertainty on the

top quark mass is also taken into account by varying the top quark mass by ±1 GeV around

its nominal value. All cross-section uncertainties are taken into account as rate uncertainties

in the limit calculations.
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Figure 6.24: The post-fit distribution of the H± mass in the background-only hypothesis.
The expected signal for mH± = 800 GeV is also shown, normalized to σB = 1 pb. The
distribution is binned according to the statistical precision of the sample, leading to wider
bins in the tail of the distribution.

6.6 Results

The shape of the invariant mass of the H± candidate is used to assess the agreement with

the background-only hypothesis or the presence of the signal in a global binned maximum-

likelihood fit where all systematic uncertainties described in section 6.5 are incorporated

as nuisance parameters. The post-fit distribution of the reconstructed H± invariant mass is

shown in Fig. 6.24 in the background-only hypothesis. The contribution of a hypothetical

charged Higgs boson with a mass of 800 GeV is also displayed, assuming σB = 1 pb. The

mass and pT distribution of the W± boson candidate coming from the H± candidate decay

are shown in Fig. 6.25. Figure 6.26 shows the pT distribution of the leading in pT free b

jet used in the reconstruction of the H±. The observed data agree with the expected SM

background processes.

Event yields

The summary of the expected and observed event yields is shown in Table 6.6. The observed

data yield agrees with the expected background yield, within total uncertainty.
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Figure 6.25: The post-fit mass (left) and pT (right) distribution of the W boson candidate
found in the leading in pT top candidate in the background-only hypothesis. The expected
signal for mH± = 800 GeV is also shown.
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Figure 6.26: The post-fit pT distribution of the b tagged jet used in the reconstruction of the
invariant mass of the H± candidate in the background-only hypothesis. The expected signal
for mH± = 800 GeV is also shown.
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Process Events ± (stat) ⊕ (syst)
Misidentified b jets 6152± 292

Genuine b jets 1067 +185
−187

Total expected from the SM 7220± 336

Observed 7124
H± signal, mH± = 500 GeV 183± 26

H± signal, mH± = 650 GeV 218 +30
−31

H± signal, mH± = 800 GeV 234± 33

Table 6.6: The number of expected and observed events after all selections. For background
processes, the event yields and their corresponding uncertainties are prior to the background-
only fit to the data. For the H± mass hypotheses of 500, 650, and 800 GeV, the signal yields
are normalized to a σB = 1 pb and the total systematic uncertainties prior to the fit are
shown.

95% CL upper limit on σpp→t(b)H± × B(H± → tb)
mH± Expected limit Observed

(GeV) −2σ −1σ median +1σ +2σ limit
200 7.36875 10.00547 14.40000 21.11568 29.88361 21.32987
220 4.77422 6.54442 9.70000 14.84239 21.99761 13.37382
250 3.50000 4.75781 7.00000 9.87394 14.55466 5.81797
300 2.46904 3.35253 4.82500 7.03676 9.92984 4.28291
350 1.93359 2.62894 3.75000 5.43909 7.62903 4.01488
400 1.58750 2.19219 3.20000 4.76891 6.92032 2.72135
500 1.00928 1.37611 1.98750 2.91440 4.13678 2.21888
650 0.57129 0.78326 1.12500 1.64966 2.34850 1.38557
800 0.38245 0.52145 0.75313 1.11036 1.59426 0.92158

1000 0.28087 0.37828 0.54062 0.78844 1.11929 0.69687
1500 0.30752 0.41251 0.58750 0.85681 1.21634 0.45045
2000 0.38440 0.51837 0.73438 1.06223 1.49674 0.56143
2500 0.42539 0.57837 0.82500 1.20318 1.70805 0.51749
3000 0.50757 0.69010 0.98438 1.44345 2.05493 0.59750

Table 6.7: The observed and expected 95% CL upper limits on σpp→t(b)H± × B(H± → tb)
for the H± mass range of 200 GeV to 3 TeV.

6.7 Limits

The results shown in Fig. 6.24 are interpreted to set model-independent upper limits on the

product of the charged Higgs boson production cross-section and branching fraction into a

top and bottom quark-antiquark pair, σpp→t(b)H± × B(H± → tb). The upper limits, shown

in Fig. 6.27 for the mass range of 200 GeV to 3 TeV, are calculated at 95% confidence level

(CL) using the asymptotic LHC-type CLs criterion. The analysis is sensitive up to mH± of

approximately 1 TeV, where the boosted regime starts to take over. For very low masses,

a rapid increase of the exclusion limit is observed, as a consequence of the overwhelming

background from QCD multijet and irreducible tt events. The numerical values of the ob-

served and expected upper limits are listed in Table 6.7.
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Figure 6.27: The observed upper limits at 95% CL on the product of the H± cross-section
times branching fraction as a function of the mH± in the 0.2-3 TeV region. The median ex-
pected limit (dashed line), 68% (inner green band), and 95% (outer yellow band) confidence
interval for the expected limits are also shown.

Validation of the statistical model

The impact and pull of each nuisance parameter on the best-fit value of the signal strength

are shown in Fig. 6.28 for the signal (mH± = 800 GeV) plus background hypothesis for the

30 most important nuisances. The bin-by-bin statistical uncertainties have a non-negligible

impact; the 13th bin of the H± invariant mass distribution is the leading nuisance, followed

by the systematic uncertainties on the misidentified b jets background (ranked second), the

uncertainties related to the top quark tagging (ranked fourth) and the uncertainties on the

JES (ranked fifth). A goodness-of-fit test is performed using the saturated method [160] to

assess the compatibility of the observed data with a set 10000 generated pseudo-experiments

from the modeled processes. The result is shown in Fig. 6.29 where the distribution of the

toy experiment is shown with the red line and the observed value is represented by the blue

line. The observed value of the χ2 goodness-of-fit lies near the center of the toy distribution,

concluding that the model describes well the observation.

Overlay of resolved and boosted exclusion limits

An overlay of the upper limits obtained with the resolved and boosted analyses is shown

in Fig. 6.30. The reported limit at each mass point is determined by the analysis with the

best-expected sensitivity. The resolved analysis shows the best sensitivity up to 1 TeV, where

the two analyses meet. The boosted analysis has best sensitivity above 1 TeV.
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Figure 6.28: The impacts and pulls of the 30 most important nuisance parameters for the
signal plus background hypothesis assuming mH± = 800 GeV.
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Figure 6.29: The goodness-of-fit test obtained with the saturated algorithm, for mH± =
800 GeV.
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tb) obtained by the resolved and boosted analyses.

Model-dependent upper limits

The combined limits of the resolved and boosted analyses have been used to set model-

dependent upper limits in the hMSSM andM125
h (χ̃) [161] benchmark scenarios. The hMSSM

scenario assumes that the light Higgs boson h in the 2HDM is the discovered Higgs boson

and that SUSY particles are too heavy to be directly observed at the LHC. The M125
h (χ̃)

scenario features a significant mixing between gauginos and higgsinos, and a compressed

mass spectrum of charginos and neutralinos. Due to the presence of light charginos and neu-

tralinos, the M125
h (χ̃) scenario has a unique phenomenology as the heavy Higgs bosons can

decay to these superpartners. The upper limits are obtained by comparing the observed and

expected limits on σH±×B(H± → tb) with theoretical predictions on the cross-sections and

branching fractions provided by the LHC Higgs Cross Section Working Group [55]. The

program FEYNHIGGS [162, 163, 164] is used to calculate the Higgs masses and mixing for

each point on the (mA, tan β) plane in the M125
h (χ̃) scenario. The branching fractions in

the hMSSM scenario are calculated with HDECAY [138], while for the M125
h (χ̃) scenario

the calculations are performed with the most precise results of FEYNHIGGS, HDECAY, and

PROPHECY4F[165]. The model-dependent limits are shown in Fig. 6.31. In the hMSSM

scenario, for mH± in the range between 0.20 to 0.55 TeV, the maximum tan β value ex-

cluded is 0.88. In the M125
h (χ̃) scenario, for mH± in the range between 0.20 and 0.57 TeV,

the maximum tan β value excluded is 0.86.
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Figure 6.31: The observed 95% CL upper limits (solid black points), and the expected me-
dian (dashed line) in the MSSM hMSSM (left) and M125

h (χ̃) (right) benchmark scenarios.
On the right, the region below the red line is not allowed if we assume that the observed
neutral Higgs boson is the light CP-even 2HDM Higgs boson with a mass of 125 ± 3 GeV,
where the uncertainty is the theoretical uncertainty in the mass calculation.
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7 Search for H± → tb with the 2017 LHC data

The search for charged Higgs bosons in the top and bottom quark-antiquark pair decay in the

fully hadronic final state using the 2017 LHC data and the CMS detector is discussed in this

chapter. This analysis is a continuation of the 2016 search in the resolved regime and features

new top quark identification techniques, categorization of events based on the number of top

quark candidates, a validation method for the background estimation and an improved signal

extraction technique using a deep neural network. The 2017 analysis is based on data and

simulation from the Ultra Legacy (UL) reprocessing campaign, which is characterized by

improved detector performance through refined corrections and calibrations. In addition,

the MC simulation conditions have been derived from data such that simulation describes

accurately the detector response, and particularly the noise. The 2016 and 2018 data are not

(re)analyzed and thus not included in this report as no signal and background samples are

available, yet, in the UL campaign. For this reason, the results of the 2017 analysis presented

here are blinded in the signal region and only the expected upper limits on the cross-section

of the charged Higgs boson times the branching fraction are reported. The chapter follows

a structure similar to Chapter 6, with a focus on the new features. Section 7.1 describes the

online event selection and efficiency measurement. The updated event selection workflow

is discussed in section 7.2. Section 7.3 gives a brief overview of the data quality filters and

the corrections applied in simulated samples. The background measurement and validation

methods are described in section 7.4. A new event-based deep neural network, used to extract

the signal, is presented in section 7.5. In section 7.6, the systematic uncertainties are listed,

with a focus on the systematic uncertainties related to the background measurement. The

expected exclusion limits are reported in section 7.8.

7.1 Online event selection

The triggers used in the 2017 data taking period are listed in Table 7.1. All of the HLT paths

were seeded by the logical OR of L1_HTTVer and L1_HTTVer_QuadJet_W_X_Y_Z_er

seeds, where V and W,Z,Y,Z correspond to the thresholds of L1 HT, and the pT of the four

leading-in-pT L1 Jets, respectively. To cope with the increased instantaneous luminosity de-

livered during the 2017 data-taking period, and therefore with the high pileup environment,

the L1 HT was calculated from η-restricted L1 Jets of |η| < 2.6, instead of |η| < 3.0. More-

over, the high thresholds of the L1 HT at the beginning of the 2017 LHC run (above 380 GeV)
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Level-1 seeds HLT Paths
L1_HTT280er HLT_PFHT380_SixJet32_DoubleBTagCSV_p075
L1_HTT300er HLT_PFHT380_SixPFJet32_DoublePFBTagCSV_2p2
L1_HTT320er HLT_PFHT430_SixJet40_BTagCSV_p080
L1_HTT340er HLT_PFHT430_SixPFJet40_PFBTagCSV_1p5
L1_HTT380er HLT_PFHT380_SixPFJet32_DoublePFBTagDeepCSV_2p2
L1_HTT400er HLT_PFHT1050
L1_HTT280er_QuadJet_70_55_40_35_er2p5
L1_HTT300er_QuadJet_70_55_40_35_er2p5
L1_HTT320er_QuadJet_70_55_40_40_er2p5
L1_HTT320er_QuadJet_70_55_40_40_er2p4
L1_HTT340er_QuadJet_70_55_40_40_er2p5
L1_HTT320er_QuadJet_70_55_45_45_er2p5
L1_HTT340er_QuadJet_70_55_45_45_er2p5

Table 7.1: The list of L1 seeds and HLT paths used for the 2017 analysis.

motivated the introduction of new algorithms of the form L1_HTTVer_QuadJet_W_X_Y_Z,

which were tuned according to the instantaneous luminosity throughout the run.

On the HLT side, besides the retuned PF-jet thresholds on HT, pT, and online b tagging

working points, the 2017 triggers have, nevertheless, the same filtering structure as the 2016

triggers. The changes on the thresholds are listed below:

• HLT_PFHT380_SixJet32_DoubleBTagCSV_p075: the PF-HT threshold de-

creased by 20 GeV, while the pT threshold of the six leading PF-jets increased by

2 GeV. Moreover, the online b tagging working point of the CSVv2 algorithm in-

creased from 0.63 to 0.75, which corresponds to a 2.2% misidentification rate.

• HLT_PFHT430_SixJet40_BTagCSV_p080: the PF-HT thresholds decreased by

20 GeV, while the pT threshold of the six leading PF-jets remained unchanged. The

online b tagging working point of the CSVv2 algorithm increased from 0.63 to 0.80,

corresponding to a 1.5% misidentification rate.

During the data taking, new naming conventions were introduced for all paths in the HLT

menu, such that the type of jets used and the misidentification rate, instead of the b tagging

working points, are included in the path name. Therefore, the path

• HLT_PFHT380_SixJet32_DoubleBTagCSV_p075 was renamed to

HLT_PFHT380_SixPFJet32_DoublePFBTagCSV_2p2 and

• the path HLT_PFHT430_SixJet40_BTagCSV_p080 to

HLT_PFHT430_SixPFJet40_PFBTagCSV_1p5.

At the end of era Run2017C, a copy of the trigger with at least two b tagged jets was

introduced online as a pilot path for the online b tagging algorithm DeepCSV. The path

HLT_PFHT380_SixPFJet32_DoublePFBTagDeepCSV_2p2 remained unprescaled

until the end of 2017 data-taking period. The path requiring at least one b tagged jet was

mistakenly prescaled during Run2017C era for a non-negligible period equivalent to 6.2

fb−1. To recover some of the efficiency, an additional path was used, the HLT_PFHT1050.
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Table 7.2: Data samples used for the trigger efficiency measurement.

Dataset Runs L (pb−1)
SingleMuon_Run2017B_09Aug2019_UL2017_v1 297050 - 299329 4803.363
SingleMuon_Run2017C_09Aug2019_UL2017_v1 299368 - 302029 9572.498
SingleMuon_Run2017D_09Aug2019_UL2017_v1 302031 - 302663 4247.682
SingleMuon_Run2017E_09Aug2019_UL2017_v1 303825 - 304797 9313.642
SingleMuon_Run2017F_09Aug2019_UL2017_v1 305044 - 306460 13538.886
Total integrated luminosity 41476.072

7.1.1 Trigger efficiency measurement

The trigger efficiency measurement is performed as in the 2016 analysis, using a semilep-

tonic tt sample. The events are recorded with the lowest unprescaled single muon trigger,

HLT_IsoMu27, and are required to have exactly one isolated reconstructed muon, identi-

fied with tight criteria, and have pT > 29 GeV and |η| < 2.4. Events with any additional

muon, electrons, and τh-jets are rejected. Moreover, the events are required to have at least

seven jets with |η| < 2.4, pT > 40 GeV for the six leading-in-pT jets and pT > 30 GeV for

any additional jet. To ensure that the muon and the selected jets do not overlap, a distance

in the η − φ plane greater than 0.4 is required. In addition, the scalar sum of the pT of

all selected jets is required to be at least 500 GeV. The selected events are then categorized

based on the number of jets tagged as b jets with the Medium working point of the DEEPJET

algorithm. There are two categories:

• 2M1Lb, for events with exactly two medium-tagged b jets and at least one loose b jet,

and

• 3Mb, for events with at least three medium-tagged b jets.

The trigger efficiency is measured in data and simulation and scale factors are extracted for

each category. The scale factors extracted for 2M1Lb are used to correct the simulation

in the inverted regions of the background measurement described in section 7.4, while the

ones extracted for 3Mb are used to correct the simulation in the signal region. The data and

simulation samples used for the trigger efficiency measurement are listed in Tables 7.2 and

7.3, respectively. The efficiency of the signal triggers requiring multiple jets and at least one

or two b tagged jets as a function of the event HT and the pT of the sixth leading-in-pT jet is

shown in Fig. 7.1 for events in the 2M1Lb category and in Fig. 7.2 for events that fall in the

3Mb category. The large discrepancy between data and simulation, which is more obvious in

the 2M1Lb category, is mainly caused by the prescale of the single b tagging trigger during

part of Run2017C and the high HT thresholds in the beginning of 2017 data-taking period.

To recover some of the efficiency in the data, the trigger HLT_PFHT1050 is also used.

The trigger efficiency of the combination of all triggers, including path HLT_PFHT1050 is

shown in Fig. 7.3 for category 2M1Lb and in Fig. 7.4 for category 3Mb.
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Table 7.3: Simulated samples used for the trigger efficiency measurement.

Process Cross section (pb) Events Dataset (MINIAOD v1)
tt leptonic 88.34 66259900 /TTTo2L2Nu_TuneCP5_13TeV-powheg-pythia8
tt hadronic 377.96 129706300 /TTToHadronic_TuneCP5_13TeV-powheg-pythia8
tt semileptonic 365.45 114058500 /TTToSemiLeptonic_TuneCP5_13TeV-powheg-pythia8
QCD, 15 < pT < 20 GeV 3.625× 106 26332765 /QCD_Pt-15to20_MuEnrichedPt5_TuneCP5_13TeV_pythia8
QCD, 20 < pT < 30 GeV 3.153× 106 28365949 /QCD_Pt-20to30_MuEnrichedPt5_TuneCP5_13TeV_pythia8
QCD, 30 < pT < 50 GeV 1.652× 105 30992451 /QCD_Pt-30to50_MuEnrichedPt5_TuneCP5_13TeV_pythia8
QCD, 50 < pT < 80 GeV 4.487× 105 20937742 /QCD_Pt-50to80_MuEnrichedPt5_TuneCP5_13TeV_pythia8
QCD, 80 < pT < 120 GeV 1.052× 105 613257 /QCD_Pt-80to120_MuEnrichedPt5_TuneCP5_13TeV_pythia8
QCD, 120 < pT < 170 GeV 2.549× 104 648944 /QCD_Pt-120to170_MuEnrichedPt5_TuneCP5_13TeV_pythia8
QCD, 170 < pT < 300 GeV 8.644× 103 36918785 /QCD_Pt-170to300_MuEnrichedPt5_TuneCP5_13TeV_pythia8
QCD, 300 < pT < 470 GeV 7.967× 102 494796 /QCD_Pt-300to470_MuErnichedPt5_TuneCP5_13TeV_pythia8
QCD, 470 < pT < 600 GeV 7.920× 101 517382 /QCD_Pt-600to800_MuEnrichedPt5_TuneCP5_13TeV_pythia8
QCD, 600 < pT < 800 GeV 2.525× 101 17354539 /QCD_Pt-800to1000_MuEnrichedPt5_TuneCP5_13TeV_pythia8
QCD, 800 < pT < 1000 GeV 4.724 16995944 /QCD_Pt-800to1000_MuEnrichedPt5_TuneCP5_13TeV_pythia8
QCD, 1000 < pT < Inf GeV 1.619 14719636 /QCD_Pt-1000toInf_MuEnrichedPt5_TuneCP5_13TeV_pythia8
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Figure 7.1: Trigger efficiency as a function of HT and the pT of the sixth leading-in-pT jet
for the 2M1Lb category, without the inclusion of HLT_PFHT1050.
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Figure 7.2: Trigger efficiency as a function of HT and the pT of the sixth leading-in-pT jet
for the 3Mb category, without the inclusion of HLT_PFHT1050.
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Figure 7.3: Trigger efficiency as a function of HT and the pT of the sixth leading-in-pT jet
for the 2M1Lb category, with the inclusion of HLT_PFHT1050.
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Figure 7.4: Trigger efficiency as a function of HT and the pT of the sixth leading-in-pT jet
for the 3Mb category, with the inclusion of HLT_PFHT1050.

Trigger name Runs Luminosity (fb−1) Comment

(a)
HLT_PFHT430_SixPFJet40_PFBTagCSV_1p5
HLT_PFHT380_SixPFJet32_DoublePFBTagCSV_2p2
HLT_PFHT1050

297047-299329 4.8 High L1 HT thresholds

(b)
HLT_PFHT380_SixPFJet32_DoublePFBTagCSV_2p2
HLT_PFHT1050 299368-300817 6.2 Single b-tagging path prescaled

(c)
HLT_PFHT430_SixPFJet40_PFBTagCSV_1p5
HLT_PFHT380_SixPFJet32_DoublePFBTagCSV_2p2
HLT_PFHT1050

301046-302019 3.4 Low L1 HT thresholds

(d)

HLT_PFHT430_SixPFJet40_PFBTagCSV_1p5
HLT_PFHT380_SixPFJet32_DoublePFBTagCSV_2p2
HLT_PFHT380_SixPFJet34_DoublePFBTagDeepCSV_2p2
HLT_PFHT1050

302026-306462 27.1 Introduction of DeepCSV pilot path

Table 7.4: Trigger combinations used in each run period for the calculation of individual
scale factors.

7.1.2 Trigger scale factors measurement

To correct the remaining discrepancies between data and simulation, scale factors as a func-

tion of the event HT and the pT of the sixth leading-in-pT jet are derived for the two cat-

egories. To address the high L1 HT thresholds at the beginning of the 2017 data-taking

period, the prescale of the trigger requiring at least one b tagged jet, and the introduction of

the pilot path for the online DeepCSV b tagging algorithm, four scale factors are calculated,

corresponding to different run periods. The combination of triggers used in data for each

run period is listed in Table 7.4. A final scale factor is calculated as the sum of the individ-

ual scale factors, weighed by the integrated luminosity recorded in each run period. Events

passing only the single b tagging trigger in the prescaled period are rejected. The trigger

efficiency as a function of the event HT and the pT of the sixth leading-in-pT jet for each of

the run periods mentioned in Table 7.4 for data events in the 2M1Lb and 3Mb categories are

shown in Fig. 7.5 and 7.6, respectively. The efficiencies of the combination of all triggers in
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Figure 7.5: Trigger efficiency in data for events in the 2M1Lb category.
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Figure 7.6: Trigger efficiency in data for events in the 3Mb category.

simulated events for the two categories are shown in Fig. 7.7. The resulting scale factors for

each run period are shown in Fig. 7.8 for the 2M1Lb category and in Fig. 7.9 for the 3Mb

category. The scale factors, weighed by the integrated luminosity, are shown in Fig. 7.10.

7.2 Event selections

After the online selection, events need to pass the baseline selection described in section

5.4. Subsequently, the hadronic jets of the selected events are fed to a new top quark tagging

algorithm and are then classified into two categories based on the number of medium-tagged

top quark candidates.

7.2.1 top quark tagging

Hadronically decaying top quarks are identified with a classifier based on a multivariate

deep neural network (DNN), which can distinguish combinations of three small-cone jets (of

which one is tagged as a b jet) originating from the decay of top quarks or trijet combinations

from the combinatorial background. It utilizes high-level information from each of the three

jets, as well as from jet systems, such as invariant masses, angular separations, jet flavor, and

jet shape variables. There are 33 input variables, listed in Table 7.5. To prevent the mass-

sculpting effect that was present in the BDT-based top quark tagging algorithm described in

section 6.2.1, this algorithm uses a mass-reweighing technique to decorrelate the classifier

output from the top quark mass. The performance of the classifier is shown in Fig. 7.11,
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Figure 7.7: Trigger efficiency in simulated events for the 2M1Lb category (left) and 3Mb

category (right).
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Figure 7.8: Trigger scale factors for each run period in events in the 2M1Lb category.
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Figure 7.9: Trigger scale factors for each run period in events in the 3Mb category.
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Figure 7.10: Trigger scale factors for events in the 2Mb (left) and 3Mb category (right)
categories.
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Figure 7.11: Left: the mass distribution of truth-matched and non-matched top quark candi-
dates. Right: the ROC curve for top quark candidates without any selection on their invariant
mass (red) and with mass inside the top mass window of 140 to 200 GeV (blue).

where the left plot shows the top quark candidate mass distribution for truth-matched and

non-matched candidates. The truth-matched candidates have a peak distribution around the

mass of the top quark, while the non-matched candidates (combinatorial background) have a

smoothly distribution with a turn-on region where the peak is shifted from the real value of

the top quark mass. The right plot of Fig. 7.11 shows the Receiver Operating Characteristic

(ROC) curve of the classifier for two cases; without any selection on the mass of the top

quark candidates (red) and when requiring the top quark candidates mass to fall inside the

mass window of 140 to 200 GeV (blue). The results show a significant reduction of the

top quark misidentification rate when the top quark candidate mass is close to the top quark

mass, as expected.

For this analysis, two working points are exploited, corresponding to 10% (95%) and

5% (87%) background acceptance (signal efficiency). Events are required to contain at least
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Table 7.5: The list of high-level features used in the training of the MVA classifier. The
b-index refers to b jet properties, and jW1 (jW2 ) indices refer to the leading (subleading) in pT
jet from the W boson decay.

Jet variables (jW1 , jW2 : W boson subjets, b: bjet)
mass (jW1 , jW2 , b)
pT in top CM (jW1 , jW2 , b)
|pT,jet−pT,top|
pT,jet+pT,top

(jW1 , jW2 , b)
b tagging discriminator (b)
charm to light (CvsL) discriminator (jW1 , jW2 , b)
charm to bottom (CvsB) discriminator (jW1 , jW2 , b)
minor axis of the jet ellipse on the η − φ plane (jW1 , jW2 , b)
fragmentation function (pT D) (jW1 , jW2 , b)
particle constituent multiplicity (jW1 , jW2 )
Trijet variables
top mass
pT∆Rtop (pT,top∆R(W, b))
W mass
pT∆RW (pT,W∆R(jW1 , jW2 ))

pT,W
p
T,jW1

+p
T,jW2

cosω(ji,jk) = ~pji ·~pjk
|pji ||pjk |

Soft Drop(jW1 , jW2 )
∆η(W,b)

one (two) cleaned top quark candidate(s) tagged with the medium (loose) working point and

with a mass inside the top mass window of 120 to 230 GeV. Events with more than two

top quark candidates tagged with the medium working point are rejected. The leading-in-

MVA score top quark candidate, which is medium-tagged, is referred to as top 1, while the

subleading-in-MVA top quark candidate, which is at least loose-tagged, is referred to as top

2.

7.2.2 H± candidate reconstruction

The charged Higgs boson candidate is reconstructed from the four-momenta of the leading-

in-pT top quark candidate between top 1 and top 2, and the leading-in-pT free b jet that is

not used in the reconstruction of the two top quark candidates. To ensure a good quality

of the H± candidate, events in which the leading-in-pT top quark candidate is not tagged

with the medium working point are rejected. Events are categorized based on the number of

medium-tagged top quark candidates to:

• 1M1Lt: the top quark candidate coming from the H± decay is medium-tagged, the

associated top quark candidate is loose-tagged, and

• 2Mt: both top quark candidates are medium-tagged.

121

MARIN
A KOLO

SOVA



Chapter 7: Search for H± → tb with the 2017 LHC data

100 200 300 400 500
 (GeV)

T
p

2−10

1−10

1

ef
fic

ie
nc

y 
/ G

eV

DeepFlavour-Loose
b→b

b→c
b→guds

 (13 TeV)-141.5 fbCMS Simulation

100 200 300 400 500
 (GeV)

T
p

3−10

2−10

1−10

1

ef
fic

ie
nc

y 
/ G

eV

DeepFlavour-Medium
b→b

b→c
b→guds

 (13 TeV)-141.5 fbCMS Simulation

100 200 300 400 500
 (GeV)

T
p

4−10

3−10

2−10

1−10

1

ef
fic

ie
nc

y 
/ G

eV

DeepFlavour-Tight
b→b

b→c
b→guds

 (13 TeV)-141.5 fbCMS Simulation

Figure 7.12: Simulated tagging efficiency and mistagging probabilities for different flavors
of jets for the DEEPJET b tagging algorithm and for the Loose (left), Medium (middle), and
Tight (right) working points.

7.3 Data quality filtering and simulation corrections

Data and simulation are subject to quality filters due to spurious high pmissT events. All

simulated samples are additionally corrected with the following weights and scale factors.

• Pileup: Simulated samples are reweighed such that the pileup distribution is in agree-

ment with the one observed in 2017 data.

• Trigger: The trigger efficiency in simulated samples differs with respect to the one

observed in data, as explained in section 7.1.1. Simulated samples are corrected with

the application of the scale factors calculated in 7.1.2.

• b tagging efficiency and b mistagging rate: The b tagging efficiency and misidenti-

fication rate for b jets to pass the loose and medium working points of the DEEPJET

flavor-tagging classifier are found to be slightly different between data and simulation.

Simulated samples are corrected by applying the per-event scale factor (SF), defined

in equation 6.5. As done in the 2016 analysis, the tagging efficiencies and mistagging

probabilities are measured in simulated tt and QCD multijet events, respectively, and

are shown in Fig. 7.12.

• top quark tagging efficiency and misidentification rate: The top quark tagging ef-

ficiency and misidentification rate are both measured in a sample dominated by tt

events where one top quark decays leptonically and the other hadronically. Events are

required to have one high-quality muon with pT > 50 GeV and |η| < 2.4 and at least

four small-cone jets with pT > 40 GeV and |η| < 2.4. At least one of the selected

jets is required to be tagged as a b jet with the medium working point of the DEEPJET

algorithm. The b jet closest to the muon satisfying ∆R(µ, b jet) < 1.5, is considered

as the one originating from the leptonic decay. The hadronically decaying top quark

is reconstructed by selecting the three-jet combination with a mass closest to the top
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Figure 7.13: The invariant mass of the hadronically decaying top quark candidate before
(left) and after top tagging with the Loose working point (right).

quark mass and satisfying ∆R(µ, t) > 2.0. The Emiss
T and the muon isolation are then

used to define two regions:

– Background Region (BR): low Emiss
T < 50 GeV and loose isolation > 0.1, and

– Signal Region (SR): high Emiss
T > 50 GeV and tight isolation < 0.1,

which are both used to derive the normalization factors of tt (ftt) and QCD multijet

(fQCD) events, as done in 2016 analysis.

The invariant mass of the hadronically decaying top quark candidate in the SR before

and after top tagging is shown in Fig. 7.13. The dashed red lines separate the phase-

space regions used for the top quark tagging misidentification rate and efficiency mea-

surements.

The top tagging misidentification rate is measured in the SR for events in which the top

quark candidate has an invariant mass that falls outside of the top quark mass window

of 130 to 210 GeV, and thus dominated by combinatorial background. It is defined as

the ratio of events where the hadronically decaying top quark candidate passes a given

working point over all events as follows:

mistagdata =
Npassed
data

Nall
data

, mistagMC =
Npassed

fQCD×QCD+ftt×tt+EWK

Nall
fQCD×QCD+ftt×tt+EWK

. (7.1)

The misidentification rate as measured in data and simulation is shown in Fig.7.14 as

a function of the top quark candidate’s pT, for the loose and medium working points.

Since the misidentification rate in simulation is slightly different than the one estimated

in data, scale factors are extracted as a function of the top quark candidate pT to correct

the simulation.
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Figure 7.14: Misidentification rate in data and simulated events for the loose (left) and
medium (right) working points, as a function of pT of the top quark candidates.

The top quark tagging efficiency is measured in data and simulation in the SR for

events in which the hadronically decaying top quark candidate has an invariant mass

that falls inside the top mass window. In simulated events, the top quark tagging

efficiency is measured using events where the tagged top quark candidate is truth-

matched at the generator-level. In data, the top quark tagging efficiency is estimated

by subtracting background events from non-top processes (EWK and QCD) and events

with misidentified top quark candidates from tt, with the latter defined as top quark

candidates failing the generator-matching criteria. The subtracted events are corrected

with the misidentification rate scale factors as follows:

εdata =
Npassed

data−SFmistag×(fQCD×QCD+ftt×ttnon-matched+EWK)

Nall
data−fQCD×QCD−ftt×ttnon-matched−EWK

, εMC =
Npassed

ttmatched

Nall
ttmatched

. (7.2)

The top quark tagging efficiency as a function of the pT of the top quark candidates

is shown in Fig. 7.15 for data and simulated events, for the loose and medium work-

ing points. The top quark tagging efficiency in simulated events agrees with the one

obtained from data within 10%, excluding the bins with low statistics. To correct the

simulation, scale factors as a function of the top quark candidate pT are derived from

the data-to-simulation ratio.

7.4 Background measurement and validation

The composition of the main backgrounds in the two signal regions, 1M1Lt and 2Mt, are

shown in Fig. 7.16, as a function of the reconstructed mH± . In the 1M1Lt category, the

124

MARIN
A KOLO

SOVA



Chapter 7: Search for H± → tb with the 2017 LHC data

0 100 200 300 400 500 600 700 800 9001000
 (GeV/c)

T
p

0.6

0.8

1

1.2

1.4

D
at

a/
M

C 0

0.2

0.4

0.6

0.8

1

1.2

E
ffi

ci
en

cy Simulation

Data

 (13 TeV)-141.5 fbCMS Preliminary

0 100 200 300 400 500 600 700 800 9001000
 (GeV/c)

T
p

0.6

0.8

1

1.2

1.4

D
at

a/
M

C 0

0.2

0.4

0.6

0.8

1

1.2

E
ffi

ci
en

cy Simulation

Data

 (13 TeV)-141.5 fbCMS Preliminary

Figure 7.15: Top quark tagging efficiency in data and simulation, for the loose (left) and
medium (right) working points.

QCD multijet background comprises about 67% of the total background, while the remaining

background is mostly tt events. In the 2Mt category, equal amounts of QCD multijet and

tt events are present. The background measurement follows the same principles as in the

2016 analysis. Genuine b jets events are the events where all selected b jets are genuine as

determined by the hadron-flavor hypothesis. Events with at least one non-genuine b jet are

labeled as misidentified b jets events. Genuine b jets events are modeled using simulation

while misidentified b jets events are estimated with a data-driven technique similar to the one

used in the 2016 analysis. The main difference is in the choice of the top quark candidate

that is being inverted and used in the definition of the orthogonal control regions. In the 2016

analysis, the inverted top quark candidate is the one with the lowest MVA score between the

two top quark candidates, which can be either the top from the charged Higgs boson decay,

or the associated top. For this search, the inverted top is the one assigned to the associated

top, as illustrated in Fig. 7.17. The motivation behind this change is to ensure that the objects

being inverted in the ABCD method do not belong in the same reconstructed object, in this

case the charged Higgs boson candidate. The difference between inverting the associated

top and the subleading-in-MVA score is studied and found to have a small impact on the

extraction of the transfer factors. The difference is included as a systematic uncertainty in

the misidentified b jets background measurement.

The correlation of the two variables used in the ABCD method is also studied. Figure

7.18 shows the DNN score of the associated top quark candidate in bins of the b discriminator

of the b jet from the charged Higgs boson decay in data (left) and simulated tt (right) events.

The ratio shown below the various distributions corresponds to the ratio between each dis-

tribution and the one corresponding to the lowest b discriminator bin (0.0532, 0.1048). No
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Figure 7.16: Distributions of the charged Higgs boson invariant mass in the background-only
hypothesis for the 1M1Lt (left) and 2Mt (right) categories. The signal is also shown for mH±

= 800 GeV, normalized to σB = 1 pb.

Figure 7.17: Schematic diagram of the ABCD method used. The x−axis corresponds to the
DNN score of the associated top quark candidate, while the y−axis to the b discriminator of
the b jet used in the reconstruction of the charged Higgs boson candidate.
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Figure 7.18: The DNN score of the associated top quark candidate for different bins of the
b discriminator of the b jet coming from the charged Higgs boson decay, for data (left) and
simulated tt (right) events.

strong correlation is observed between the two variables.

As it was done in the 2016 analysis, the CR1 and CR2 are used to extract transfer factors

to normalize the expected yield of misidentified b jets found in CR31M1Lt (CR32Mt) to the

one in SR1M1Lt (SR2Mt). To correct for kinematic differences between loose- and medium-

tagged b jets, the transfer factors are calculated in a total of 35 bins of the inverted b jet pT

and |η|. The bins in pT and |η| are:

• pT: < 50, 50-75, 75-110, 110-150, 150-200, 200-280, > 280 GeV

• |η|: < 0.7, 0.7-1.1, 1.1-1.5, 1.5-2.0, > 2.0.

Figure 7.19 shows the values of the transfer factors for all 35 bins used. The expected yield

of misidentified b jets events in the two signal regions can be calculated by eq. 6.11. The

same set of transfer factors, defined by eq. 6.12, are used for both categories 1M1Lt and

2Mt.

7.4.1 Misidentified b jets self-closure test

The self-closure test performed in the 2016 analysis (section 6.4.2) is repeated for the 2017

analysis. The shapes of the HT, the Emiss
T , and the invariant charged Higgs boson mass for

misidentified b jets events are shown in Fig. 7.20. The MVA output of the parameterized

DNN is also shown for three mass points in Fig. 7.21. All distributions are normalized to

unity and show good agreement within statistical uncertainties.
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Figure 7.19: The values of the transfer factors used for the normalization of CR31M1Lt and
CR32Mt .
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Figure 7.20: The normalized-to-unity shapes of HT (left), Emiss
T (middle) and the recon-

structed invariant charged Higgs candidate mass (right) for misidentified b jets events in
CR1 and CR2.
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Figure 7.21: The normalized-to-unity shapes of the MVA output of the parameterized DNN,
for mass points mH± = 250 GeV (left), mH± = 600 GeV (middle) and mH± = 1000 GeV
(right) for misidentified b jets events in CR1 and CR2.
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Figure 7.22: Schematic diagram of the ABCD method in the closure region, defined by
inverting the associated top quark candidate mass (mtop > 250 GeV).

7.4.2 Misidentified b jets closure in orthogonal region

The method used for the estimation of the misidentified b jets yields is validated in a Closure

Region (CR), defined by inverting the mass of the associated top quark candidate, as shown

in Fig. 7.22. The associated top quark candidate is required to have a mass above 250 GeV,

instead inside the top mass window of 120 to 230 GeV. The CR1 and CR2 are unchanged

and so the same transfer factors are used to estimate the yield of misidentified b jets in the

two Verification Regions (VR), VR1M1Lt and VR2Mt . The number of misidentified b jets

events expected in the VRs can be calculated by:

Nmisidentified b jets
VR =

inverted b jet pT, |η| bins∑
i

(N data
CR3,i −NEWK Genuine b jets

CR3,i )× TFi, (7.3)

where TFi are the transfer factors given by Equation 6.12. Figure 7.23 (7.24) show the mass,

DNN score, and pT of the H± top (associated top) in the region VR1M1Lt . The distribution

corresponding to the expected yield of misidentified b jets events is shown with yellow,

while the distributions of Genuine b jets tt and Single-t, tt̄ + X, and EWK events are shown

with purple and light blue, respectively. The observed data events in the closure region are

shown in black. The distributions include statistical uncertainties only. Good agreement is

observed between the data and the simulation, which verifies the validity of the method. The

corresponding distributions in the region VR2Mt are shown in Fig. 7.25 and Fig. 7.26.
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Figure 7.23: The distributions of the mass (left), top DNN score (middle), and pT (right) of
the H± top in the VR1M1Lt region.
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Figure 7.24: The distributions of the mass (left), top DNN score (middle), and pT (right) of
the associated top in the VR1M1Lt region.
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Figure 7.25: The distributions of the mass (left), top DNN score (middle), and pT (right) of
the H± top in the VR2Mt region.
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Figure 7.26: The distributions of the mass (left), top DNN score (middle), and pT (right) of
the associated top in the VR2Mt region.

7.4.3 Misidentified b jets closure in simulation

The estimation of the misidentified b jets yields in the signal region is additionally vali-

dated using simulated events only. Figures 7.27 and 7.28 show the comparison between

misidentified b jets events in the signal region (composed of simulated QCD-multijet and

EWK misidentified b jets events) and the estimated misidentified b jets events, following the

ABCD method, for categories 1M1Lt and 2Mt, respectively. The plots include statistical

uncertainties only and the spikes observed originate from low HT bins of the QCD-multijet

process which correspond to high cross-sections. Overall, good agreement is observed.

7.5 Event-based and parameterized DNN

To further discriminate signal from background events an event-based and parameterized

DNN has been developed. Parameterized neural networks [166] are built such that their

input variables include not only event-level reconstructed features, but also one or more

physics parameters, such as the mass of a new particle. This approach allows for a single

parameterized network to provide improved discrimination across a wide range of masses.

Moreover, it provides a smooth interpolation of masses that were not used in the training of

the network. Other methods widely used require either the training of a set of standalone net-

works, one for each representative physics parameter, each of which is ignorant of the others,

or the training on a sample with a single physics parameter. The former, however, lacks the

ability to interpolate between representative physics parameters while the latter results in the

optimal performance for samples characterized by the particular physics parameter used in

the training but has degrading performance on samples with different values of the physics

parameter. For this analysis, the parameterized neural network takes as input a vector (~x) of

twelve parameters, described in section 7.5.2, and the true mass hypothesis of the charged

Higgs boson, θ.

131

MARIN
A KOLO

SOVA



Chapter 7: Search for H± → tb with the 2017 LHC data

0 50 100 150 200 250 300
 (GeV)miss

TE

0.5

1

1.5

es
tim

./o
bs

. 2−10

1−10

1

10

210

<
 E

ve
nt

s 
/ 1

0-
80

 G
eV

 > Mis-ID b (MC)

Estimated Mis-ID b (MC)

 (13 TeV)-141.5 fbCMSWork in progress

(a)

0 100 200 300 400 500 600 700 800 900
 (GeV)

T
p

0.5

1

1.5
es

tim
./o

bs
. 2−10

1−10

1

10

210

<
 E

ve
nt

s 
/ 2

0-
10

0 
G

eV
 > Mis-ID b (MC)

Estimated Mis-ID b (MC)

 (13 TeV)-141.5 fbCMSWork in progress

(b)

0 100 200 300 400 500 600 700 800
 (GeV)

T
p

0.5

1

1.5

es
tim

./o
bs

. 2−10

1−10

1

10

210

<
 E

ve
nt

s 
/ 5

0-
20

0 
G

eV
 > Mis-ID b (MC)

Estimated Mis-ID b (MC)

 (13 TeV)-141.5 fbCMSWork in progress

(c)

100 200 300 400 500 600 700 800
 (GeV)

T
p

0.5

1

1.5

es
tim

./o
bs

. 2−10

1−10

1

10

210

<
 E

ve
nt

s 
/ 2

0-
10

0 
G

eV
 > Mis-ID b (MC)

Estimated Mis-ID b (MC)

 (13 TeV)-141.5 fbCMSWork in progress

(d)

Figure 7.27: The distributions of Emiss
T (a), H± pT (b), the leading in pT top candidate pT

(c) and the leading in pT free b jet pT (d) for misidentified b jets events in the signal region
using simulated events only for category 1M1Lt.
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(d)

Figure 7.28: The distributions of Emiss
T (a), H± pT (b), the leading in pT top candidate pT

(c) and the leading in pT free b jet pT (d) for misidentified b jets events in the signal region
using simulated events only for category 2Mt.
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7.5.1 Training datasets

Four charged Higgs boson mass hypotheses are used for the signal training sample: 220,

350, 600, and 1000 GeV. The mass points are chosen to be spread in the range where the

resolved analysis is most sensitive to, and to represent the kinematic characteristics of the

low, intermediate, and high mass regions. Events from tt simulation are used as background

and are classified as follows:

• Genuine b jets events: events passing all signal selections in both 1M1Lt and 2Mt

categories.

• Misidentified b jets events: events passing the selections of the 1M1Lt and 2Mt CR3.

These are events in which the mass of both top quark candidates fall inside the top

quark mass window (120 to 230 GeV) and at least one b-tagged jet (loose or medium-

tagged) is not genuine. Events are labeled as tt-like if the jets of at least one top

quark candidate are truth-matched with partons. Otherwise, they are labeled as QCD-

like events. Additional QCD-like events are obtained from control regions similar to

CR3 (using simulated tt events), with the only difference being that both candidates

have mass outside the top quark mass window. This is needed as the QCD multijet

simulated samples have low statistics after all analysis selections are applied.

To have a background composition similar to the one expected in the analysis, the amount of

Genuine b jets and misidentified b jets events, as well as the amount of misidentified b jets

events that are tt-like and QCD-like are set to match to the expectations in the signal region.

Furthermore, to take into account the kinematic differences between medium- and loose-

tagged b jets, the misidentified b jets events used in the training are corrected by applying

the transfer factors described in section 7.4. Since there is no true charged Higgs boson mass

to assign for the background events, a random value among the ones used for the signal is

assigned.

7.5.2 Input variables

The parameterized DNN takes as input twelve in total event-level features including event

shape observables, top quark candidate multiplicities, masses, kinematic and angular sepa-

ration variables between the reconstructed objects. All event-level features are illustrated in

Fig. 7.29 for the four signal mass points used for the training and the background.

• Event shape observables [167, 168] are used to describe the origin, geometric patterns,

and correlations of the energy flow in the final state. They have played a crucial role

in testing QCD as they have been used in many measurements of the strong coupling

constant αs, including [169, 170, 171, 172], and to constrain color factors for quark

and gluon couplings [173]. Moreover, they have been used to tune the parton showers

134

MARIN
A KOLO

SOVA



Chapter 7: Search for H± → tb with the 2017 LHC data

and non-perturbative components of Monte Carlo (MC) generators [174]. At the LHC,

event shape variables have been measured at
√
s = 13 TeV in multijet events [175,

176] to assess the accuracy of theoretical predictions from MC event generators. Event

shape variables can also be used to probe for processes beyond-the-SM by defining

sensitive phase-space regions, often characterized by isotropic multijet events [177].

For this search, the event shape variables: sphericity, aplanarity, and circularity have

been found to show some discrimination with respect to the background, as shown in

Figs. 7.29 a, b, and c, respectively. The quadratic momentum tensor [178] for an event

is given by:

Mαβ =

∑jets
i pi,αpi,β∑jets
i |~pi|2

=

∑jets
i∑jets

i |~pi|2


p2
ix pixpiy pixpiz

piypix p2
iy piypiz

pizpix pizpiy p2
iz

 , (α, β = x, y, z).

(7.4)

It has three eigenvalues λ1 ≥ λ2 ≥ λ3, satisfying λ1 + λ2 + λ3 = 1. The sphericity of

an event is then calculated by the second and third eigenvalues ofMαβ:

S =
3

2
(λ2 + λ3), (7.5)

and takes values between 0 and 1. It is a measure of the summed p2
T with respect to

the event axis. The event axis is defined as the line connecting the interaction point

and the eigenvector associated with the eigenvalue with the largest value, λ1. An event

with just two balanced jets corresponds to S = 0. Values close to unity indicate more

isotropic events. The aplanarity of an event is defined as:

A =
3

2
λ3 (7.6)

and takes values from 0 to 1/2. It is a measure of the amount of the pT in and out

of the plane formed by the two first eigenvectors ofM. Aplanarity values close to 0

correspond to planar events, while values close to 1/2 correspond to isotropic events.

The 2-dimensional quadratic momentum tensor is calculated by:

2DMαβ =

∑jets
i pi,αpi,β∑jets
i |~pi|2

=

∑jets
i∑jets

i |~pi|2

(
p2
ix pixpiy

piypix p2
iy

)
, (α, β = x, y) (7.7)

and has eigenvalues λ1 > λ2 > 0. The circularity of an event is defined as:

C = 2×min
( λ1, λ2

λ1 + λ2

)
. (7.8)

It is independent from boosts along the z−axis and takes values from 0 to 1. Values

close to 0 correspond to linear events while values close to unity reveal circular events.
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• The number of medium-tagged top quark candidates is used as an input variable so

that discrimination between the 1M1Lt and 2Mt categories is achieved.

• The scalar sum of the pT of the b jets used for the reconstruction of the two top quark

candidates and the b jet from the H± decay: HT,b

• The third jet resolution defined as: y23 =
p2T,3

(pT,1+pT,2)2

• The invariant mass of the bb−pair system with the maximum pT: M(bbmax pT)

• The pT of the bb−pair system with the minimum ∆R: pT(bb∆R min)

• The pT of the H± b jet over the HT,b: pT,bH±
/HT,b

• The reconstructed invariant mass of the charged Higgs boson candidate, mH±

• The angular separation between the top from H± and the b jet from H±, in the H±

center-of-mass frame: ∆θ(tH± , bH±)

• The absolute difference of the pT between the H± and the b jet from H±, over their

sum: |H±pT − bH±pT|/(H±pT + bH±pT)

The correlations between the variables are shown in Fig. 7.30 for the signal hypothesis of

mH± = 600 GeV. Most variables are uncorrelated to each other, meaning that each of them

gives unique and independent information to the algorithm.

7.5.3 Architecture

The parameterized deep neural network is trained using the Keras [179] and TensorFlow

[180] packages. The architecture contains three hidden dense layers with 32 neurons in

each. All hidden layers use the Rectified Linear Units (ReLU) activation function, while

the output unit uses the sigmoid activation function. A batch normalization [181] layer is

added between all the dense layers to accelerate the training and improve the performance

of the network. The batch normalization layer standardizes the input of each layer by setting

the mean output close to 0 and the output standard deviation close to 1. The mathematic

transformation is shown in equation 7.9, where β and γ are the learning parameters and ε is

a small constant that prevents division with zero.

output =
batch−mean(batch)

var(batch) + ε
× γ + β (7.9)

To minimize the binary cross-entropy loss function, the Adam optimizer [182] is used with

a learning rate of 0.001. The training is stopped when the best area under the ROC curve

is obtained. For orthogonality, the training and validation are performed with 2018 signal

and background samples, while the testing is performed with the 2017 samples. The training

dataset includes 244000 events, equally split between signal and background and between

signal mass points. The validation (testing) dataset includes 105000 (366000) events.
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Figure 7.29: The twelve event-level reconstructed features used in the training of the param-
eterized DNN. The distributions of each feature are shown for the four signal mass points
used in the training and for the background. All distributions are normalized to unity.
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Figure 7.30: Correlation matrix of all event-level features for the signal hypothesis of mH±

= 600 GeV.

7.5.4 Performance

The score of the parameterized DNN is evaluated by supplying the set of event-level recon-

structed features, as well as the mass hypothesis of the charged Higgs boson under study,

leading to different outputs distributions for both signal and background. The output of the

parameterized DNN is shown in Fig. 7.31 for the true mass hypotheses of mH± =250, 350,

600, and 1000 GeV. The signal, shown with blue, has values closer to unity, while the back-

ground, shown with red has values closer to zero. The distributions with markers correspond

to the signal and background events taken from the training sample, while the distributions

with solid line correspond to the ones obtained from the testing sample. The training and

testing distributions are compared as an over-fitting test. The agreement observed shows that

the model is not over-trained and can predict well new data.

To test the ability of the parameterized DNN to interpolate between mass points that were

not used in the training, the default neural network ROC curve is compared to an alternative

network trained with mass points 220, 300, 500, and 800 GeV. The comparison is shown in

Fig. 7.32 for signal masses from 200 up to 1500 GeV. Each ROC curve is evaluated at the

true mass hypothesis. The two neural networks have comparable results and good prediction

is observed even for mass values that were not used in the training of the networks, leading

to the conclusion that the parameterized DNN can indeed interpolate across a wide range of

masses.

The agreement between data and simulation is checked in the Closure Region, for the

four mass points used in the training and is shown in Fig. 7.33 for the 1M1Lt category and

in Fig. 7.34 for the 2Mt category. Only statistical uncertainties are included in the plots.
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(d) mH± = 1000 GeV

Figure 7.31: The output of the parameterized DNN for the four signal mass points used in
the training.
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Figure 7.32: ROC curves evaluated at mass points between 200 GeV to 1.5 TeV for the
default model (model 0) trained with masses 250, 350, 600 and 1000 GeV and alternative
model (model 1) trained with masses 220, 300, 500 and 800 GeV.
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(a) MVA for mH± = 250 GeV
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(b) MVA for mH± = 500 GeV
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(c) MVA for mH± = 800 GeV
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(d) MVA for mH± = 1.5 TeV

Figure 7.33: The MVA output of the parameterized DNN for four mass points, in the region
VR1M1Lt .
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(b) MVA for mH± = 500 GeV
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(c) MVA for mH± = 800 GeV
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(d) MVA for mH± = 1.5 TeV

Figure 7.34: The MVA output of the parameterized DNN for four mass points, in the region
VR2Mt .
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7.6 Systematic uncertainties

7.6.1 Experimental uncertainties

• Luminosity: The total systematic uncertainty as measured in Ref. [183] for the 2017

LHC data-taking period is 2.3%. As done in the 2016 analysis, the uncertainty on

the luminosity is applied as rate uncertainty to all simulated processes, and thus only

affects the expected event yield and not the template shapes.

• Pileup: The uncertainty due to the pileup modeling is estimated by varying the to-

tal inelastic pp interaction cross-section (69.3 mb) by ±5% in all simulated samples.

The effect is propagated to the final fit discriminant affecting both the shape and the

normalization of the predictions.

• Trigger efficiency: The systematic uncertainties related to the trigger scale factors

are estimated by varying them within their statistical uncertainties. The up and down

uncertainties are propagated to the final fit discriminant and thus treated as both, rate

plus shape nuisances.

• Lepton and τh identification efficiencies: The uncertainties corresponding to the

identification and rejection of isolated electrons, muons, and hadronically decaying

τ−leptons are calculated from equation (6.15) and are treated as rate only nuisances.

• Jet energy scale: The systematic uncertainties related to the jet energy scale are esti-

mated by shifting the energy of the jets up and down, with the variations being pT and

η dependent. The effect is propagated through all the steps of the analysis and result

in rate and shape nuisances.

• Jet energy resolution: The uncertainties in the jet energy resolution are evaluated by

varying up and down the jet energies by 1σ around their central value. The variations

are jet pT dependent and their effect is propagated to the final fit discriminant as both

rate- and shape-altering nuisances.

• b-tagging efficiency and misidentification rate: The rate and shape uncertainties

on the b-tagging efficiency and misidentification rate are evaluated by varying the

corresponding simulation-to-data corrections within their uncertainties, as shown in

equation (6.16)

• top quark tagging efficiency and misidentification rate: The systematic uncertain-

ties related to the top quark tagging and misidentification rate are estimated by vary-

ing the corresponding simulation-to-data corrections within their uncertainties. These

uncertainties have several sources, including the jet energy scale and resolution uncer-

tainties, the definition of the genuine top quark candidate (truth-matching criteria) and
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the top quark modeling (the damping of radiation with high pT, the first emission mod-

eling, the scale radiation, the color reconnection strength, the assumed value of the top

quark mass, and the tuning of the underlying event parameters). These are propagated

to the final fit discriminant as rate and shape uncertainties.

• misidentified b jets background: The systematic uncertainties on the measurement

of the misidentified b jets background are estimated following the same approach as

in the 2016 analysis. All systematic uncertainties due to the simulated EWK pro-

cesses are found to be negligible as they are anti-correlated with the misidentified b

jets background, and thus, not included in the final limit calculation. The statistical

uncertainties on the derivation of the transfer factors are estimated by following the

same procedure as in the 2016 analysis. The effects are propagated to the final fit dis-

criminant, affecting both the shape and the rate of the misidentified b jets prediction.

The systematic uncertainties on the derivation of the transfer factors are calculated by

modifying the selection on the top mass window used, the definition of the control

regions (CR1 and CR2), the top quark candidate that is being inverted in the ABCD

method, and the composition of the Genuine b jets events that are subtracted from the

data. A mapping between each transfer factor bin label and the H± b jet pT and |η|
selection is shown in Table 7.6. Figure 7.35 (left) shows the effect of modifying the

top mass window on the transfer factors. The nominal scenario, where both top quark

candidates have a mass between 120 and 230 GeV is shown with black, while the alter-

native scenarios where the mass of both top quark candidates fall in the mass windows

130 < mt < 220 GeV and 100 < mt < 240 GeV, are shown with red and yellow, re-

spectively. Figure 7.35 (right) shows the effect of changing the definition of the control

regions used to extract the transfer factors. The modification here is defined by requir-

ing the DNN score of the associated top quark candidate to be less than the VLoose

working point instead of the Loose working point, which translates into shrinking the

two control regions simultaneously. Figure 7.36 (left) shows how the change of the

top quark candidate being inverted in the ABDC method affects the derivation of the

transfer factors. In the nominal method, shown with black, the DNN score of the

subleading in pT top quark candidate between top 1 and top 2 is being inverted. The

transfer factors shown with purple correspond to the ones derived when inverting the

DNN of the subleading in DNN score (top 2), which is the one used in the ABCD

method in the 2016 analysis. The transfer factors shown with light blue correspond

to the case where the DNN score of either the subleading in pT or the subleading in

DNN top quark candidates are inverted. As a final test, the composition of events is

modified by subtracting 0.5, 1.5, and 2.0 times the number of Genuine b jets events,

or no subtraction at all. The effect on the derivation of the transfer factors is shown

in Fig. 7.36 (right). For each of the aforementioned sources of systematic uncertain-

ties, the maximum variation with respect to the nominal selection is taken as the final
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Table 7.6: Mapping of the transfer factors bin label with the corresponding H± b jet pT and
|η| bin.

Bin Description Bin Description
H± b-jet pT (GeV) H± b-jet η H± b jet pT (GeV) H± b-jet η

0 pT < 50 21 pT < 50
1 50 < pT < 75 22 50 < pT < 75
2 75 < pT < 110 23 75 < pT < 110
3 110 < pT < 150 |η| < 0.7 24 110 < pT < 150 1.5 < |η| < 2.0
4 150 < pT < 200 25 150 < pT < 200
5 200 < pT < 280 26 200 < pT < 280
6 pT > 280 27 pT > 280
7 pT < 50 28 pT < 50
8 50 < pT < 75 29 50 < pT < 75
9 75 < pT < 110 30 75 < pT < 110
10 110 < pT < 150 0.7 < |η| < 1.1 31 110 < pT < 150 |η| > 2.0
11 150 < pT < 200 32 150 < pT < 200
12 200 < pT < 280 33 200 < pT < 280
13 pT > 280 34 pT > 280
14 pT < 50
15 50 < pT < 75
16 75 < pT < 110 1.1 < |η| < 1.5
17 110 < pT < 150
18 150 < pT < 200
19 200 < pT < 280
20 pT > 280
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Figure 7.35: The values of the transfer factors at each bin for the nominal scenario and for
the scenarios of changing the top mass window (left) or the definition of the CR1 and CR2
(right).
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Figure 7.36: The values of the transfer factors at each bin for the nominal scenario and
for the scenarios of inverting the DNN score of a different top quark candidate (left) or the
background composition (right).

uncertainty at that bin. The four sources are treated as independent of each other and

affect both the shape and the normalization of the misidentified b jets prediction.

Another source of systematic uncertainty affecting the misidentified b jets measure-

ment can arise from the binning selection of the transfer factors. In the default mea-

surement of the misidentified b jets background, the phase-space is split into 35 bins

of the H± b-jet pT and |η|. Figure 7.37 (left) shows the closure of the final fit dis-

criminant for the true mass hypothesis of mH± = 800 GeV, in the Closure Region for

the default binning. Figure 7.37 (right) shows the data-to-background ratio of the left

plot (nominal) together with the closure in the same region using six different binning

selections. The ratio reveals a maximum of 2% difference with respect to the nominal

binning selection, and thus a conservative 2% uncertainty is assigned as a rate-only

uncertainty on the misidentified b jets background measurement.

7.6.2 Statistical uncertainties

The uncertainties due to the limited statistics of the signal and background samples in the

template distribution are individually incorporated for each template bin with the Barlow-

Beeston lite approach. These uncertainties are treated as uncorrelated between bins and

categories.
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Figure 7.37: The output of the parameterized DNN for the true mass hypothesis of mH±

= 800 GeV, in the closure region (left). The data-to-background ratio of the output of the
parameterized DNN for the nominal and for six binning variations (right).

7.6.3 Theoretical uncertainties

The theoretical systematic uncertainties affecting the overall cross-section of the processes,

are due to missing higher-order QCD corrections and uncertainties in the PDFs, as well as

uncertainties concerning the top quark mass and the coupling constant αS . The effect of the

QCD scale uncertainties is estimated by varying the factorization (µF ) and renormalization

(µR) scales up and down by a factor of half and two, with respect to their nominal value, and

enveloping the maximum variation on the final fit discriminant. The PDF uncertainties are

treated as fully correlated for simulated samples sharing the same dominant partons in the

initial state of the matrix element calculations.

A summary of all systematic uncertainties discussed in this section is given in Table 7.7

for charged Higgs boson mass of 250 GeV, and in Table 7.8 for mH± = 800 GeV, in the

1M1Lt category. The corresponding summaries for the 2Mt category are given in Tables 7.9

and 7.10.

7.7 Results

The pre-fit blinded distributions of the final fit discriminant, the MVA output of the param-

eterized DNN, are presented in Fig. 7.38 for the 1M1Lt signal region and in Fig. 7.39

for the 2Mt signal region. The observed data is only unblinded in the low-MVA score re-

gion (< 0.3), where the signal is expected to be negligible. In this region, the data and

simulation are in good agreement, within the statistical and systematic uncertainties. The

distributions corresponding to higher values of the true charged Higgs boson mass hypothe-
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Shape Signal Misidentified b Genuine b
X tt Single t + tt+X + EW

Integrated luminosity − 2.0 − 2.0 2.0
Trigger efficiency X 4.8 − 7.7 6.7
Pileup X 0.3 − 0.4 2.2
electron veto efficiency − < 0.1 − < 0.1 < 0.1
muon veto efficiency − < 0.1 − < 0.1 < 0.1
tau veto efficiency − 0.3 − 0.3 0.2
Jet energy scale X 12 − 9.3 11
Jet energy resolution X 6.6 − 1.7 5.2
b jet identification X 6.4 − 5.6 6.4
b jet mistagging X 3.6 − 2.3 2.1
Resolved top tagging efficiency X 6.1 − 7.3 6.4
Resolved top mistagging efficiency X 2.6 − 2.2 2.8
j → b syst. (top-mass window) X − 4.4 − −
j → b syst. (inverted top) X − 3.2 − −
j → b syst. (fake-b composition) X − 6.1 − −
j → b syst. (CR definition) X − 3.3 − −
j → b binning selection − − 2.0 − −
j → b misidentification statistical X − 0.1 - 0.3 − −
Top quark mass (tt̄) − − − 2.8 −
Top quark mass (single t) − − − − 2.2
QCD Scales (tt̄) − − − +2.4

−3.5 −
QCD Scales (single t) − − − − 2.5
QCD Scales (EW) − − − − 3.2
QCD acceptance (top) − − − 3.2 3.2
QCD acceptance (H±) − +6.7

−4.4 − − −
PDF+αs (tt̄) − − − 4.2 −
PDF+αs (EW) − − − − 4.4
PDF+αs (single t) − − − − 4.7
PDF+αs acceptance (Top) − − − 0.1 0.1
PDF+αs acceptance (H±) − 0.1 − − −
Theoretical αs (ttH) − − − − 1.0

Table 7.7: Systematics summary table for 1M1Lt and mH± = 250 GeV.
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Shape Signal Misidentified b Genuine b
X tt Single t + tt+X + EW

Integrated luminosity − 2.0 − 2.0 2.0
Trigger efficiency X 5.8 − 7.7 7.4
Pileup X 0.9 − 0.4 3.0
electron veto efficiency − < 0.1 − < 0.1 < 0.1
muon veto efficiency − < 0.1 − < 0.1 < 0.1
tau veto efficiency − 0.2 − 0.3 0.2
Jet energy scale X 8.1 − 9.3 9.9
Jet energy resolution X 4.1 − 1.7 6.0
b jet identification X 8.5 − 5.6 6.8
b jet mistagging X 4.1 − 2.3 2.8
Resolved top tagging efficiency X 7.4 − 7.3 5.5
Resolved top mistagging efficiency X 2.0 − 2.2 3.5
j → b syst. (top-mass window) X − 4.4 − −
j → b syst. (inverted top) X − 3.2 − −
j → b syst. (fake-b composition) X − 6.1 − −
j → b syst. (CR definition) X − 3.3 − −
j → b binning selection − − 2.0 − −
j → b misidentification statistical X − 0.1 - 0.3 − −
Top quark mass (tt̄) − − − 2.8 −
Top quark mass (single t) − − − − 2.2
QCD Scales (tt̄) − − − +2.4

−3.5 −
QCD Scales (single t) − − − − 2.5
QCD Scales (EW) − − − − 3.2
QCD acceptance (top) − − − 3.2 3.2
QCD acceptance (H±) − +6.7

−4.4 − − −
PDF+αs (tt̄) − − − 4.2 −
PDF+αs (EW) − − − − 4.4
PDF+αs (single t) − − − − 4.7
PDF+αs acceptance (Top) − − − 0.1 0.1
PDF+αs acceptance (H±) − 0.1 − − −
Theoretical αs (ttH) − − − − 1.0

Table 7.8: Systematics summary table for 1M1Lt and mH± = 800 GeV.
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Shape Signal Misidentified b Genuine b
X tt Single t + tt+X + EW

Integrated luminosity − 2.0 − 2.0 2.0
Trigger efficiency X 5.0 − 8.6 7.3
Pileup X 0.4 − < 0.1 0.8
electron veto efficiency − < 0.1 − < 0.1 < 0.1
muon veto efficiency − < 0.1 − < 0.1 < 0.1
tau veto efficiency − 0.3 − 0.3 0.2
Jet energy scale X 9.9 − 7.9 9.5
Jet energy resolution X 7.4 − 7.9 2.6
b jet identification X 6.0 − 5.5 6.2
b jet mistagging X 3.4 − 2.4 2.3
Resolved top tagging efficiency X 7.0 − 8.5 6.1
Resolved top mistagging efficiency X 5.2 − 4.7 5.5
j → b syst. (top-mass window) X − 4.5 − −
j → b syst. (inverted top) X − 3.2 − −
j → b syst. (fake-b composition) X − 6.1 − −
j → b syst. (CR definition) X − 3.4 − −
j → b binning selection − − 2.0 − −
j → b misidentification statistical X − 0.1 - 0.4 − −
Top quark mass (tt̄) − − − 2.8 −
Top quark mass (single t) − − − − 2.2
QCD Scales (tt̄) − − − +2.4

−3.5 −
QCD Scales (single t) − − − − 2.5
QCD Scales (EW) − − − − 3.2
QCD acceptance (top) − − − 2.1 2.1
QCD acceptance (H±) − +4.9

−3.5 − − −
PDF+αs (tt̄) − − − 4.2 −
PDF+αs (EW) − − − − 4.4
PDF+αs (single t) − − − − 4.7
PDF+αs acceptance (Top) − − − 0.1 0.1
PDF+αs acceptance (H±) − 0.1 − − −
Theoretical αs (ttH) − − − − 1.0

Table 7.9: Systematics summary table for 2Mt and mH± = 250 GeV.
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Shape Signal Misidentified b Genuine b
X tt Single t + tt+X + EW

Integrated luminosity − 2.0 − 2.0 2.0
Trigger efficiency X 6.8 − 8.6 7.3
Pileup X 0.3 − < 0.1 0.8
electron veto efficiency − < 0.1 − < 0.1 < 0.1
muon veto efficiency − < 0.1 − < 0.1 < 0.1
tau veto efficiency − 0.2 − 0.3 0.2
Jet energy scale X 5.4 − 7.9 9.5
Jet energy resolution X 6.0 − 7.9 2.6
b jet identification X 8.4 − 5.5 6.2
b jet mistagging X 4.0 − 2.4 2.3
Resolved top tagging efficiency X 7.3 − 8.5 6.1
Resolved top mistagging efficiency X 4.4 − 4.7 5.5
j → b syst. (top-mass window) X − 4.5 − −
j → b syst. (inverted top) X − 3.2 − −
j → b syst. (fake-b composition) X − 6.1 − −
j → b syst. (CR definition) X − 3.4 − −
j → b binning selection − − 2.0 − −
j → b misidentification statistical X − 0.1 - 0.4 − −
Top quark mass (tt̄) − − − 2.8 −
Top quark mass (single t) − − − − 2.2
QCD Scales (tt̄) − − − +2.4

−3.5 −
QCD Scales (single t) − − − − 2.5
QCD Scales (EW) − − − − 3.2
QCD acceptance (top) − − − 2.1 2.1
QCD acceptance (H±) − +4.9

−3.5 − − −
PDF+αs (tt̄) − − − 4.2 −
PDF+αs (EW) − − − − 4.4
PDF+αs (single t) − − − − 4.7
PDF+αs acceptance (Top) − − − 0.1 0.1
PDF+αs acceptance (H±) − 0.1 − − −
Theoretical αs (ttH) − − − − 1.0

Table 7.10: Systematics summary table for 2Mt and mH± = 800 GeV.
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Figure 7.38: The pre-fit distributions of the MVA output of the parameterized deep neural
network for the 1M1Lt signal region. The observed data, shown with black, is only un-
blinded in the low-MVA score regions where the signal is expected to be negligible. The
uncertainty displayed with light gray corresponds to the statistical only, while the darker
shade additionally includes the systematic uncertainty. From left to right, the upper row dis-
tributions correspond to the true H± mass hypotheses of 220, 350, and 500 GeV, while the
lower row distributions correspond to 800, 1250, and 2000 GeV.

sis reveal greater discrimination between signal and background, while no discrimination is

observed for the very low masses of the charged Higgs boson.

7.8 Expected limits

The expected exclusion limits on the H± production cross-section σpp→t(b)H± times the

branching fraction B(H± → tb) at 95% CL are reported in Fig. 7.40 for the two signal

regions separately and in Fig. 7.41 (left) for the combination. The right plot of Fig. 7.41

shows the relative contribution of each signal region with respect to the combined expected

upper limit. The numerical values of the combined expected exclusion limits are listed in

Table 7.11. A comparison between the combined expected upper limits when fitting on the

MVA output of the parameterized DNN with the one obtained when fitting on the recon-
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(f)

Figure 7.39: The pre-fit distributions of the MVA output of the parameterized deep neural
network for the 2Mt signal region. The observed data, shown with black, is only unblinded
in the low-MVA score regions where the signal is expected to be negligible. The uncertainty
displayed with light Gray corresponds to the statistical only, while the darker shade addi-
tionally includes the systematic uncertainty. From left to right, the upper row distributions
correspond to the true H± mass hypotheses of 220, 350, and 500 GeV, while the lower row
distributions correspond to 800, 1250, and 2000 GeV.
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Figure 7.40: The 95% CL upper limits on σpp→t(b)H± × B(H± → tb) obtained from the
1M1Lt (left) and 2Mt (right) signal categories, for the H± mass range from 200 GeV to
3 TeV.

structed invariant mass of the charged Higgs boson candidate is shown in Fig. 7.42.

Validation of the statistical model

The blinded impacts and pulls for the signal plus background hypothesis and for the first 30

most important nuisances are shown in Fig. 7.43 for the 1M1Lt category and in Fig. 7.44

for the 2Mt category, for mH± = 800 GeV. For both signal regions, no nuisance appears to be

significantly pulled away from its nominal value, neither is over-constrained.

A goodness-of-fit test is performed for each of the true mass hypotheses, using the satu-

rated method and a sample of 5000 toy events. The results are shown in Figs. 7.45 and 7.46

for the 1M1Lt and 2Mt signal regions, respectively. For all the mass points except for the

mH± = 1500 GeV, the observed value of the χ2 goodness-of-fit lies inside the toy distribu-

tion, concluding that the statistical model used describes well the observation. A dedicated

analysis is needed for the high mass region to target the boosted event topologies.
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Figure 7.41: Left: The 95% CL upper limit on σpp→t(b)H± × B(H± → tb) obtained from
the combination of 1M1Lt and 2Mt signal regions, for the H± mass range from 200 GeV
to 3 TeV. Right: The relative median expected upper limit showing the contribution of each
signal region with respect to the combined upper limit.

95% CL upper limit on σpp→t(b)H± × B(H± → tb)
mH± Expected limit Observed

(GeV) −2σ −1σ median +1σ +2σ limit
200 10.31250 14.17969 20.62500 29.50391 41.18060 Blinded
220 5.93750 8.16406 11.87500 17.17644 23.98074 Blinded
250 4.21875 5.80078 8.43750 12.20431 17.03894 Blinded
300 2.57324 3.60046 5.31250 7.68420 10.86057 Blinded
350 1.43799 2.01202 2.96875 4.29411 5.99518 Blinded
400 0.99609 1.36963 1.99219 2.94510 4.16106 Blinded
500 0.52734 0.72510 1.05469 1.55917 2.21579 Blinded
600 0.32227 0.44312 0.64453 0.93227 1.31764 Blinded
700 0.23438 0.32227 0.46875 0.67802 0.96412 Blinded
800 0.16602 0.22827 0.33203 0.49085 0.70162 Blinded

1000 0.11230 0.15442 0.22461 0.33205 0.48011 Blinded
1250 0.09766 0.13428 0.19531 0.28874 0.43179 Blinded
1500 0.10010 0.13763 0.20020 0.30553 0.45241 Blinded
1750 0.10498 0.14435 0.20996 0.31709 0.46773 Blinded
2000 0.10986 0.15106 0.21973 0.33183 0.48949 Blinded
2500 0.10742 0.14771 0.21484 0.32446 0.48888 Blinded
3000 0.12939 0.17792 0.25879 0.39908 0.60513 Blinded

Table 7.11: The expected 95% CL exclusion limits on σpp→t(b)H± × B(H± → tb) for the
combination of the 1M1Lt and 2Mt signal regions.
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Figure 7.42: Left: The 95% CL upper limit on σpp→t(b)H± × B(H± → tb) obtained from
the combination of 1M1Lt and 2Mt signal regions, for the H± mass range from 200 GeV
to 3 TeV, when using as the final fit discriminant the invariant mass of the H± candidate.
Right: The comparison between the median expected upper limits when fitting on the MVA
output of the parameterized DNN (red) and the reconstructed invariant mass of H± candidate
(orange).
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Figure 7.43: The pulls (first column) and +1σ and −1σ impacts (second column) of the first
30 most important nuisance parameters for the true H± mass hypothesis of 800 GeV, in the
1M1Lt signal region.
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Figure 7.44: The pulls (first column) and +1σ and −1σ impacts (second column) of the first
30 most important nuisance parameters for the true H± mass hypothesis of 800 GeV, in the
2Mt signal region.
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Figure 7.45: Goodness-of-fit tests for mH± = 220, 500 GeV (upper row) and mH± = 800,
1500 GeV (lower row) for the 1M1Lt signal region.
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Figure 7.46: Goodness-of-fit tests for mH± = 220, 500 GeV (upper row) and mH± = 800,
1500 GeV (lower row) for the 2Mt signal region.
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8 Summary and conclusions

Charged Higgs bosons (H±) are predicted in many models beyond the Standard Model. One

of the simplest extensions containing an additional Higgs sector is the two-Higgs-doublet

model (2HDM). This work focuses on the search for a heavy charged Higgs boson with a

mass above the top and bottom quark mass threshold (mt −mb). Due to the large couplings

between the heavy fermions and the H± in such models, the H± is searched at the LHC

in the dominant production channel pp → t(b)H± and its subsequent decay to a top and

bottom quark-antiquark pair, H± → tb. The measurement is performed in the all-jet final

state for the first time with the 2016 collision data of the LHC, recorded by the CMS detector

at
√
s = 13 TeV.

Depending on the H± mass, there exist two distinct event topologies, the boosted and the

resolved one. When the H± has a very large mass of O(TeV), the H± decay products have

large on average transverse momenta, and their subsequent decays lead to highly collimated

jets. The products of the top quark or W boson decay cannot be resolved with the standard

algorithms, instead, they are reconstructed as a single large-radius jet (boosted topology).

For lower H± masses, all its decay products can be resolved as small-cone jets (resolved

topology). In the resolved topology, which is the main focus of this work, events are char-

acterized by large jet and b jet multiplicities. Since there are no neutrinos in the final state,

the reconstruction of the H± invariant mass is feasible. The large QCD-multijet and irre-

ducible tt background, as well as the large combinatoric self-background, make this final

state extremely challenging. However, the aforementioned background can be reduced to a

large extent by employing b quark and top quark tagging techniques. Events are required

to have at least seven jets, out of which three are identified as b jets, and two top quark

candidates are identified by a custom boosted decision tree. The invariant mass of the H±

is reconstructed by the leading-in-pT top quark candidate and the leading-in-pT b jet not

used in the reconstruction of the two top quark candidates. To assess the presence or ab-

sence of a charged Higgs boson signal, a binned maximum-likelihood fit is performed on

the invariant mass of the H±. No significant deviation above the expected event yield of SM

processes is observed in the 2016 data, and model-independent exclusion limits are set on the

σpp→t(b)H± × B(H± → tb), at 95% CL. The upper limits range from 21.3 to 0.007 pb in the

mH± range of 200 GeV to 3 TeV. The results are interpreted in the minimal supersymmetric

standard model hMSSM and M125
h (χ̃) benchmark scenarios.

A continuation of the search is performed with the 2017 data and features several anal-

159

MARIN
A KOLO

SOVA



Chapter 8: Summary and conclusions

ysis improvements, including new machine-learning-based techniques for top quark identi-

fication and signal extraction, event categorization, and validation of the background mea-

surement method. A comparison of the expected upper limits as derived from the 2016 and

2017 analyses in the 2Mt category is shown in Figure 8.1. The 2016 analysis shows better

sensitivity at low masses and up to 300 GeV, while the 2017 analysis largely improves the

sensitivity in all mass points above 300 GeV. The improvement in sensitivity arises from
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Figure 8.1: The 95% CL median expected upper limit on σpp→t(b)H± × B(H± → tb) as
obtained from the 2016 (orange) and the 2017 analysis (red) for the 2Mt signal regions, for
the H± mass range from 200 GeV to 3 TeV.

several sources. One of the most important is the upgrade of the CMS Phase-1 pixel detector

before the 2017 data-taking era. The inclusion of new layers located closer to the interaction

point allowed for more robust tracking, which lead to improved b tagging performance. The

HLT paths used in 2017 had lower b misidentification rate, resulting in a more pure sample

of recorded events. The higher L1 and HLT thresholds on HT, however, is one of the reasons

for worse sensitivity at very low masses of the charged Higgs boson due to low acceptance.

Offline, the improvement in sensitivity originates from improved b tagging and top tagging

techniques, as well as the change in the signal extraction method. The new parameterized

deep neural network (DNN) includes not only the invariant mass of the reconstructed charged

Higgs boson that was used to extract the signal in the 2016 analysis, but also event-based and

other kinematic variables that enhance the signal-to-background discrimination.

Further improvement in sensitivity is expected with the full 2016-2018 dataset, corre-

sponding to an integrated luminosity of 137 fb−1, as well as from improved analysis tech-

niques. One way to improve the analysis techniques would be to train the event-based and

mass parameterized DNN with background events where the true mass hypothesis is assigned

to be closer to the reconstructed invariant mass of the H± candidate, instead of being assigned
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randomly. By doing so, the algorithm would learn to discriminate better between signal and

background at low H± masses. Another way would be to use two different DNNs, targeting

the low and intermediate mH± regions, and trained with a different set of discriminating vari-

ables, appropriate for each region. To achieve these, more statistics on the simulated signal

samples are needed for the training, testing, and validation of the algorithms. For H± masses

above 1 TeV, a dedicated analysis is needed to target the Lorentz-boosted topologies.

Searches for charged Higgs bosons are included in the upcoming physics program of

the LHC and the CMS experiment. The LHC is currently in a shutdown, preparing for the

upcoming Run 3 in 2022 which will last for a period of three years. By the end of Run

3, the LHC aims to produce and collect a physics dataset of around 300 fb−1. The High-

Luminosity LHC (HL-LHC), expected to commission on the second half of the 2030s, aims

to significantly increase the instantaneous luminosity to 7.5× 1034 cm−2s−1 and generate an

enormous amount of physics data of around 3 ab−1 at 14 TeV. The immense statistics will al-

low us to improve the precision of the measurements of the SM and the Higgs boson, as well

as the sensitivity to new physics, including charged Higgs bosons. Considering the largely

constrained phase-space of BSM models (i.e. type-II 2HDM), searches for charged Higgs

bosons will not just be a bare rerun of previous analysis techniques. The upcoming large

physics datasets will open new possibilities for new analysis developments and strategies

that could better control the experimental systematics and the search sensitivities. Moreover,

searches for charged Higgs bosons will expand in yet-unexplored channels with high dis-

covery potential in given models, such as the pair production of charged Higgs bosons [184,

185], or the bosonic decays of the H±, such as H± →W±A/H, where A is the pseudoscalar

Higgs boson and H is the light or heavy Higgs boson [186], and the H± →W± + 4γ [187].
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