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ABSTRACT

Particle physics aims to explain our current understanding of the subatomic nature of the
universe. Our current theory, the Standard Model (SM) of particle physics, describes the
nature of the elementary constituents of matter and their interaction through the strong, weak
and electromagnetic forces. Furthermore, it predicts a mechanism that is responsible for the
non-zero masses of particles and introduces an additional particle, the Higgs boson. The
discovery of the Higgs boson by the ATLAS and CMS collaborations in 2012 was the last
missing piece of the puzzle that confirmed the SM. However, there are many mysteries of
the nature that the SM cannot explain, including the existence of dark energy, dark matter
and the matter-antimatter asymmetry. Several theories seek to complete the SM. Some of
them propose additional electrically charged and neutral Higgs bosons and the discovery of
such particles would be a sign of new physics. After the discovery of the Higgs boson, the
CMS and ATLAS experiments at the Large Hadron Collider (LHC) oriented the experimental
studies to the observation of any possible extensions of the SM, which could potentially
provide answers to a variety of currently unanswered questions in the field.

This work presents a search for charged Higgs bosons with a mass larger than that of
the top quark, that decay to a top and bottom quark-antiquark pair, in the all-jet final state.
The search uses proton-proton collision data recorded by the CMS detector during 2016-
2018 at a center-of-mass energy of 13 TeV that corresponds to an integrated luminosity of
138 fb~'. Simulated data are also used to describe the behavior of signal and background
events. The events are reconstructed using dedicated algorithms that identify physics objects,
by exploiting information from all the sub-components of the CMS detector.

Two analyses are performed, each targeting different regions of the signal parameter
space. The resolved analysis is optimized for charged Higgs bosons with low masses that de-
cay to top quarks with moderate transverse momentum (low Lorentz boost) identified as three
separate small-radius jets. The semi-boosted analysis targets charged Higgs bosons with
masses larger than 1TeV, and utilizes collimated hadronically decaying Lorentz-boosted
top quarks. The analyses use multivariate analysis techniques for particle identification and
signal-to-background discrimination, and data-driven background estimation methods.

The analyses report upper exclusion limits on the product of the charged Higgs boson
production cross-section and the branching ratio of its decay to a top and a bottom quark at
a 95% confidence level. The resolved analysis sets limits of 8.375 to 0.107 pb for charged
Higgs boson masses in the range of 200 to 1250 GeV. The semi-boosted analysis uses
the data recorded in 2018, corresponding to 59.8 fb~'. The preliminary results exhibit best
sensitivity for large charged Higgs boson masses above 800 GeV. For both analyses, the
upper limits show a significant improvement compared to the results published with the
2016 data.



[TEPIAHVH

H guo) oToLyetwdny couatdiey 6ToyeleL 0TNY XoTavoNon TNE UTOATOUIXY S YUOTE TOU
obumavtoc. H emxpatoloa dewpla, o Kabepwuévo Ipdtuno (KII) tne owupatidone
QUOIXTC, TIERLYPAPEL TN PUCT] TV GTOLYELWOWY CUCTATIXWY TNG VANG xat TNV dAAnAeTi-
0paoT) TOUC UEGW TNG LoYLRETNC, AoUEVOUC Xal NAEXTEOMOY YNTXHE dUvaune. Emniéoy, mooB-
AETEL TO Unyavioud mou etvar UTEOVHUVOC Yiar TIC U UNOEVIXES UACEC TWV CWUATIOIDY Xou
ewodryel éva emmhéov owpatidlo, To unolovio Higgs. H avoxdiudn tou unoloviou Higgs
am6 To netpduato ATLAS xon CMS 1o 2012 anotehel To teleutaio xopudtt Tou malA Tou
emPefoanwver To KII. Qotdoo, undpyouv moANd puotreta tng oong mou to KII aduvartet
vo e&nyNoet, Onwe N Ol GXOTEWVAC UANG XL OXOTELVAC EVEQYELNS, XOL 1) ACUUMETELY
OANG-avTIOANG. Apxetéc Hewpleg emdidxouy va cupmhnpewoouy to KII. Mepixéc and autéc
TpoTeivouy emmEOoUETA NAEXTEXE PopTIoUEVA Xt 0LBETEPa Utolovia Higgs, 1 avaxdiugn
TV onolwv Yo anoteloloe €voelln véag @uotxric. Metd tnv avoxdhudn tou unoloviou
Higgs, ta netpdpata CMS xow ATLAS otov Meydho Adpovixd Emtayuvtr) (LHC) npocava-
TOAZOULY TIC TEWAUUATIXES TOUG UEAETEC OTNV TapaTpnon Tavay enextdocwy tou KII, ot
oroleg Yo unopoloay Vo BOCOLY ATAVTACELS OE Ual TANUOEN Ud AVUTAVTNTO EQWTAUNT
o7o Tedio.

H mapoloa dwtefr nopouvoidlel v avalftnon gopTiopévey proloviwy Higgs ue
udla peyahltepn amd auth Tou top quark mou Biaomdton o éva (ebyog top xou bottom
quark-antiquark, otnv TAfpwe adpovixt TeEAY| xatdotaor. H avalhtnon yenowomnotet
0edoEVA GOYXPOVCTS TR TOVIOU-TEWTOVIOU TTOU XaTaryedpnXay and Tov aviyveutr) CMS
xatd v mepiodo 2016-2018 o evépyela xévtpou pdloac 13 TeV n omola avtiotolyel
oe ohoxhnpwuévn gwtewétnta 138 fh™'.  Tpocouoiwyuéva Sedopéva ypnoiuonotohvion
eniong Yo v Teptypdlpouy TN cUUTERLPORE TWV YEYOVOT®Y GYUoTog xat utofdipou. Tao
YEYOVOTA AVAXATACKEUALOVTUL YONOLLOTOUMVTAS OAYORLIUOUEC TUUTOTOMNOTG AVTIXELUEVW®Y,
a&LOTOLWVTOS TANEOYORiES amd Ao ToL UTOCUG THUATY TOU aviyveuTtr) CMS.

Yy mapoloo epyaota extelolvTon 800 avoAUoELS, xadeuio and TIC omoleg oToyEVEL OE
OLUPOPETIXES TERLOYEC HE BlaopeTixr) evancinocia 6To uéyedog tne pdlac Tou avalnTolue-
vou unoloviou. H Buaxpiown # “resolved” avdiuvon €yel BeAtiotomomdel yio Ty ebpeon
gopTiopévey pmoloviwy Higgs pe pupée pdlec mou dommvton o top quarks pétplog
eYxdpotag opuhc (YounAic MUNoTC) TOL oVIXATAOHEVALOVTOL WS TEELS EEYWELC TOL THdaXES
(jets) wxpric oxtivag. H dedtepn avdluon otoyelel otny €0pecT POpTIOUEVKDY UTolovity
Higgs e udlec yeyortepeg and 1 TeV, xa yenowonotel avoxatacoxevaouéva top quarks
YopnAc winong xadwg enlong cuyywveLuEVoLS TdaxES UEYIANG axTivag TOU TPOERY OV-
Tow a6 ABEOVIXES OLUOTIAOELS TwV top quarks pe PeydAn eyxdpota oppr (UPNAH winon).
H avdhuon aut| ovopdleton “semi-boosted”. O avoAUoEIC YeNOWWOTOO0Y TEYVIXEC TOA-
Aomh@yv petoBAntov (multivariate analysis) yio TNV TouTomoNoY COUATOIWY XAl TO Ot

aywelold oruatog-urofdioou, xou uedodoug extiunong vroBddpou mou otnpilovion ot



TEUYUATIXS YEYOVOTA GUYXPOUCTIC TEWTOVIWY.

O avorboeig Yeomilouy avdtepa 6oLl ATOXAEIGHO) OTO YIVOUEVO TNS EVERYOU BLUTOUNC
TopaywY Mg gopTiouévou proloviou Higgs ot Tou 0606100 Bloxhddmong Tng SldoTaohc
Tou ot top xat bottom quarks oe eninedo euniotocivng 95%. H resolved avdiuvon Vétel
avatepa dpta amod 8.375 €we 0.107 pb yio udlec goptiouévwy urnoloviewy Higgs otny me-
ptoy?) amd 200 éwe 1250 GeV. H semi-boosted avdiuon yenoulomolel o dedoUEVA TOU
xatarypdpnxay to 2018, mou avticToryoly e 59.8 fh~!. Ta TEOXATUEXTIXG ATOTEAEGUOTA
Topovotdlouy YeyuriTepn euvancinoio yio udlec goptiouévey unoloviwy Higgs ndve and
800 GeV. Ko yia ti¢ 600 avahOOELS Tal AvOTERA OPLOL TOU ETUTUYYAVOVTAL ToEoUGtdlouy

onuovTixr Betiwon o oyEon UE ToL AMOTEAEGUATA TTOL BNUOCLEUTNXAY UE T OEOOUEVOL TOU
2016.
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1 Theoretical background

1.1 Standard model

The Standard Model (SM) is a gauge theory based on the symmetry group
SU(3)c ® SU(2);, ® U(1)y that summarizes our current understanding of the particle
physics, the elementary constituents of the universe and the way they interact through the
strong, weak and electromagnetic forces [1-5]. The elementary constituents of our nature

are illustrated in Fig. 1.1.

FERMIONS BOSONS

generation 1 11

o0
S trange

QUARKS

1 =1
8—2 Q= 7€

SHIAFEVD IDUO04

S=? Q=-1e
m=1.777 GeV

neutrino

LEPTONS

m=125.7 GeV
Figure 1.1: The Standard Model elementary particles.

In the SM, matter consists of elementary spin-1/2 particles, the fermions. Fermions are
further categorized into leptons and quarks, which are organized in a three-generation struc-
ture or three flavors as shown in Fig. 1.1. The three generations share the same properties,
excluding their flavor quantum number and their mass which increases from the first gen-
eration to the last. Electrically-charged leptons, electron (e), muon (i) and tau (7), carry
an electric charge equal to the electron charge |e|. The electrically-neutral leptons are the

neutrinos, which appear in pairs with the three electrically-charged lepton flavors: v, v, and
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v,. Pairs of quarks that belong to each generation have electric charge +2/3|e| and -1/3|e|.
The six quarks are the up-down (u, d), charm-strange (¢, s) and top-bottom (¢, ). Quarks
carry also a color charge (three colors) and they can interact through the strong force. Un-
like the six leptons, quarks are not observed as free particles in nature, they are confined
by the strong force to form bound states called hadrons. The hadrons carry zero total color
charge and a total electric charge that is integer-multiple of the |e|. The most common types
of hadrons are the mesons that consist of a quark-antiquark pair of the same flavor, and the
baryons that are bound states of three quarks. Protons and neutrons are baryons that consist
of two up and one down quark (uud) and an up and two down quarks (udd), respectively.
Other exotic states of hadrons observed the recent years in particle colliders are tetraquarks
and pentaquarks.

For each of the twelve particles, there is a corresponding antiparticle with exactly the
same properties but opposite electric charge. Ordinary matter consists of the first-generation
fermions u, d, e and v,. Other particles can be produced from cosmic rays, nuclear reactions
or particle collisions in accelerators.

In the SM, fermions obey the Fermi-Dirac statistics [6]. They are described as left-
handed doublet fields or right-handed singlet fields with the form:

Qy Vg
) } eRv quRr qdRr (11)

dq 14
L L

where ¢, and g, are the up-type and down-type quarks, v, and ¢ are the neutrino and lepton of
a specific flavor and the indices L and R refer to the left and right chirality. The Lagrangian

of a free Dirac-fermion is given by:

‘Cfree = 77/)(27“(% - m)dj? (12)

where 1) and ¢ are the Dirac spinor field and its conjugate, m is the particle’s mass, 0, is the

partial derivative in the four space-time coordinates and " are the Dirac matrices:

7 = , = : (1.3)

In quantum field theory [7], fermions interact with the exchange of spin-1 particles,
the gauge bosons. The electromagnetic interactions between electrically charged particles
are mediated by the massless photon v and are described by quantum electrodynamics
(QED) [8]. Weak charged- and neutral-current interactions are mediated with the exchange
of a charged W* or a neutral Z° boson. All twelve fermions can experience weak interac-

tions as they carry the charge of the weak force, the isospin. Strong interactions are described
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by the quantum chromodynamic theory (QCD) [9, 10], with the exchange of a massless gluon
g between particles with color charge. The fourth fundamental force is gravity, which is neg-
ligible in particle interactions and it is not yet described by any quantum theory. The relative
strength of the interactions are characterized by the coupling constants. Table 1.1 shows the

relative strength of the four forces with respect to the strong coupling, at subatomic level.

Table 1.1: The four fundamental forces and their relative strength at subatomic level.

Force Gauge Boson Coupling constant
Strong gluon (g) 1
Electromagnetic  photon () =

Weak Wi, Z° bosons 10°¢
Gravity Graviton? 10739

In the 1060’s S.L. Glashow [11], S. Weinberg [12] and A. Salam [13] developed a theory
that showed that electromagnetic and weak forces can be unified as a single electroweak
theory. In 1964 R. Brout, F. Englert [14] and P. Higgs [15] introduced a mechanism that
generates the masses of the fermions and the gauge bosons of the weak interaction through
the spontaneous electroweak symmetry breaking and gives rise to a scalar (spin-0) particle,

the Higgs boson.

1.1.1 Quantum chromodynamics

The QCD is a non-abelian theory based on the SU(3). symmetry and describes the strong
interaction [16]. The quarks are represented as triplets in the color space ¢} where « is the

color number and f is the quark flavor. The Lagrangian is given by:
o 1 Vi
Locp = (v Dy —mp)iy — S GI'G,, (1.4)
f

where the first term is the free Dirac-fermion Lagrangian and the second is the gluon kinetic

term. The covariant derivative D, ensures invariance under local SU(3) transformations:
A
D,y(@) = |8, +ig, 2 Gilw) | 05() (15)
where % are the eight generators of the SU(3). and GL the eight gluon fields. The strong
coupling constant g, shows that all the quark flavors interact with gluons with the same

strength. In the kinetic term, the gluon-field tensor is:

GLV('T) = 8/1qu - 81/GL - gsfachZGIC/' (16)
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The last term is a result of the non-commutative symmetry and gives rise to gluon self-
interaction terms which are responsible for many QCD properties such as the asymptotic
freedom. Asymptotic freedom describes the behavior of the strong interaction, which in-
creases at larger distances or lower energies and confines quarks into bound states of color-
less hadrons.

The absence of quadratic gluon-field terms in the Lagrangian indicates massless gluons.
Such terms are forbidden since they violate the SU(3), symmetry. Expanding Eq. (1.4),

quark-gluon interactions are described by:
E o G’L X 2 ﬁ /8 1 7
int — —Us MZ%@’Y 9 Bwf ( . )
f o

1.1.2 Electroweak interactions

The electroweak theory is based on the symmetry SU(2); ® U(1)y, where L implies that
the weak SU(2),, interaction acts on the left-handed doublet fields only and Y denotes the

weak hypercharge. The free Dirac-fermion Lagrangian is:
3 —
‘Cfree = Z“/JJ(ZU)W#D#%@) (18)
j=1

where j refers to the left-handed and right-handed fields of a specific flavor:

Py(r) = ;o o(x) = ug,  Ys(z) =dg (L.9)

L
The Lagrangian does not include mass terms as it would mix left- and right-handed fields.
The covariant derivative D,, in Eq. (1.8) includes the four different gauge bosons and it

transforms as:

Dy (z) = [au +igW(z) + ig/leM(x)} by () (1.10)
D, y(x) = [au + igll/QBu(fc)] Vy()
D, y(x) = [(‘9“ + ig’y3BH(x)] Ys()

where 7, are the hypercharges and g, ¢’ the couplings of SU(2); and U(1)y. The corre-
sponding fields are the B,, and I;VVM were:

3 1 pp2
— g, 1 W, W, —iW,
W, =W = (1.11)

2
W, +iW, W,

m
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Combining Eq. (1.8) and Eq. (1.10), the Ly, .. becomes:

3 3
Liree = Z Wiy 0,0 + g W by — ngu Z Y0, (1.12)

j=1 j=1
The second and third terms describe interactions of the fermions with the gauge bosons.
Charged current interactions arise from the second term, where the left-handed fermions

interact with the TW* boson fields:

Wizw
8 V2

Neutral-current interactions with the VV;:’ and B, neutral fields arise from the second and third

(1.13)

terms. Since the photon must interact with all fermion chiralities with the same strength ¢'y;,
it cannot be represented by the B,,. The Z % and ~ mediators are expressed as combinations

of the two fields using a rotational transformation:

Z, =W, cosfy — B, sinfy (1.14)
A, = Wi sin Oy, + B, cos Oy, (1.15)

Equation (1.12) leads to the QED Lagrangian with the following conditions for the electro-

magnetic coupling g, and the weak hypercharge:

gsinfy = ¢’ cosby = g, (1.16)

Y =Q -1, (1.17)

Equation (1.17), known as the Gell-Mann-Nishijima formula, relates the weak isospin Y,
electric charge @ and T; = 03/2. The physical Z, and A, bosons can be then expressed in

terms of the coupling constants g, ¢':

_ gW.—9gB,

_ gW, +9B,

The gauge-invariant kinetic Lagrangian term is given by

Z, (1.18)

A, (1.19)

1 1.
‘Ckin = _ZBW/BMV - ZW;WWZHV (120)
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and the tensors B, and WZL,, have the following form:
B, =90,B,-0,B, (1.21)

Wi, = 0,W, — 0,W, — g WW,. (1.22)

The Lagrangian in Eq. (1.20) does not include mass terms of the gauge bosons as they would
violate the gauge symmetry. The presence of quadradic terms of W/i,, in Eq. (1.22) gives rise

to self-interactions between the gauge fields.

1.1.3 The Brout-Englert-Higgs mechanism

The unification of the weak and electromagnetic interactions, proposed about a century after
Maxwell’s unified theory of the electric and magnetic forces, was a breakthrough in modern
physics. It provided a complete picture of the interaction of fermions through the weak and
electromagnetic force, as well as self-interactions of the gauge bosons. However, the theory
predicts massless fermions and +, W= and Z° gauge bosons.

According to the Brout-Englert-Higgs mechanism (or Higgs mechanism), particles ac-
quire mass through their interaction with the Higgs field, which gives rise to a scalar particle,
the Higgs boson, through a spontaneous symmetry breaking of the SU(2); ® U(1)y-.

A spontaneous symmetry breaking occurs when the symmetry of a system is not in its
ground state. The Lagrangian of such system must be invariant under a local gauge symmetry
and have degenerate states with minimum potential energy. Thus, the symmetry breaks
spontaneously when the system goes to one of the minima without the action of any external

force. Such potential is described by:

V(g) = p¢” + A" (1.23)

with A > 0 to ensure an absolute minimum. For *> < 0 the potential is shown in Fig. 1.2

2
=B =
Po = N = (1.24)

The SU(2);, doublet of complex scalar fields ¢ is given by:

and has infinite minima at

+ .
P(z) = o = o1t : (1.25)

¢’ (x) ¢3 + ¢4

After the symmetry breaking only the neutral scalar can acquire a vacuum expectation value
u. The selection of an arbitrary vacuum will break the SU(2);, ® U(1)y symmetry to the

electromagnetic U(1)qpp symmetry. Perturbations around the vacuum can be parameterized
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Rel?) Im(6)

Figure 1.2: The Higgs potential.

based on four real fields, 0, (x), 05(z), 03(x) and H(zx) as follows:

1 o 0
P(r) = —\/561791'@)
u+ H(x)

The Lagrangian is then given by:
Escalar - (Du(rb)T(Dugb) - M2¢T¢ - /\<¢T¢>2

and the covariant derivative D¢ gives:

(Du9) = [0, +ilaW,+ g B 6= 0,0+ 55 =

(u+ H) ﬂW:

2v/2 S

From Eq. (1.27) and Eq. (1.28), the Lagrangian takes the form:

(D/L(b) = a,u(b +

] H
Locnar = H0,HOH + (u+

(wtH) | 9V —iWD)

(1.26)

(1.27)

(1.28)

2
T> [gQW,IW“ +(9° + 972, 2" + OAMA“] —V(¢) (129

Due to the local invariance under SU(2); rotations, the Lagrangian is independent of the

6;(x) fields. Based on the J. Goldstone’s theorem [17], the spontaneous breaking of a con-

tinuous symmetry gives rise to a massless spin-0O particle for each broken generator, the

so-called Goldstone bosons. The three Goldstone bosons 6;(z) are absorbed by the W* and
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Z° bosons which acquire an additional degree of freedom (d.o.f). The quadratic terms of the

physical W* and Z° bosons, determine their masses:

My =2 (130)
2 12
My =" (1.31)

The absence of a quadratic A, A" term, states a massless photon. The Higgs field gives
rise to a scalar particle /, the Higgs boson. The expansion of Eq. (1.29) includes interaction
terms between the gauge bosons and the Higgs field. These interactions are proportional to
the mass or the squared mass of the gauge bosons.

The non-zero mass of the fermions is also a consequence of the Higgs mechanism. The

gauge-invariant Lagrangian of the interaction of leptons to the Higgs field has the form:

'CE mass — 3¢ [&LqmﬂR + %ERQE@ZJL] (132)

where ¢;, and ¢y are the left-handed doublet and right-handed singlet respectively and g,
is the coupling constant of a lepton to the Higgs field, the Yukawa coupling. After the

spontaneous symmetry breaking Eq. (1.32) gives:

0 _ Ve
£gmm:—% (ae e) €R+KR<0 u+H> (1.33)
L\ w+H 14

L

—_9 U (n(u
= ﬂ[ﬁL( + H)lp + lp(u+ H)p)

g(lu+ H) (- _ ge(u+ H) -
ST N T A R T Cs
\/§ [ LoR n L} \/§
_ _9gy 9y, (1.34)

V2 V2

where the first and second term show the mass and the lepton-Higgs boson interaction re-
spectively. As in the case of the weak-gauge bosons, the coupling of the Higgs field with
the fermions is proportional to their mass. The Lagrangian in Eq. (1.32) gives mass to the
charged fermions but leaves the neutrinos massless. The same Lagrangian can be used to
describe the interaction of the Higgs field with the down-type quarks. For up-type quarks,
the conjugate doublet field ¢, is used which is defined as:

1 u+ H
b = i020" = ) (1.35)
0
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and the corresponding Lagrangian term is:

£up mass — _guszELgchzDR + h.c (136)

where h.c stands for hermitian conjugate.

1.1.4 The discovery of the Higgs boson

The Higgs boson was discovered in July 2012 by the ATLAS [18] and CMS [19] collabora-
tions and it is one of the most significant discoveries of the century as it completes the SM of
particle physics. The two experiments combined results from different decay modes of the
Higgs boson, with the most sensitive ones being the decay into two photons H — 7 or to
two Z bosons in the four-lepton final state H — ZZ — 4/. The decay into a pair of vector
bosons with a total electric charge equal to zero indicates the production of a neutral particle.
The v~y decay is a sign of a spin-0 boson, as dictated by the Landau-Yang theorem [20, 21]
that states that spin-1 particles cannot decay into massless spin-1 bosons. This is because the
two photons are produced in opposite directions resulting in a total orbital angular momen-
tum equal to zero. Based on their helicities, photons can be either parallel or antiparallel and
therefore, the symmetric state of the two photons can give a total angular momentum equal
to zero or two. The spin-2 hypothesis has been excluded experimentally with a confidence
level exceeding 99.9% [22].

CMS Vs=7TeV,L=51f"Vs=8TeV,L=5.3fb"
L .

> L T N T T T T N T T 1 T N T T T T ] %) .
8 p o baa SRS ] o I % ‘Un ei hteL:I
[ *) 7 L wel
) 25? - Background zz" H—>ZZ(*) L4l - 0 [ 81500 9
£ | [ Background Z+jets, 1 1500 .
g 20; |:| Signal (mH=125 GeV) b 0 ‘§
W [ %/ Syst.Unc. ] g 11000+
L 4 > L
[fs=7TeV:[Ldt=4.8 fo* J o
15}/5 e I dt 8 fb 1 81000
[fs=8TeV:[Ldt=5.8fb" ] = 1
L 7 [=))
10 -1 5 1
] )
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Figure 1.3: Observation of the Higgs boson. Left: Results from the ATLAS experiment
in the decay four-lepton final state [18]. Right: Results from the CMS experiment in the
diphoton final state [19].

To date, all the measurements of the newly discovered particle are compatible with the
properties of the Higgs boson predicted by the SM. Figure 1.4 displays the most recent
measurements of the couplings of the Higgs boson to the SM particles by the CMS experi-

ment [23]. The ratio with respect to the expected values agrees with the SM predictions.

9
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Figure 1.4: CMS measurements of the coupling constants between the Higgs boson and SM
particles. The x; and ry are the coupling modifiers to fermions and heavy gauge bosons
respectively which are equal to one in the SM [23].

In 2013 P. Higgs and F. Englert, were awarded the Nobel Prize in Physics for the theo-

retical prediction of the Higgs mechanism.

1.2 Physics beyond the SM

The SM is one of the greatest achievements of modern physics which provides precise pre-
dictions of the experimental observations. However, there are still many unanswered ques-
tions arising from the limitations of the model to explain various experimental measurements.
Many theories beyond the Standard Model (BSM) have been developed, aiming to shed light
on the mysteries of nature. Some of them, extend their Higgs sector with additional multiplet
fields. The minimal possible extension is the introduction of a second Higgs-doublet and is

discussed in Section 1.2.2.

1.2.1 Limitations of the SM

The lack of a quantum theory that describes the gravitational force at subatomic level is
one of the major shortcomings of the SM. Additionally, according to the CPT symmetry
model [24] first proposed by M. A. Markov [25], the Big Bang produced equal amounts of
matter and antimatter. The dominance of matter over antimatter in the observable universe,
also known as matter-antimatter or baryon asymmetry may be a result of the violation of
charge conjugation and parity symmetries (CP violation). The CP violation needs to be
much larger than what is observed so far, so the source of this extra CP violation is not

known.

10



1. Theoretical background

In the SM, quantum loop corrections to the Higgs boson mass from virtual particle-
antiparticle loop processes are extremely large. Such process is shown in Fig. 1.5 for top-

antitop quark pairs. The corrections are expressed in terms of the loop-momentum cut-off A:

Figure 1.5: Loop corrections to the Higgs boson mass from top quarks.

(Amp)"r = —iQAfA? (1.37)

8T
where ), is the top quark-to-Higgs field Yukawa coupling. For A of the order of the Planck
scale (10"”) where the SM is expected to be valid, the Higgs-boson mass diverges from the
electroweak scale. This phenomenon is described as the hierarchy problem. BSM theories
introduce new particles that cancel these unnaturally large corrections, with contributions of
opposite signs.

Another big limitation of the SM is the assumption of massless neutrinos. This contra-
dicts experimental observations of neutrino oscillations that imply non-zero neutrino masses.
The first evidence of neutrino flavor conversion arose from the “solar neutrino problem”, de-
scribing the anomalously low measured flux of v, arriving from the Sun and the “atmospheric
neutrino anomaly” that refers to the deviation of the observed muon-to-electron neutrinos
flux ratio which is expected to be ~2. The discovery of neutrino oscillations with the detec-
tion of solar neutrinos was announced by the Sudbury Neutrino Observatory (SNO) Collab-
oration [26, 27] with simultaneous measurement of the relative rate of neutrino-deuteron re-
actions producing a pair of protons, mostly occurring with electron-neutrinos, and neutrino-
deuteron producing a proton and a neutrino of all flavors. The results showed consistency
with the predicted solar-neutrino flux and conversion of about two-thirds of the electron-
neutrinos into muon- or tau-neutrinos.

Evidence of neutrino oscillations in the context of atmospheric neutrinos from cosmic
rays was presented by the Super-Kamiokande Collaboration [28]. The experiment detected
electron and muon neutrinos through Cherenkov radiation. A deficit in the number of up-
going high energy muon-neutrinos was observed, indicating that up-going neutrinos were
created at the opposite side of the Earth and converted into tau-neutrinos before reaching the
detector. In 2015, A. B. McDonald (SNO) and T. Kajita (Super-Kamiokande) were awarded
the Nobel Prize in Physics for the discovery of neutrino oscillations [29].

The existence of dark matter (DM) and dark energy (DE) is undoubted evidence of new

11
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physics [30-32]. The existence of DM arose first from the observation that the rotational
velocity of luminous objects is higher than the expected of an object experiencing only the
gravitational force from other visible objects. Furthermore, supernova measurements showed
that the universe’s expansion is accelerating, implying the existence of a form of dark energy
with negative pressure. According to the Lambda cold dark matter (ACDM) model, only 5%
of the Universe forms ordinary baryonic matter, while 27% forms the DM and the remaining
68% is DE. Many theories introduce hypothetical candidates of the DM mediator, including
primordial black holes, massless axions, sterile SU(2) ® U(1)y- singlet neutrinos and weakly

interacting massive particles (WIMP) with a mass between 10 GeV up to a few TeV.

1.2.2 Two-Higgs-doublet-models

The two-Higgs-doublet-models (2HDM) is the simplest extension of the SM which intro-
duces a second SU(2);, doublet of complex fields [33]. The motivation behind the 2HDM
is that the addition of a scalar doublet can produce CP-violation in the Higgs sector which
could be a solution to the problem of baryon asymmetry. Additionally, specific 2HDM pre-
dict massless axions, a potential candidate of dark matter.

The most general scalar potential for two SU(2); doublet scalar fields with hypercharge
+1 is given by:

V = m§ @@, + m3, 050, — miy(0]d, + 0]d,)

A A
+ 71((1)1(1)1)2 + 72((1);@2)2 + A3 (D] D) (DIDy) + Ay(0]Dy)(DLDy) (1.38)

A
+ 35(‘131‘1)2)2 + )‘6((5{@1)(@1@2) + /\7@;@2)(@1@2) +h.c

where the mass matrix elements m,;, My, and Higgs-self couplings \;, Ay, A5, A, are real
parameters and m9, A5,A\g, A7 are complex, resulting to 14 parameters. The vacuum expec-

tation values of the two doublets ¢, ®, are

0 0
(@1)0 = , (Pg)o = (1.39)
G e

Perturbations around the minima introduce eight fields, s p12 and 7;,. The two complex
SU(2) scalar fields can be written:

o — . a=12. (1.40)

(Watpating
V2

The quadratic terms in the 2HDM potential describe the masses of the eight fields.

12
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From Eq. (1.39) the mass terms are

Sl B
Ed)i mass [m%Q - ()\4 + )\5)U1U2](¢1_, ¢2_) ! (141)
A
V2
m,24 U% —U1U Uil
En mass — ﬁ(nla 772) (142)
(%] + (% 2
—'U1U2 (%} 7’]2
m%?:j_? +AvT —mis 4 Azastivy
‘Cp mass _(pla p2) (143)
—miy + Aga5010s m%ﬁ_; + v P2

where \z45 = A3 + Ay + A5 and the three 2x2 mass-squared matrices defined as M=, M,
and M ,. The physical particles are mass eigenstates and can be obtained with simultaneous
diagonalization of the mass-squared matrices. The mass-square matrix of the scalars can be
diagonalized with a rotation by an angle o while the mass-squared matrices of the charged
scalar and the pseudoscalar fields can be simultaneously diagonalized with a rotation by an
angle $. The parameters «, [ play a special role in the context of electroweak symmetry
breaking because they determine the interactions of the Higgs fields with the vector bosons

and the fermions. The tangent of angle [ is defined as:

tan § = 22 (1.44)
U1

The physical mass eigenstates are given by:

cosf3 sinf oF ¢F cos B+ ¢ sin G*
= = (1.45)
—sinf cospf o —¢f sin B + ¢5 cos 8 H*
cosf sinpf M 1, cos B + nysin B G?
= = (1.46)
—sinf cosf My —mny sin B 4 1y cos B A°
cosa  sina 1 p1COS @ + pg Sin H°
= = (1.47)
—sina cosa Do —psina + py cos R’

13
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The diagonalization of Mf;, M, and M, lead to the following masses:

mes =0 (1.48)
i = {ZZ M ; A‘E’} (v1 + 3) (1.49)
mZe =0 (1.50)
m’o = [Fiz — 2%} (v} + v3) (1.51)
m2o = % l/\/t,%u + M2y + \/(Miu — M2y)* + 4(/\4,%12)2} (1.52)
mie = % [Mfm + M2, — \/ (Mo — Moy)* + 4(/\/1212)2} (1.53)

Three out of the eight fields are the massless Goldstone bosons G* are G°. The G* and
G° are “eaten” to give mass to the W= and Z” bosons respectively, while the remaining
five are the physical scalar Higgs bosons. The electroweak symmetry breaking predicts the
formation of two charged Higgs bosons (H ), a light (k°) and a heavy (H°) CP-even Higgs
boson and one CP-odd (pseudoscalar) (AO).

1.2.3 Yukawa couplings

One of the problems of the 2HDM is the possibility of the existence of tree-level flavor-
changing neutral currents (FCNC) which are mediated by the neutral scalars. This can be
explained as follows. The Yukawa couplings between down-type quarks and the Higgs fields

are given by:

Ly = ?Jz’lj&ﬂﬂj@l + ?J?j&i%‘q’z (1.54)

and the mass matrix is:

(Y (%
My =y 75+ v 5 (1.55)

where ¢, 7 define the three fermion generations. Unlike SM, in 2HDM the diagonalization
of the mass matrix does not lead to flavor diagonal Yukawa couplings 3", y>. However,
under specific assumptions, FCNC can be eliminated. According to the Paschos-Glashow-
Weinberg theorem [34, 35], if fermions with the same quantum numbers couple to the same
Higgs multiplets, the FCNC are negated. This means that all right-handed quarks must cou-
ple to a single Higgs multiplet. In the 2HDM this can be accomplished by the introduction
of discrete or continuous symmetries.

Based on the couplings of the Higgs bosons to fermions, the 2HDM are divided into
different categories. In type-I 2HDM all fermions couple to just one Higgs doublet, the @,
by introducing the discrete symmetry ®; — —®;. In type-II 2HDM, the introduction of

14
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the discrete symmetry &, — —®,, dy — —d&, (% — —{% imposes right-handed up-type
fermions to couple to the ®, and right-handed down-type fermions to ®,. The Minimal
Supersymmetric Standard Model (MSSM) is a special case of a type-II model. In the lepton-
specific or type-X 2HDM, the right-handed leptons couple to ®; while right-handed quarks
to the @, enforced by the &, — —®,, (%, — —(% symmetry. Finally, as in the type-II model,
in the flipped or type-Y 2HDM, right-handed up-type and down-type fermions couple to
different Higgs doublets but right-handed leptons couple to ®,. A summary of the couplings

and symmetries of all the different models is given in Table 1.2.

Table 1.2: 2HDM models with the specific couplings of the Higgs-doublets to the right-
handed SM fermions and the discrete symmetries introduced to eliminate all FCNC.

uby  dy O Discrete symmetry

Type-I &, &, P, ¢, — -,
Type-ll @, & @ (®y,dg, () = — (P, dp, (R)
Type-X @, ¢, P ((I)hfi%)_)_(q)laa%)
Type-Y @, @ &, (D, dp) = —(Py,dp)

1.2.4 Supersymmetry

Supersymmetry (SUSY) [36, 37] is a theoretical BSM framework that relates bosons with
fermions. Each SM fermion or boson corresponds to a SUSY boson or fermion, respectively,
called a “superpartner”. In an exact SUSY theory, the superpartners have exactly the same
properties as the SM particles except for their spin which differs by a half-integer. However,
since no fundamental particles with the same masses have been detected, SUSY cannot be
an exact theory and is instead considered a broken symmetry. The breaking of the SUSY
symmetry shifts the masses of the superpartners to higher values. The SUSY generators “Q”

transform the fermions into bosons and vice-versa as follows:

Q|Fermion) = |Boson), Q|Boson) = |Fermion) (1.56)

and satisfy an algebra of the following anticommutation and commutation relations:

{Qu. Q) =20%:P, (1.57)
{Qu.Qs} = {@L.QL} =0 (1.58)
[@a.P] = [QLB) = (159)
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where the «, 3 are spinor indices that act on left-handed and right-handed Weyl spinors
respectively. The P, is the four-momentum generator of the spacetime translation.

The particles are grouped into supermultiplets in which the number of fermionic d.o.f
matches the bosonic d.o.f. The simplest case contains a Weyl spin-1/2 field v; (2 d.o.f) and
a SUSY complex scalar field S; (2 d.o.f) and it is called the “chiral” or “matter” or “scalar”
supermultiplet. Another simple case of a supermultiplet contains a spin-1 massless gauge
field A, (2 d.o.f) and its superpartner Weyl spin-1/2 field A, (2 d.o.f), the “gaugino”. The
index « is the gauge index of the associated gauge symmetry group.

SUSY gives answers to many unresolved problems of the SM. It introduces stable and
neutral weakly interacting particles which are good mediator candidates of the dark matter.
Furthermore, it explains the baryon asymmetry problem and solves the hierarchy problem.
In the presence of scalars S with mass mg that couple to the Higgs boson, quantum loop

corrections contribute to the Higgs boson mass corrections described by:

Amiy ~ )\?A;f [(mfc —mg)log (A) + 3m7 log (%>} + (’)(i?) (1.60)
4 mg my A
where the subscripts f and S refer to the fermions and the SUSY scalars respectively. The
Ny refers to the repetition number of the fermion f. As seen in Eq. (1.60) the quadratic
terms of A that appear in Eq. (1.37) vanish while only a logarithmic dependency is present.
Depending on the masses of the superpartners, Am7 can be small even for values of A in the
Planck scale. However, for SUSY particles that are too heavy compared to the SM fermion
masses, Am7; is still large and the hierarchy problem preserves. For corrections of the same
order as the tree—level Higgs boson mass, the SUSY particles should not exceed the TeV

scale.

Minimal Supersymmetric Standard Model

The simplest SUSY model introduces the smallest possible number of new particles and it is
called the Minimal Supersymmetric Standard Model (MSSM). MSSM is based on the SM
gauge symmetry SU(3)o ® SU(2);, ® U(1)y and it is a 2HDM type-II model. For each
spin-1 gauge field, it predicts a spin-1/2 gaugino, the bino Bofthe U (1), three winos Wa of
the SU(2), and eight gluinos G,, of the SU(3). Furthermore, for each SM fermion, there is
a left- or right-handed scalar SUSY particle that belongs to the same supermultiplet. These
particles are called squarks and sleptons. The two doublet scalar fields H", H d give masses
to the up and down fermions respectively through the spontaneous electroweak symmetry
breaking, resulting in the five 2HDM Higgs bosons. The superpartners of the Higgs bosons
are the spin-1/2 higgsinos H", H®, which mix with the Wa and B to generate masses to
the physical mass eigenstates, the charginos XfQ and neutralinos X(1),2,3,4~ The lightest SUSY

particle ! is a good candidate for dark matter as it is predicted to be stable, electrically
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neutral and interact weakly with the SM particles. Table 1.3 summarizes the supermultiplets

with the SM particles and the associated MSSM superpartners.

Table 1.3: Supermultiplets in the MSSM.

Supermultiplet | Superfield | Bosonic field | Fermionic field
gluon / gluino G, e éz
W boson / wino W, we ’WS
B boson / bino B B, Eu
i v ) g v, e
slepton / lepton R (72, €1) (ve)s
£ & ol
Q (ur,dr) (u,d)p,
squark / quark e L ut
D di £
- e H, (Hg, Hy) HY, Hy
Higgs / higgsino A T
H, (H.f, Hy) Hf B

1.3 Charged Higgs boson production in proton-proton col-

liders

The experimental observation of a H * would be strong evidence of new physics as the SM
does not include any electrically charged scalar particles. In proton-proton (pp) colliders,
the production of the H * can take place in different modes, depending on the H * mass
(my+) [30, 38]. Searches on the H * distinguish a “light H £ with a mass less than the
difference of the top- and the bottom-quark mass (m ,+ < m, — my), an “intermediate H £
with a mass close to the mass of the top quark (m,+ ~ m,;) and a “heavy H £ with a mass
greater than the sum of the top- and the bottom-quark mass (m = > m, + my).

In the light H= scenario, the H~ arises mainly from the decays of a top quark in as-
sociation with a bottom quark (¢ — bH™). In the heavy H* scenario, the dominant pro-
duction mechanism is in association with a top quark and a down-type quark X, mainly a
bottom quark.(pp — tH™ + X). Depending on whether bottom quarks are involved in the
hard scattering, the production can take place through different modes. In the four-flavor
scheme (4FS), the bottom quark is considered as heavy and it does not participate in the hard
scattering. Thus the production occurs through gluon-gluon fusion (g9 — tbH ) or quark-

antiquark annihilation, the so-called Higgsstrahlung (¢q — tbH ). In the five-flavor scheme
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() (b) (©)

Figure 1.6: Tree-level Feynman diagrams for the heavy charged Higgs boson production in
pp collisions. The direct gg — thH* production process (a), the Higgs-strahlung qq —
thH™ process in the 4FS (b) and the gluon splitting process gb — tH* process in the SFS

(c).
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Figure 1.7: Tree-level Feynman diagrams of the light H * production through the decay of
a top quark (a), the intermediate H * production through the non-resonant top quark (b) and
the heavy H= production in association with a top and a bottom quark (c).

(SFS) the bottom quark is treated as a massless parton and can be involved in the initial state.
The production in the SFS takes place also through a gluon and a bottom quark interaction
(gb — tH™). The Feynman diagrams of the heavy H= are illustrated in Fig. 1.6.

In the case of an intermediate m =, the production through the non-resonant top quark
pp — HEWTbb contributes to the interference between the ¢ — bH™ and pp — tH™ + X
production modes. Figure 1.7 shows the Feynman diagrams of the production of a light H=
from the top-quark decay, the intermediate pp — H=W Tbb process and the production of

the heavy H * in association with a top and a bottom quark.

1.3.1 Cross section

The cross section of the light H* production is estimated from the top-antitop quark (tf) pair
production cross section times the branching ratio ¢ — bH £ In pp colliders, the tt produc-
tion occurs through quark-antiquark annihilation or gluon-gluon fusion. For the calculation
of the heavy H * cross section, the 4FS and 5FS are combined with the Santander matching
formula [38—42] to provide a unique cross section in the asymptotic limits 1+ /m;, — 1 for

the 4FS and m, ;= /m,, — oo for the SFS. The combined cross section is given by:
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s s
1+w
where w is a weight which depends on the relative importance on the m =
M+
w=In —2 (1.62)
my,

The matched cross section is shown in Fig. 1.8 for different values of tan 3 and m,,+.
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Figure 1.8: Cross section for t H X production, after matching the 4FS and 5FS results.
The upper row shows the cross section as a function of the tan 3 for different m ,+ values.

The lower row shows the cross section as a function of the m u* for different values of
tan 3 [38].

In the intermediate m ,+ region, finite top-quark width effects play an essential role in

the estimation of the cross section. In [43] a first-time precise prediction is established.

1.3.2 Charged Higgs boson decay

The H* can decay to fermion-antifermion pairs of the same generation or pairs of bosons
including the charged W= and a Z°, 5 or a lighter neutral Higgs boson. Decays to non-SM
particles are also possible. The probability of each decay mode is defined as the branching
ratio or branching fraction (B) and it depends on the m .+ since in specific mass ranges, some
decays are not kinematically allowed. Furthermore, as discussed in Section 1.2.3, Higgs bo-
son to fermion couplings are determined by different models. This means that the branching

ratio depends also on the theoretical model and the corresponding model parameters.
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1. Theoretical background

The decay modes of the H * are displayed in Figs. 1.9 and 1.10 as a function of the mass
spectrum for the hAMSSM and M, ;}25 theoretical benchmarks [44—-48]. The hMSSM scenario,
assumes that the lightest CP-even Higgs boson is the SM Higgs boson with mass 125 GeV
and the SUSY particles appear with very high masses of the order of the TeV scale. As seen
in Fig. 1.9 (left) in the low mass region the main decay channel is H t T:tI/T while for
heavy H * the dominant channel is the decay into a top and a bottom quark (H * 5 tb). The
branching ratio of H= — ¢b in the high mass region which is the topic of this work remains
large for a wide range of values of the parameter tan $ values as seen in Fig. 1.9 (right).

In the M,'*®, all the superparticles are heavy and the coupling with the light Higgs boson is

tanf = 10 hMSSM scenario hMSSM scenario
—~ 1 —~ ]
> _\ H" -~ hw* 2
1 i 1 I ~ —
+ + =
z z
N—’
m m
o6r |/ —tanB =5
tanB = 10
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F —tanp = 50
0.2
10—4 L L L oo L L I R R 0’ n n n L L |
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inputs provided by LHCHXSWG rnH" [G eV] inputs provided by LHCHXSWG I’nHJ' [G eV]

Figure 1.9: Branching ratios of the a decay modes for tan 5 = 10 (left) and branching ratio
of H* — tb for different values of tan /3 (right) in the AMSSM benchmark scenario.

negligible. Heavy Higgs bosons with masses up to 2 TeV decay only to SM particles. Above
this value, the contribution from SUSY particles becomes significant. The branching ratios
in the context of the M, " scenario are shown in Fig. 1.10 (left). As in the AMSSM, the decay
of the H™ to the third- generation fermions dominates for a wide range of tan [ values. This
is shown in Fig. 1.10 (right) for the H * 5 tb. The largest branching ratio in the light *
mass region corresponds to * 5 7%u_ while for higher masses the main decay mode is
H* — tb.

At the alignment limit sin(5 — «) — 1 where decays of the H * to a W* and neutral
scalars h°, H” or A is suppressed, the branching fractions for all the 2HDM types are shown
in Fig. 1.11, for m ,;+ =250 GeV (heavy H* region) and degenerate m ,+ , m o and m4 [49].
For type-X, the branching fraction to v, starts to dominate over the tb channel for large
values of tan 5. For the rest types of 2HDM, the tb decay dominates for the entire tan

range.
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Figure 1.10: Branching ratios of the * decay modes for tan 8 = 10 (left) and branching

ratio of H* — b for different values of tan S (right) in the M, 125 benchmark scenario.

1.3.3 Experimental results

The ATLAS and CMS experiments set upper limits on the production cross section of the
H? in different decay modes and final states.

Searches for a H* with the ATLAS [50] and CMS [51] experiments set upper limits on
the H¥ — 7%, in the light and heavy H™ regimes at a center-of-mass energy of 13 TeV
that correspond to an integrated luminosity of ~ 36 fb~'. In the low mass region, ATLAS
extracts upper limits on the B(t — bH™) x B(H® — 7v,) while CMS sets upper limits
onthe o+ x B(H" — 7v,)assuming 0+ = 20B(t — bH")(1—B(t — bH™)). The
results obtained from the CMS experiment correspond to B(t — bH™) x B(H* — 71v,)
values between 0.36% and 0.08% in the mass range of 80-160 GeV. The results provided
by ATLAS range from 0.25% to 0.031% for masses 90-160 GeV. In the heavy H * region,
ATLAS assumes o(pp — tbH i) while in CMS the production mode is not specified. The
results of the ATLAS and CMS experiments are shown in Figs. 1.12 and 1.13 respectively.

Searches for a heavy H * that decays to a top and a bottom quark have been performed
with the CMS experiment in the dilepton, single lepton and hadronic final states [52, 53] at
/s = 13 TeV and with an integrated luminosity of ~ 36 fb~'. The combined upper limits
on the o(H*th)B(H* — tb) exclude values above 9.25 pb and 0.005 pb in the range of
200-3000 GeV. Figure 1.14 (left) shows the combined limits along with the median expected
limits of each final state. The single-lepton final state shows the best sensitivity in the whole
m,,+ range. A recent paper from ATLAS collaboration [54] set upper limits in the single
lepton final state at /s = 13 TeV, using the data collected during the 2016-2018 period
that correspond to 139 fb™'. Exclusion limits are set in the mass range 200-2000 GeV that
correspond to 3.6 pb and 0.035 pb respectively. The results are shown in Fig. 1.14 (right)

and are compared to the limits extracted with 36 fb™* (red lines). Theoretical predictions are

21



1. Theoretical background

tb
1 = 1
v
S 01 S 01
§ Type | § Type |l
o 1072 o 1072
= £
5
s 1073 s 1073 cs
om [41]
+ v H
T 104 T 1074}
CS
1075 10~5
5 10 15 20 25 5 10 15 20 25
tang tang
L tb
S § o
& S 40-2 Type ¥
[T 'R
o [e)]
£ = 1073
[3] [3] Cs
c (=
S s
o @ 10
kS kS
10°5
1078 10°6
5 10 15 20 25 5 10 15 20 25
tanB tang

Figure 1.11: Branching fractions of the H* into the dominant third generation fermions as a
function of tan 3 for m + =250 GeV. The alignment limit sin(3 — o)) — 1 and degenerate
my+ , myo and m, are considered to suppress the H o wERS, H* — W*H° and
H* — W*A° contributions [49].
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Figure 1.12: Exclusion limits of the ATLAS experiment on the B(t — bH i) X
B(H® — 7v.) (left) and o(pp — tbHT) x B(H* — 7v.) (right) as a function of
the m = obtained with ~ 36 fb~" at /s = 13 TeV [50].

also illustrated in the AMSSM benchmark scenario and for tan (5 values of 0.5 and 1.

22



1. Theoretical background

CMS 35.9 ! (13 TeV)
~—~ T T T T T T TTT \‘ T
Q
2 10
—~
=
>
£
l—l
1 1= E
+:I|: E H -~ v
~ L All final states combined
o -1
¢ 107F o
@) F 95% CL upper limits
- —e— Observed
[ oweeee Median expected
10—2 L [ 68% expected i
[]95% expected 3
>

=
o
W
T

o | Lol

150 180 1000 3000
m . (GeV)

L
100
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Figure 1.14: Exclusion limits on the o(H¥tb)B(H* — tb) at \/s = 13 TeV. Left: CMS
limits obtained with ~ 36 fb™* [53]. Right: ATLAS limits obtained with ~ 139 fo* [54].

1.3.4 Experimental constraints

Experimental results of H * studies put constraints on the (m =, tan 3) plane [49]. Searches

Ye™ — Z/y — HVYH™ performed in the LEP experiment [55] exclude

on the e
g+ S 80GeV in type-Il and m = < 72.5GeV in type-1 2HDM. Strong indirect con-

strains are set from B meson decays B — X7 [56] that exclude m = < 580GeV. For

m

type-1II and type-Y the exclusion region is independent of tan 5 while in type-I and type-X,
the exclusion limits affect the low tan  region. These results are combined with the latest
CMS results of H* — 7u, and HE — tb to calculate exclusion regions in the light
m ,+ and heavy m .+ scenarios respectively. The exclusion regions are shown in Fig. 1.15

in the alignment region and for different types of 2HDM. The red regions represent the CMS
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upper limits at /s = 13 TeV and the green regions are excluded with the CMS upper limits
at /s = 8 TeV. The regions below the dashed black line are excluded by B(B — Xgv) and
the solid black line defines the exclusion region of B(Bg — " 7).
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Figure 1.15: Branching ratios of the H * decay modes for tan 8 = 10 (left) and branching
ratio of HX — b for different values of tan B (right) in the hAMSSM benchmark scenario [49].
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2 The experimental setup: the LHC accelerator

and the CMS detector

2.1 Accelerators

The first accelerators were used in the early 1930s and were intended to study the structure
of the atom’s nucleus. To date, experiments in accelerators have studied various aspects of
particle physics and led to big discoveries. The operation of the accelerators is based on
enhancing the kinetic energy of a beam of charged particles, leptons or hadrons, with the use
of electromagnetic field. The particle beam acquires a speed comparable to the speed of light
and collides either with a fixed target or with another particle beam within a detector.

The most important components of a particle accelerator are the maximum energy and
luminosity that can be reached. High energies are required to produce heavy particles, at a
minimum center-of-mass energy equal to the rest energy of the particle. The center-of-mass
energy is given by /s where s is a Mandelstam variable calculated from the four-momenta

of the colliding particles p, p:
s = (p +p)°. (2.1

Luminosity describes the rate of events produced (dN) per area and is expressed by:

1dN
= (2.2)
where o is the transition cross section from the accelerating-particles scattering to a specific
process. High luminosity allows the detection of rare processes, and the collection of a large
amount of data can enhance the precision of their properties’ measurements.

Based on their geometry, accelerators are categorized into linear or circular ones. In
circular accelerators, a magnetic field B is applied to direct the beam in a circular orbit.
Unlike linear accelerators, particle beams in circular accelerators can rotate multiple times
until they reach sufficient energy. This means that the maximum energy that can be achieved
is not limited solely by the physical size of the ring. However, accelerating charged particles

in circular motion emit energy in the form of synchrotron radiation. The energy loss per

revolution is given by:

2 4
ap=iTC (%) 23)



2. The experimental setup: the LHC accelerator and the CMS detector

where R is the radius of the circular path, E, m, q are the particle energy, mass and charge
respectively and ¢ is the speed of light. The dependence of the energy loss on m ™~ * implies
that the achieved energy is limited in the case of light particles, such as electrons.

The utilization of leptons provides a well-defined collision energy and a cleaner environ-
ment in terms of activity inside the detector, owing to the fact that leptons are elementary
particles. These characteristics render the lepton colliders ideal for precision measurements.
On the other hand, circular hadron colliders are used for discoveries at high energies because
they can reach high center-of-mass energies. Due to the composite structure of hadrons, col-
lisions occur between the hadron constituents, the quarks and gluons. The collision energy
depends on the fraction of the total hadron energy carried by each particle constituent and

the interaction of the particles with the detector results in a high-level collision activity.

2.2 Large Hadron Collider

The Large Hadron Collider (LHC) [57-59] is located at the European Organization for Nu-
clear Research (CERN) on the Franco-Swiss border and it is the largest and most powerful
circular accelerator in the world. It was first commissioned in September 2008 and its main
goal was the discovery of the Higgs boson and the discovery of new physics. The LHC is
a 27 km ring, located 50-175m underground. The maximum operating center-of-mass en-
ergy is y/s=14 TeV and can achieve a maximum luminosity of 10* cm™2s™". It is built with
superconducting dipole NbTi magnets, which generate an 8.3 T magnetic field and direct
two proton beams in a circular motion with opposite directions. To maintain the magnets,
superfluid Helium is used as a coolant at a temperature of 1.9K. The magnet system is shown
in Fig. 2.1. It consists of two pipes with separate vacuum chambers and dipole magnets for
the two proton beams, while a shared cryostat and powering infrastructure are used. Ad-
ditional quadrupole magnets are implemented to align and focus the beams. Around the
interaction points strong quadrupole magnets are installed that squeeze the beams in high
densities to increase the probability of the collision. Sextupole, octupole, and decapole mag-
nets are used to correct small imperfections in the magnetic field.

The acceleration of the proton beams is done using radiofrequency (RF) cavities. For
each beam there are eight cell cavities, providing a maximum accelerating voltage of 2 MV.
The voltage generates an oscillating electric field of 400MHz. The protons passing through
each cavity feel the electric field and get a push along the direction of their motions that accel-
erates or decelerates them so that they are synchronized. The synchronization of the protons
in the bunches is very important as it ensures that the traveling protons will not collide with
each other inside the accelerator. The protons are then grouped in packets called “bunches”.
Each proton beam contains up to 2808 bunches of 1.15x 10" protons. Consecutive bunches
have a distance of 7.5 m which corresponds to 25 ns spacing.

The LHC ring consists of eight arcs approximately 528 m long each which are connected
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Figure 2.1: Cross section of the LHC dipole magnet [60].

by straight sections as illustrated in Fig. 2.2. The connection points are labeled as points 1-
8 or interaction regions (IR). Four of them host the detectors of four of the experiments
running at the LHC : A Toroidal LHC ApparatuS (ATLAS) [61] at point 1, Compact Muon
Solenoid (CMS) [62] at point 5, A Large Ion Collider Experiment (ALICE) [63] at point
2, and Large Hadron Collider beauty (LHCb) [64] at point 8. These are the four points

. IRS

Acceleration/RF Beam extraction

and dump
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IR3 off-energy | halo

collimation IR7
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Figure 2.2: The LHC ring with the eight arc sections [59].

where the beams cross. The remaining four points are used as machine utilities. At point 3,
off-momentum particles are caught by collimators and absorbers. At point 7, a collimation

system removes halo particles to prevent damage to the LHC machines and minimize the
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2. The experimental setup: the LHC accelerator and the CMS detector

impact of radioactive activity. The RF cavity system is placed at point 4. Finally, at point 6,
a beam dump system is installed to protect from beam loss. The response of the system is
extremely fast and removes the beam within a single orbit.

The proton beam is produced by ionizing hydrogen gas. Before entering the LHC, the
beams pass through a series of pre-accelerators. Leaving the hadron chamber, beams are
injected in the LINAC 2 linear accelerator where they acquire energy of 50 MeV. The beams
are then sent to the Proton Synchrotron Booster (PSB) to be accelerated to 1.4 GeV energy
and then enter the Proton Synchrotron (PS). In the PS, the energy of the protons reaches
25 GeV. The last stop is the Super Proton Synchrotron (SPS) where the beams are cleaned
from “halo” particles that are away from the beam to prevent damage to the LHC, beam
losses and background radiation. Finally, the beams are transferred to the two pipes of the
LHC with an initial energy of 450 GeV. The two beams are circulated in opposite directions
inside the two pipes until they reach the desired energy of a maximum 7 TeV and collide
near the four interaction points. The instantaneous luminosity for head-on collisions can be

expressed as:
2

L — npr frev
dro,0

(2.4)

y
where 7, is the number of bunches containing N, protons each, f,., is the revolution fre-
quency and o,, o, are the transverse beam sizes in the horizontal and vertical directions
respectively which express the overlap cross section at the interaction point. For a Gaussian
beam distribution, the beam size is determined by the standard deviation (RMS) and is equal

to:

o= (2.5)

In the above equation, €, is the normalized emittance assuming a proton velocity © ~ c and
represents the beam size in the transverse phase space, v is the relativistic Lorentz factor and
B is the amplitude function [65]. At the interaction point the beam is squeezed to small
values, denoted as *. The crossing angle between the two beams at the interaction point

causes a luminosity reduction which is given by the geometric luminosity reduction factor:

F= 1/,/1+(62f:) (2.6)

with 6, being the crossing angle, o, the RMS bunch size in the longitudinal direction and o™

the transverse RMS bunch size at the interaction point.

The instantaneous luminosity can be written in terms of the LHC parameters:

2
npr frev

=
7 4B,

F 2.7)

The number of produced events of a given process can be estimated from the product of the
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process cross section and the time integral of the instantaneous luminosity:

N o / L)t

(2.8)

The nominal beam and machine parameters as well as the parameters of the second operating

period of the LHC (Run II) that took place from 2016 to 2018 are summarized in Table 2.1.

Table 2.1: Designed and operating parameters of the LHC for 2016-2018 [66].

Parameter Designed 2016 2017 2018
Energy, /s (TeV) 14 13 13 13
Number of bunches, 7, 2808 2220 2556 2556
Amplitude function, 5* (cm) 55 40 40—30 30—25
Normalized emittance, €,, (1tm) 3.75 1.8-2 1.8-2.2 1.8-2.2
Peak luminosity, £ (10*'ecm™2s™1) 1.0 1.5 2.0 2.1
Half crossing angle, 6./2 (urad) 142.5 185—140 150—120 160—130

Additional inelastic pp interactions within the same or nearby bunch crossings may occur,

overlapping the main proton collision. These interactions are called pileup and they are

characterized by low momentum. In the presence of large pileup events, the environment

inside the detector becomes harsh making the analysis challenging. The pileup interactions

increase as the instantaneous luminosity increases, following a Poisson distribution. The

distributions of the integrated luminosity recorded by the CMS detector and the average

number of interactions per beam crossing are shown in Fig. 2.3 for the data-taking period of

2015 to 2018 as well as the 2022 period, the beginning of the Run III era with an increased

center-of-mass energy of /s = 13.6 TeV.
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Figure 2.3: Right: Total integrated luminosity as a function of the day delivered to the CMS
detector. Left: Recorded luminosity as a function of the mean number of interactions per

bunch crossing.
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2.3 The CMS detector

The CMS detector [62] is a cylindrical apparatus 22 m in length and 15 m in diameter. As
shown in Fig. 2.4 it is composed of a series of concentric layers of subdetectors that are
designed to exploit various properties of particles, such as their charge, position, energy, and
momentum, as well as their interactions with matter, and prove information about the nature
of the particles. In the central region, the subdetectors are arranged in a barrel geometry,

while in the longitudinal direction, they are organized into disks or endcaps.

vacuum chamber

central detector

electromagnetic
calorimeter

hadronic
" calorimeter

Detector characteristics

Width:  22m ‘
Diameter: 15m

Weight:  14'500t

Figure 2.4: The CMS detector.

The CMS experiment uses a special coordinate system for the definition of spatial and
angular variables, and is illustrated in Fig. 2.5. Considering the collision point as the origin,
the positive z-direction is pointing towards the center of the LHC ring, the z-axis is parallel
to the direction of the counter-clockwise proton beam and the y-axis is normal to the other
two axes, pointing towards the surface. The z-axis determines the longitudinal direction
while the © — y plane defines the transverse plane. The azimuthal angle in the z — y plane
and the polar angle measured from the positive z-direction are defined as ¢ and 6 angles
respectively. Pseudorapidity 7 is a Lorentz invariant variable that is usually used instead of

the polar angle ¢ and it is defined as:

n=—In {tan (g)} (2.9)
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The relation between the 6 angle and 7 is illustrated in Fig. 2.6. Pseudorapidity, approximates

the rapidity y of a relativistic particle when its mass becomes negligible:

1 E+pz
= -1 2.1
Y QD(E—PZ) 10

where E, p; are the energy and the longitudinal momentum of the particle. The momentum

of a particle in the transverse plane is defined by the transverse momentum pr as:

pr=\/p2+ D} (2.11)

In conclusion, the coordinates of an object in the detector can be completely determined

by the 1 and ¢ variables and the distance between two objects in the 1 — ¢ space is given by:

AR =/ A$* + An® (2.12)

LHCb

N
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Figure 2.5: CMS coordination system.
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Figure 2.6: Pseudorapidity n for different values of the polar angle 6.
Starting from the collision point and moving towards the outer part of the detector, parti-
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cles pass through subdetectors made of relatively light material where highly interacting par-
ticles are absorbed. Less interacting particles end up in high-density material layers where
they deposit their energy and stop. Entering the detector, particles first encounter the tracking
system, followed by the electromagnetic and the hadronic calorimeter. All these subdetec-
tors are surrounded by a superconducting solenoid magnet [67] which generates a uniform
magnetic field of 3.8 T. The magnetic field is enclosed by a steel magnetic yoke, which con-
sists of five layers in the barrel and three layers in the endcaps regions. The strong magnetic
field bends the trajectory of highly-energetic charged particles and allows the accurate mea-
surement of their momentum. Muons interact very weakly with matter and manage to escape
from all the previous layers and end up in the outer part of the detector, the muon system.
Located outside of the solenoid magnet, the muon system is exposed to a non-uniform mag-
netic field. Figure 2.7 shows a transverse slice of the CMS detector and the trajectory of

charged and neutral particles passing through the detector layers.

Key; Muon
Electron
Charged Hadron (e.g.Pion)
— — — - Neutral Hadron (e.g. Neutron)
----- Photon

=

Transverse slice
through CMS

Silicon
Tracker

Electromagnetic \
Calorimeter

Hadron
Calorimeter

Superconducting
Solenoid

Iron return yoke interspersed
with Muon chambers

om im m 3m 4m 5m 6m 7m
| | 1 | | | | |

Figure 2.7: Cross section of the CMS detector.

2.3.1 Tracking system

The tracking system [68] is the subdetector located closest to the interaction point. Its pur-
pose is the reconstruction of the trajectories of the electrically charged particles which allows
the precise measurement of their momentum and charge, as well as the reconstruction of the
position of the interaction point and impact parameters. Traces of the trajectories are left on

the material of the detector as hits which reveal the particle position. These hits are then fitted
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to reconstruct the tracks of the charged particles. The tracking system consists of the silicon
pixel and the silicon strip tracker detectors, arranged in concentric cylindrical geometries.
The selection of the material arises from the need to minimize the radiation damage caused
by the enormous particle density that enters the detector and the bremsstrahlung radiation
produced by the incoming electrons. Furthermore, it provides a fast response on the scale
of 25ns allowing the control of contributions of additional inelastic interactions per bunch

crossing. A schematic view of the tracker system is shown in Fig. 2.8.
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Figure 2.8: The CMS tracking system.

Pixel tracker detector

The Pixel tracker detector is the innermost part of the tracker that provides a three-
dimensional track reconstruction with a pseudorapidity coverage of || < 2.5. It consists of
about 66 million silicon sensor modules of size 100um x 150pm, resulting in spatial reso-
lution of the same magnitude. The original detector consisted of three barrel layers (BPIX)
at a radial region between 4.4 cm to 10.2 cm and two endcap disks (FPIX) on each side.
With the upgrade of the CMS during the first technical stop at the end of 2016, the pixel de-
tector comprises four barrel layers and three endcap disks [69]. The installation of the new
beam pipe with a smaller radius allowed the placement of the innermost barrel layer closer
to the interaction point and at a radius of 2.9 cm improving the pattern recognition at smaller
radii. The layers are arranged such that the Lorentz angle includes charge sharing between

neighboring pixels.

Strip tracker detector

The silicon strip tracker is located at radii 20 cm to 116 cm away from the interaction
point [70]. It is composed of the tracker inner barrel and disks (TIB, TID) which occupy
the innermost part of the strip tracker with a maximum radius 55 cm, and it is surrounded

by the outer barrel and endcaps (TOB, TEC). TIB consists of four barrel layers of silicon
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2. The experimental setup: the LHC accelerator and the CMS detector

micro-strip sensors parallel to the beam axis and have a thickness of 320m. The strip pitch
in the first two layers is 80um and increases to 120pm in the third and fourth layers. TID
consists of three disks at each end of the barrel. The silicon strip sensors are radially oriented
and the pitch varies from 100um to 141um. In the outer strip tracker, TOB consists of six
barrel layers of micro-strip sensors, with 500um thickness and a strip pitch between 183pm
to 122pm. The TEC includes nine disks on each end of the TOB, with up to seven rings of
radial silicon strips. The strips on the rings have a thickness between 320um to 500m and

an average pitch of 97um to 184m. The acceptance of the strip tracker is Inl < 2.4.

2.3.2 Calorimeters

Calorimeters are used for the measurement of the energy and position of the incoming parti-
cles. They are made of high-density material to stop and absorb most of the particles arising
from the collisions. Upon the interaction of the particles with the detector material, a shower
of particles is initiated, and eventually, particles deposit their energy in the calorimeters. The
composition and spatial extension of the shower depend on the type and energy of the inter-
acting particles as well as the detector’s material, allowing the identification of the incident
particles.

Electrons traveling in a medium, radiate bremsstrahlung photons which then split into
electron-positron pairs ¢ e’. The consecutive bremsstrahlung radiation and e e* produc-
tion results in a cascade of photons, electrons and positrons referred to as an electromagnetic
shower. The dimensions of the shower are characterized by the radiation length X, i.e. the
average distance in which an electron loses 1/e &~ 63.2% of its total energy due to radiation,
and the Moliére radius (R,,) that is the transverse dimension of the shower at 90% of the
energy deposition. The electromagnetic shower stops when the average particle energy is
less than the critical energy F,.. The critical energy is defined as the energy in which the
bremsstrahlung and ionization energy loss are equal.

Hadron showers can be produced in the detector calorimeters from charged and neutral
hadrons that interact with the nucleus of the medium via strong interaction, giving rise to a
cascade of particles. The depth of hadronic showers is parameterized by the nuclear inter-
action length \; defined as the mean distance traveled by a hadron before interacting. The
nuclear interaction length is significantly larger than the radiation length. A diagram of an
electromagnetic and hadronic shower is shown in Fig. 2.9.

Based on their construction, calorimeters can be either “homogeneous” or “sampling”.
Sampling calorimeters are made by alternating layers of a passive absorber and active ma-
terial. The absorber is a dense material where the particle shower is produced and stopped
(absorbed) in a limited space. The energy signal is then measured by the active detector. In
homogeneous calorimeters, the absorption and detection of the signal are performed by the

same material.
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Figure 2.9: Electromagnetic (left) and hadronic (right) showers.

Electromagnetic Calorimeter

The Electromagnetic Calorimeter (ECAL) [71] is a homogeneous calorimeter used for the
measurement of the energy and position of electrons and photons. It is made of high-density
lead tungstate (PbWO,) crystals with scintillator properties. The crystal is a transparent ma-
terial with a short radiation length X, = 0.89 cm and a small Moliere radius R;; = 22 mm,
allowing the limitation of the electromagnetic shower to a compact area. As seen in Fig. 2.10
ECAL is composed of the barrel region (EB) and two endcaps (EE) providing a pseudora-
pidity acceptance of Inl < 1.479 and Inl <= 3.0 respectively. The PbWO, crystals have a very
fast time response. The spatial granularity is An x A¢ =0.0175x0.0175 in the EB and in-
creases up to An x A¢ =0.05x0.05 in the EE. For greater granularity, the ECAL features the
preshower detectors (ES) positioned in front of the two endcaps at a pseudorapidity region
of 1.653 < Inl < 2.61. It is a sampling calorimeter that consists of two detector layers, a lead
radiator followed by a silicon strip disk. The strip detectors provide a granularity of 1.9 mm
in the direction perpendicular to the strips and 6 mm in the direction parallel to the strips.
The primary purpose of the ES was to distinguish high-energy from low-energy photons.

The EB crystals have front face dimensions of 22x22 mm? and back face dimensions of
26x26mm” which matches the R, size. The thickness of the crystals is 23 cm correspond-
ing to 25.8X,. In the EE, the surface of the crystals is 28.6x28.6 mm?* and 30x30 mm? in
the front and back face dimensions respectively. The presence of the ES allows the use of
thinner crystals of 22 cm which is translated to 24.7.X,.

The light produced by the scintillators is proportional to the total energy of the original
electron or photon. The scintillator light is converted to an electrical signal and amplified by
avalanche photodiodes in the barrel region and vacuum phototriodes in the endcaps.

The energy resolution of the ECAL in the barrel region [72] is expressed as a function of

the particles’ energy and it was measured:
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Figure 2.10: The CMS ECAL detector.
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The three terms correspond to the stochastic, noise, and constant terms. The stochastic
term describes statistical fluctuations in the number of photons. The noise term accounts for
electronic noise and pileup energy. The constant term contains different systematic effects

like calibration errors and damage to the detector.

Hadron Calorimeter

Strongly interacting particles deposit most of their energy in the Hadron Calorimeter
(HCAL) [73]. HCAL is used for the energy measurement of the hadrons and the missing
transverse energy. It is a sampling calorimeter that consists of the HCAL barrel (HB), the
HCAL endcap (HE), the HCAL outer (HO) and the HCAL forward (HF). The HCAL detec-
tor is shown in Fig. 2.11.

HB and HE are made of active plastic scintillator layers inserted between brass absorber
layers. The HB covers a pseudorapidity acceptance of Inl< 1.4 and provides a granularity
of An x A¢ = 0.087x0.087 while HE covers region of 1.3 < Iyl < 3 and the granularity
is An x A¢p = 0.17x0.17. In the HB, the absorber material consists of a front stainless
steel layer of 40 mm thickness, eight 50.5 mm-thick brass plates, six 56.5-mm-thick brass
plates and a back 75 mm-thick stainless steel layer. At the transverse plane, the thickness
corresponds to 5.82)\; and increases with the polar angle as 1/sin @, up to 10.6\;. In the HE
the absorber layers consist of nine brass plates of 79 mm-thickness. The wavelength of the
light emitted by the plastic scintillator is shifted towards the red (Wavelength-Shifted WLS)
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Figure 2.11: The CMS HCAL detector.

and collected by optical fibers. The signal is then transported to hybrid photodiodes (HPD)
to be converted into an electrical signal.

The HO is located outside of the solenoid covering a pseudorapidity region of Inl < 3. It
acts as a tail-catcher for hadronic showers providing additional nuclear interaction lengths
of 1.4/sin O)\;. It uses plastic scintillators of An x A¢ = 0.087x0.087 as active material and
the return yoke plates as an absorber. The scintillation light is collected with WLS fibers and
read with HPD.

The HF is installed 6m away from the HE and extends the pseudorapidity coverage of the
HCAL up to five. It is located in a high-rate environment of 3.0 < Inl < 5.0. The HF is made
of active medium of quartz fibers and steel absorber. Inside the active medium the incoming
particles release energy through Cherenkov radiation which is collected by photomultiplier
tubes (PMT).

The ECAL and HCAL calorimeters provide a maximum nuclear interaction length of
approximately 12)\; and 10); in the barrel and endcap regions respectively. The combined

energy resolution of the two calorimeters was measured in test beams [74] and is given by:

2 2
JE 847% ) 2
& = — 7.4% 2.14
<E> ( ) (2.14)

where the first and second terms represent the stochastic fluctuations and the noise of the
calorimeters respectively.

In the first operating period of the LHC, the PMT photomultipliers of the HF showed
some signal of anomalously large energy deposits. As the luminosity increased, the identi-
fication and rejection of this artificially large signal became more challenging. To address
this issue, during the technical stop at the end of 2016, the PMTs were replaced by higher-

granularity multianode tubes [75]. The new photomultipliers can identify single-particle
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2. The experimental setup: the LHC accelerator and the CMS detector

anomalous signals, allowing the recovery of the response instead of rejecting the energy
deposit entirely. Furthermore, the HB and HE HPD were replaced with silicon photomul-
tipliers (SiPM) which offer significantly improved energy resolution. The previous HPDs

were prone to electrical discharges when high voltage was applied.

2.3.3 Muon system

Muons interact very weakly with matter and can travel several meters through dense material
before they stop. They are the only charged particles that escape the previous subdetectors
and reach the outermost part of the detector, the muon system [76]. The muon system is used
for muon identification and triggering. As seen in Fig. 2.12, it is divided into three types of
detectors: the barrel drift tubes (DT), endcap cathode strip chambers (CSC) and the resistive
plate chambers (RPC).
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Figure 2.12: The CMS Muon system.

The DT is mostly contained within the return yoke and it is placed at Inl < 1.2. It is com-
prised of four cylindrical stations placed among the layers of the return yoke. The stations
are constructed with drift chambers which include 60 chambers in the three inner stations
and 70 chambers in the outer station. The chambers contain a gas mixture of 85% Ar and
15% CO, which becomes ionized when a muon passes through the detector. The resulting
signals allow the measurement of the muon’s coordinates based on the bending in the » — ¢
plane, as well as the position in the z-direction. Hits from the different stations are then
combined to reconstruct the muon tracks. To eliminate inefficiencies or dead spots and allow
for precise time measurement, the drift cells of each chamber are positioned with a half-cell
width offset from their neighbor cells. The DT provides a spatial resolution of approximately

250 pm in ¢ direction and 500 pm in 6 direction.
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The CSC consists of four endcaps with four stations of cathode strip chambers. They are
multiwire proportional chambers of six layers with radially positioned cathodes and trans-
verse strips with respect to the anodes’ wires. The radial direction of the cathodes allows a
precise measurement of the azimuthal direction. It is placed outside the solenoid and exposed
to a large magnetic field and high muon and background rate and covers a pseudorapidity
region of 0.9 < 7 < 2.4. These chambers use a gas mixture of 40% Ar, 50% CO,, and 10%
CF,. The CSC detector is characterized by fine granularity, fast time response and radiation
resistance. The spatial resolution in each station depends on whether a hit is near the edge of
a strip and it varies between 45 pym and 139 pm.

RPC is mounted in four barrel stations and three endcap stations which cover a region
of Inl < 1.9. The plane chambers are filled with a gas mixture of 96.2% C,H,F,, 3.5%
C,H,y, and 0.3% SFg. It is characterized by its excellent time resolution of the order of a
few nanoseconds and modest spatial resolution. In combination with the DT and CSC, it

provides very good muon triggering.

2.3.4 'Trigger

At the LHC interaction points, proton beams collide every 25ns with approximately 30-40
pileup interactions taking place at each bunch crossing. This results in millions of data per
second, and the storage of such a massive volume of events is impossible. The physics
related to the majority of those events has been already studied and therefore they do not
need to be recorded. In CMS, a real-time triggering system is used to reduce the number of
stored events and to select the ones that are interesting for physics analysis. The selection is
done in two steps, by applying the level-1 (LL1) [77] and the high level trigger (HLT) [78].

The L1 trigger is a hardware-based algorithm. It uses information from the energy de-
posits in the calorimeters as well as track segments and hit patterns from the muon system,
called trigger primitive generators (TPG), to perform a fast but rough reconstruction of var-
ious physics-object candidates, such as electrons, photons, jets and muons as well as global
event variables. The trigger objects are ranked based on energy and quality. The highest-
ranked objects are determined by the Global Calorimeter Trigger and Global Muon Trigger,
and are transferred to the Global Trigger which takes the final decision to accept or reject the
event. The selected events are kept in pipelined memories in the front-end electronics. The
L1 trigger reduces the flow of information from 40 MHz at 25 ns bunch crossing to 100 kHz,
which corresponds to 1/400 events per second.

The HLT is a software-based trigger that processes all the events stored by the L1 trigger
to perform complex calculations using information from all the subdetectors of the CMS.
The HLT uses a simplified version of the particle flow algorithm (discussed in Chapter 4)
to reconstruct more accurately the physics objects and properties using trigger paths. The
trigger paths determine the criteria that an event must fulfill to be accepted. These criteria

are related to the presence of a physics object with requirements on their kinematic properties
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or requirements on global event variables. The HLT reduces the number of events by a factor

of 100 and eventually stores about 1 kHz events for offline analysis.
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3 Data and simulated pp collisions

3.1 CMS integrated luminosity

This work analyzes the data collected with the CMS detector at /s = 13 TeV during Run
II. The luminosity delivered by LHC during stable proton collisions is shown in Fig. 3.1
with azure color, as a function of the time delivered and corresponds to 158.7 fb~t. The
total luminosity recorded by the CMS detector corresponds to 146.5 fb~" and is shown with

orange color in Fig. 3.1.
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Figure 3.1: The cumulative curves for the luminosity delivered by LHC (azure), recorded by
CMS (orange) and certified as good for physics analysis during stable proton beams (light
orange).

The quality of the data collected by the CMS detector is monitored online, at the time
of the collisions. This is a crucial task since problems in the detector can be spotted and
resolved immediately, maintaining high efficiency of good quality data taking. The events
that pass the L1 trigger are then certified offline in detail by experts that check the qual-
ity histograms related to each subdetector system. Events are certified as good if all the
subdetectors, triggers and physics objects show the expected performance and are used for
physics analyses. The luminosity of the certified data during the Run II data-taking period is

137.6 fb~" and is shown in Fig. 3.1 with light orange color. This corresponds to a luminosity
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of 36.3 fb™", 41.5 fb~ " and 59.8 fb~ ! for the data-taking periods of 2016, 2017 and 2018.

At the beginning of the 2016 data-taking period, a decrease in the signal-to-noise ra-
tio was observed in the silicon strip tracker. This was a result of a dynamic hit efficiency
loss on the tracks, due to effects caused by highly ionizing particles (HIP). The problem
was related to saturation effects in the pre-amplifier of the analogue pipeline voltage mode
(APV25) readout chips of the tracker [79]. The problem was recovered in August 2016
and the affected period is referred to as “APV” or “preVFP” and previously known as “HIP
mitigation (HIPM)”. This period corresponds to an integrated luminosity of 19.5 fb~'. To
better describe the effect, data from the “APV” and “non-APV” 2016 period are analyzed
separately [80].

The data samples used in this work are listed in Tables 3.1 to 3.4.

Table 3.1: Collision data from 2016 APV era.

Datasets Luminosity (pb™!)

JetHT_Run2016B_HIPM_UL2016_MiniAODv2_v2_273150_275376 5828.41
JetHT_Run2016C_HIPM_UL2016_MiniAODv2_v2_275420_276283 2601.67
JetHT_Run2016D_HIPM_UL2016_MiniAODv2_v2 276315_276811 4285.85
JetHT_Run2016E_HIPM_UL2016_MiniAODv2_v2_276824_277420 4064.64
JetHT_Run2016F_HIPM_UL2016_MiniAODv2_v2_ 277932 278800 2717.34

Total: 19497.91

Table 3.2: Collision data from 2016 non-APYV era.

Datasets Luminosity (pb_l)

JetHT_Run2016F_UL2016_MiniAODv2_v2_278801_278808 410.83
JetHT_Run2016G_UL2016_MiniAODv2_v2_278816_280385 7652.81
JetHT_Run2016H_UL2016_MiniAODv2_v2_281613_284044 8739.88

Total: 16803.52

3.2 Event simulation

In this analysis, simulated data are used to study the kinematic properties of signal and
background events, develop algorithms and evaluate their performance, as well as compare

with experimental data to extract signal in the presence of the expected backgrounds.
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Table 3.3: Collision data from 2017 era.

Datasets Luminosity (pb_l)

JetHT_Run2017B_UL2017_MiniAODv2_v1_297050_299329 4803.14
JetHT_Run2017C_UL2017_MiniAODv2_v1_299368_302029 9574.02
JetHT_Run2017D_UL2017_MiniAODv2_v1_302031_302663 4247.68
JetHT_Run2017E_UL2017_MiniAODv2_v1_303825_304797 9313.75
JetHT_Run2017F_UL2017_MiniAODv2_v1_305044_306460 13534.53

Total: 41473.12

Table 3.4: Collision data from 2018 era.

Datasets Luminosity (pb_l)

JetHT_Run2018A_UL2018_MiniAODv2_v1_315257_316995 14026.95
JetHT_Run2018B_UL2018_MiniAODv2_v1_317080_319310 7060.79
JetHT_Run2018C_UL2018_MiniAODv2_v1_319337_320065 6894.78
JetHT_Run2018D_UL2018_MiniAODv2_v2_320413_325172 31834.89

Total: 59817.41

The simulation of pp collision events is a multistage process. The first step describes the
hard scattering at the parton level [30, 81, 82]. This is followed by the parton shower evo-
lution and hadronization as well as the decay of unstable particles into final-state particles.
The next step is the description of pileup events and low-momentum secondary interactions.
Furthermore, the detector simulation describes the interaction between particles with the
detector, the trigger, and digitization of the signals, taking into account the detector’s accep-

tance and resolution effects.

3.2.1 Parton distribution functions

In high energies, protons consist of the three “valence” quarks (uud) and a sea of quarks and
gluons arising from QCD interactions. The structure of a hadron cannot be explained by the
QCD perturbation theory. Instead, the quark and gluon constituents are described with parton
distribution functions (PDFs). The PDFs describe the probability of finding a parton of type
« (quark or gluon) carrying a momentum fraction = with respect to the mother hadron A. The
momentum scale () is usually selected to be in the scale of the hadron, typically equal to the
hadron’s mass: Q? = . The PDF is denoted as fg(x, i), where iy is the factorization

scale parameter that is used to separate the hard process, which occurs at high momentum
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transfer, from the soft process with low momentum transfer.

PDFs can be extracted experimentally with deep inelastic scattering experiments in short
distances or phenomenologically with lattice QCD calculations. Figure 3.2 shows the PDFs
for 1* = 10 GeV? (left) and z* = 10* GeV? (right) provided by the NNPDF collaboration
using collision data from multiple experiments [83]. In both cases, gluons and (anti)quarks
from gluon splitting g — ¢¢ contribute to low-z values while the PDF of the valence quarks
increases in large values of x. Based on the measured PDFs at a given energy scale, a
prediction of PDFs to different scales can be described by the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) evolution equation [84—-86].
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Figure 3.2: PDFs measured by the NNPDF collaboration at ;° = 10 GeV? (left) and
12 = 10* GeV? (right). Figures from [83].

3.2.2 Hard scattering

The hard scattering in hadron collisions describes deep inelastic scatterings with large mo-
mentum transfers. It is a short-distance process of asymptotically free particles that can be
described by perturbation theory.

In collisions at a squared center-of-mass energy s = (P, + P2)2, the partonic squared

center-of-mass energy s is:

§ = (l'lPl + ZL'QPZ)Z =~ 21}1332P1P2 =~ T1T9S (31)

where z; and z, are the fraction momentum carried by the two partons inside the hadrons

with total momentum P, and P, respectively.
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At the leading-order (LO) perturbation theory, the cross section of a scattering process of

two hadrons h,hy, — X can be computed by the factorization theorem:

Ohihy—X = Z /d%d%fihl (21, ,UF)f]h2 (22, MF)a-ijﬁX(l‘leSv IR [ (3.2)
,J=49,9,9

In the above equation, the sum runs over all the possible kinds of partons inside the two

hadrons. The last term 6;;_, x (21295, [ig, jtr) Tepresents the parton-level cross section for

the production X through the initial partons ¢ and 7 on the factorization and normalization

scale u and . The renormalization scale 1y 1s a parameter used to absorb the divergences

in higher-order perturbative calculations. The partonic cross section can be expressed as an

integral in the differential final-state phase space of n particles ®,, as:

R 1
OijsX = 2% /dq)nz |Mij~>X|2 (3.3)
h,c

where M,;_, x refers to the matrix elements and % is the hadron flux. The matrix elements
are calculated by the sum of all the Feynman diagrams and the parton helicities and colors.

The differential phase space element over the n final-state particles is given by:

. dgpk 44 -
k1 (27'(') 2Ek‘ k=1

Several Monte Carlo (MC) event generators are available to calculate the hard pro-
cess. For instance, MADGRAPH [87] calculates the matrix elements at LO precision, while
MADGRAPHS5_aMC @NLO [88] provides matrix element calculation at next-to-leading or-
der (NLO) QCD corrections. POWHEG [89-94] incorporates both LO and NLO perturbative
QCD corrections. All these generators provide no parton shower or hadronization modeling
and therefore they need to be combined with a parton shower generator like PYTHIA [95].
PYTHIA is a multi-purpose generator that simulates all aspects of event generation and pro-

vides matrix element calculations at LO precision.

3.2.3 Parton shower

The parton shower can be described as a generic initial hard scattering process followed by
an arbitrary sequence of splitting probabilities of ¢ — qg, g — qq, g — gg. In an almost-
collinear radiation splitting of the form ¢+ — jk, the differential cross section of the I
splitting is given by:

2\ 102
ag(q”) do

dopy1 = doy,
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where 0, ¢ are the opening and azimuthal angles of the splitting, P, j; the flavor-dependent
DGLAP splitting functions and z the energy fraction carried by the parton j.
The energy scale or the “hardness” of each splitting vertex can be defined as the virtuality

of the splitting parton ¢*:

¢ = 2(1— 2)0*FE? (3.6)
which fulfills the condition: ) )
dq do

— = — 3.7

q2 02 ( )

The parton shower is terminated when the virtuality falls to the hadronization scale Qj which
is of the order of 1 GeV?>.

To describe the evolution of a parton shower the differential cross section is multiplied
by the probability of not splitting during evolution from the n'" to the m™" splitting vertex,

which is given by the Sudakov form factor:

2 2 2
I Jg? 2 1-Qo/q
Ai(gn, 4rm) = exp [— / o el0, / dzP; i (2)
U Q

3.8
q 2 o/d G8

Parton shower MC generators start with each parton in the primary process with a given
initial scale Q? and solve the equation r = Ai(Q2, qi), where 7 is a uniform random number
between 0 and 1. The solution is a value of the hardness of the next branch ¢,,,. The energy
fraction z, as well as the parton flavors j, k are generated with a probability proportional to
P; ;.- The procedure continues recursively by solving the equations r = Ai(qi, qfn) and the

evolution of each branch stops when the hardness reaches the hadronization scale Q3.

Initial-state radiation

Prior to the hard scattering, initial partons emit radiation. This radiation creates a shower
of partons and ultimately one of them participates in the hard scattering. Unlike final-state
radiation, the incoming partons begin with low virtuality which gradually increases through
splitting. The shower ends with the hard scattering, where virtuality reaches Q*. In the
simulation, initial-state radiations are evolved backward, starting from the hard process and
moving opposite in time. The splitting is now described as j — ¢k and after each emission
the partons “gain” energy. At the hard scattering, the energy fraction x is determined by

PDFs. The shower is evolved with the modified Sudakov form factor:

2 4R auld?) [1-Qd ()
A, %) = exp | — / dg_as(q) / 4ap (o) 50 39)
2 4 2T Qi zfi(z,q")
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3. Event simulation

where z/z describes the momentum fraction of “;”” before splitting to i, k. The PDF of the

[1Pei]

parton )

[1P%2]

is calculated with the initial energy scale z/z while the PDF of the parton “” is

calculated with an energy x that the parton started with.

3.2.4 Hadronization

The parton shower stops at ~1 GeV energy scales, where colored partons are confined into
colorless hadrons. These hadrons can in turn decay into other stable hadrons. Hadronization
is a non-perturbative process that can be described by various phenomenological models
such as the string model and the cluster model.

The string model, also called the Lund model is based on the fact that at large distances
the potential energy of color-singlet states, such as quark-antiquark pairs, increases linearly
as they move apart. This is described as a quark and an antiquark placed at the edges of a glu-
onic string. As the quarks move apart the string stretches and the potential energy increases.
When the potential energy reaches a critical value of the order of a typical hadron mass the
string breaks and two new strings are formed, each attached to one of the quarks, forming
new quark-antiquark pairs. The string simulation model is used by PYTHIA generator.

The cluster model is based on the “preconfinement” property of the perturbative QCD.
According to this property, partons in a shower are clustered in colorless groups that are
treated as color-singlet objects. The invariant mass distribution of the clusters depends only
on the energy scale ¢ and the fundamental QCD scale A. These groups form unstable hadrons
that can decay into final-state hadrons. The cluster model is used by the HERWIG [96] gen-

erator.

3.2.5 Underline and pileup events

Underline events denote any additional activity beyond the hard scattering which is mainly
associated with diffractive scattering or multiple parton interactions that do not participate in
the hard scattering process. The cross section of the 2—2 parton-parton interactions is given
by:

O9_s9 = <n>0pp (310)

where 0, is the pp cross section and (n) the average number of parton-parton interactions
with pr > D i & Agep- The probability for n scatterings is determined using a Poisson
distribution. The PYTHIA modeling orders the additional interactions in pr and requires
the sum of all the energy fractions z, including the hard scattering to be less than or equal to
unity. More details about the modeling of secondary parton interactions can be found in [81].

Pileup events are simulated by superimposing additional minimum bias events from in-
clusive soft QCD interactions to the hard scattering event. The number of pileup events and

their energy density are controlled by the pileup distribution derived from data.
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3.2.6 Detector simulation

Once an event is generated, a simulation of the detector is required to replicate a realistic
simulation of the data that can be compared to the actual data collected by the CMS detector.
To achieve this, the GEANT4 (GEometry ANd Tracking) software toolkit [97] is used. The
GEANT4 generator provides a full simulation of the CMS detector geometry and materials,
signal readout electronics, magnetic field, noise, detector response and other relevant factors.
All these factors are combined with the physics of particle interactions with the detector. Hits
on the detector are then digitized to reflect the output of the actual detector. The software em-
ulates the response of all subdetectors’ readout electronics. The simulation events are passed
through a L1 Trigger Emulator (L1TEMU) which imitates the acceptance of the L1 trigger.
The output of the LITEMU is then transferred to the HLT. After digitization, the simulated
data are provided in the same format as the data allowing the full event reconstruction and
direct comparison between the two. Additional generator-level information is included in
the simulation, such as the type of the particles, their origin and kinematic properties as

predicted by the MC generator.

3.2.7 Simulated datasets

Signal and background contributions are simulated by various MC event generators
described above. The matrix elements are calculated with the MADGRAPH, MAD-
GRAPHS_aMC@NLO, POWHEG and PYTHIA generators using the NNPDF3.1 PDF sets.
Parton showering and hadronization are generated with PYTHIAS8 and underline events are
tuned with the CP5 [98] parameters. The MADSPIN package [99] is used to model spin-
correlation effects. The number of simulated events is normalized to the highest-order avail-
able cross section, while for signal, a normalization of o(pp — thi) x B (Hi —tb)=1pb
is used. Signal samples are generated with 17 different values of m, + ranging between
200 GeV to 3000GeV. The production campaign of all the samples is the latest recom-
mended ultra-legacy RunIISummer20ULMiniAODv2. The list of signal and background

MC-generated samples used in this work are shown in Table 3.5.
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4 Object reconstruction and identification

The physics objects are reconstructed and identified using the particle flow (PF) [120] algo-
rithm that exploits information from the signal hits from all the parts of the detector. The use
of the PF algorithm in a hadronic collider detector is accomplished by the fine spatial granu-
larity of the detector layers and the strong magnetic field maintained by the superconducting

solenoid that allows the separation between energy deposits of charged and neutral particles.

4.1 Particle flow elements

The basic elements used as seeds to describe pp collision events in the CMS detector are
the tracks and their origins (vertices) as well as the energy clusters recorded in neighboring
cells of the calorimeters. The description of these PF seeds is discussed in the following

sub-sections.

4.1.1 Tracks and vertices

Charged particle tracks are reconstructed using a track finder algorithm based on Kalman
filtering [121]. The procedure starts with the generation of initial seeds of at least two hits
from subsequent tracker layers, compatible with trajectories of charged particles. The tra-
jectories are extrapolated to all the tracker layers to build tracks. The tracks are then fitted
to determine the vertex, transverse momentum and direction of the track. Quality criteria
are set on the fit XQ, number of hits, p and the radial distance from the beam axis, to select
the reconstructed tracks. The algorithm is performed multiple times. After each iteration,
the hits associated to the selected tracks are removed and the procedure is repeated using
relaxed selection criteria such that the track finding efficiency increases while maintaining a
low mis-reconstruction rate.

The points of pp collisions inside the detector that are compatible with the center of the
beam pipe are called the primary vertices (PV). The PVs are reconstructed using a determin-
istic annealing algorithm [122] to distinguish between hard scattering and pileup vertices.
Displaced-track with respect to the PVs may arise from the decay of long-lived particles
or interactions of secondary particles with the detector material. Vertices associated to the

displaced tracks are called secondary vertices (SV).
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4. Object reconstruction and identification

4.1.2 Electron tracks

Tracks from electrons are reconstructed using two different approaches, the ECAL-based and
the tracker-based seeding methods. ECAL-based tracks use energetic clusters in the ECAL
as seeds. The position of the cluster is used to extrapolate the position of the associated
hits in the innermost tracker layers. To take into account bremsstrahlung photons emitted
due to the interaction of electrons with the tracker material, ECAL clusters are reconstructed
as superclusters in small windows in the 7 direction but extended windows in the ¢ direc-
tion, to account for the bending of the electrons due to the magnetic field. ECAL-based
electrons show good performance for highly-energetic electrons and electrons isolated from
additional energy deposits in the ECAL. In the case of non-isolated electrons, the cluster-
to-track association is affected by overlapping energy deposits, while in the presence of
less-energetic electrons, the creation of superclusters cannot be accomplished as the bend-
ing of the electrons in the azimuthal direction increases. Non-reconstructed ECAL-based
electrons are identified using the tracker-based approach, based on the iterative track finder
algorithm. Radiating electrons are recovered during the track finder iterations with relaxed
requirements on the number of hits and the pp of the track. The probability of the electrons
radiating inside the tracker material is also exploited to distinguish between electrons and
charged hadrons. Electrons that radiate low energy in the tracker are reconstructed when the
x° of the track has good quality and can be associated with the closest cluster in an ECAL
layer while the ratio of the cluster energy and the track momentum must be close to unity.
Tracks with high energy loss due to radiation can often contain a small number of hits or have
a large x value and thus, a set of supplemental quality selections is applied. The selected
tracks are fitted with a Gaussian-sum filter (GSF) [123] to account for sudden and substantial
energy losses along the trajectory. As a final step, a multivariate analysis (MVA) based on
a boosted decision tree (BDT) is developed to select good-quality electron tracks. The BDT
utilizes information from the GSF and KF fit parameters, the number of hits and the distance
between the extrapolation of the track to the ECAL inner surface and the closest ECAL clus-
ter. The final electron seeds are a combination of tracker-based and ECAL-based seeds. The
introduction of the tracker-based seeds increases the electron efficiency by a factor of ~ 2

and allows the reconstruction of low-energy electrons with p down to 2 GeV.

4.1.3 Muon tracks

Muon tracks are reconstructed with the use of the tracker, the muon detector, or both detector
systems and they are split into three types; standalone muons, global muons and tracker
muons. Standalone muons are seeded with hits within the DT and CSC detectors that form
track segments in the muon detectors. These seeds are then combined with all the DT, CSC
and RPC hits, and are fitted to reconstruct the standalone-muon tracks. Standalone-muon

tracks that are matched to a track in the inner tracker are combined and fit with the inner
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track to form global-muon tracks. Global muons target high-pr muons that pass through
multiple layers of the muon system, requiring at least two segments on the muon detector
planes. The tracker muon tracks are created by extrapolating each track in the inner tracker
with pp > 0.5 GeV and momentum p > 2.5 GeV to the muon system. The extrapolated
track must match at least one muon segment to be considered as a tracker muon. Tracker
muons are efficient for tracks with pt up to 10 GeV because of the requirement of only one
segment in the muon detector.

Global muons and tracker muons provide an accurate reconstruction of about 99% of
the muons produced within the geometrical acceptance of the muon system. Standalone-
muons show worse momentum resolution and higher entanglement with muons from cosmic

radiation.

4.1.4 Calorimeter clusters

A calorimeter clustering algorithm is developed to measure the energy and direction of the
neutral hadrons and photons, distinguish neutral from charged hadrons, reconstruct and
identify bremsstrahlung electrons and correct the energy measurement of highly energetic
charged hadrons with low-quality tracks. The algorithm is performed separately in the two
calorimeters, in the barrel and endcap regions, and the two preshower layers. The algorithm
is seeded by cells with energy deposits larger than a given threshold, and larger than the
energy of the neighboring cells, called cluster seeds. Topological clusters are then grown by
adding to the cluster seeds neighboring cells with an energy excess of at least twice the noise
level.

To reconstruct the clusters within the topological cluster, an expectation-maximization
algorithm based on a Gaussian-mixture model is used which assumes Gaussian energy de-
posits in each cluster seed. For N cluster seeds, the expected energy fraction f;; arising from
the " Gaussian energy deposit in each individual cell at position ¢; and energy E; is given
by:

Ao~ (G 207)

k=1 2 2
ZAke_(Ej_ﬁk) /(207)
N

Jii= ) “4.1)

where the Gaussian amplitude A; and the coordinates of the mean z; are the model param-
eters that need to be adjusted. The f}; is calculated using fixed values of A;, jz;. The model

parameters are then determined using an analytical maximum-likelihood fit:

M M
A= Z fjiEj’ i = Z f]zEjgj 4.2)
j=1 j=1
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The calculation is repeated until convergence.

The reconstruction of neutral particles is completely determined by the calorimeter clus-
ters. In the presence of overlapping charged hadrons, the energy deposit of the neutral par-
ticles becomes extremely challenging. To correct the energy scale of neutral particles and
maximize the reconstruction probability while keeping the mis-reconstruction rate small,
ECAL and HCAL calorimeter clusters are calibrated. The calibration is first done with test-
beam data and subsequently with large simulated samples processed through a GEANT4
simulation [97] of the CMS detector. For the ECAL, a single photon simulated sample is
used, in which photons that convert before entering the ECAL are excluded, to deal with
the calibration of single clusters. HCAL clusters are calibrated with simulated single neutral

hadrons, taking into account the calibrated ECAL clusters.

4.2 Particle identification and reconstruction

The reconstruction of the particles is obtained using the link algorithm that connects the PF
elements from different subdetectors. Possible links are created using the nearest elements in
the (1, ¢) plane with the use of k-dimensional trees [124]. The distance between two linked
elements is measured to quantify the quality of the link.

The event reconstruction starts with the identification of the muons and the corresponding
PF elements are removed from the list of elements to reconstruct the remaining objects.
Electrons and isolated photons are then reconstructed at the same step. The remaining PF
elements are used to reconstruct the charged and neutral hadrons and photons from parton
fragmentation, hadronization, and decays in jets. When all particles have been identified,
the full reconstruction is revisited by a post-processing step to minimize the probability of
misidentified and mis-reconstructed particles that lead to artificially large energy imbalance

in the transverse plane.

4.2.1 The link algorithm

Links between tracks from the central tracker and a calorimeter cluster are established by
extrapolating the track from the last hit to two layers of the preshower, ECAL or HCAL. The
extrapolated track must be within a cluster area, at a depth that corresponds to the expected
maximum of a typical electron shower in the ECAL or one interaction length in the HCAL.
The distance between the extrapolated track and the cluster position determines the link
distance. If more than one track is linked to the same ECAL cluster or a track is linked
to several HCAL clusters, only the one with the smallest link distance is considered. To
reconstruct photons emitted by electron bremsstrahlung, tangents to the electron tracks on
each tracker layer are extrapolated to the ECAL. Links of potential bremsstrahlung photons
are created if the extrapolated tangent position is within a cluster area. Photon candidates that

+

convert to a e’ e pair inside the tracker are described using a conversion finder [125] that
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creates track-to-track pairs. The sum of the momenta of the two tracks indicates the direction
of the photon. A link of a potential converted photon is created between the original track
and a track pair if the direction of the photon is compatible with one of the track tangents.

Links of clusters between HCAL and ECAL, as well as ECAL and preshower are created
when the position of the cluster of the more granular calorimeter is within the boundaries of
the second cluster. Links between ECAL clusters and superclusters are also established when
at least one shared cell is found. When more than one HCAL or ECAL cluster is linked to
a single ECAL or preshower cluster respectively, only the one with the smallest distance is
kept.

Charged-particle tracks may also be linked through a common SV. At least three tracks
must be associated with the SV, of which at least one is an incoming track that includes hits
between the PVs and the SVs.

Global and tracker muons are links between tracks from the tracker detector and the

muon system.

4.2.2 Muons

Isolated muons are reconstructed and identified from global or track muons as described in
Section 4.1.3, with additional quality and isolation criteria applied to reject misidentified
muons.

Non-isolated muons such as muons from semileptonic heavy-flavor decays are recon-
structed by global muons associated with calorimeter clusters. To reject misidentified non-
isolated muons mainly from charged hadron where residuals from the hadron shower pass
through the muon detector layers (punch-through), a set of tight quality criteria is applied,
including the requirement of at least three matching track segments in the muon detectors or
that the calorimeter cluster associated with the track are compatible with originating from a
muon.

For muons with pt < 200 GeV, the momentum resolution is dominated by the inner
track which determines the reconstructed muon pr. For higher values of pr, the momentum
is determined by the fit with the minimum y° among the following tracks: tracker only,
tracker and first muon detector plane, global, and global without the muon detector planes

with high occupancy.

4.2.3 Electrons and isolated photons

Electron candidates are reconstructed from GSF tracks if the corresponding ECAL cluster is
not linked to three or more additional tracks. Photon candidates are seeded from an ECAL
supercluster that is not linked to a GSF track and has a transverse energy greater than 10 GeV.

Bremsstrahlung radiation and photon conversions are seeded by ECAL-based candidates

for which the energy sum in the HCAL cells with a distance to the supercluster position
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smaller than 0.15 in the (7, ¢) is less than 10% of the supercluster energy. Additionally,
all the ECAL clusters linked to either the supercluster or to one of the track tangents must
be associated with the candidate. Tracks and HCAL clusters linked to these ECAL clusters
must also be compatible with the electron hypothesis.

The total energy of the collected ECAL clusters is corrected for the energy missed in the
association process, with analytical functions. The energy of the electrons is obtained from
a combination of the corrected ECAL energy and the momentum of the GSF track. The
electron direction is taken from the GSF track. The corrected ECAL energy is also assigned
to the photons and the direction is determined by the position of the supercluster.

Additional identification criteria are applied to the electrons, based on an MVA that com-
bines information from the electron track, the associated ECAL and HCAL clusters, the
number of hits and the KF and GSF fit parameters.

Quality criteria are applied also to the photons which are required to be isolated from
other tracks and calorimeter clusters, while the ECAL cell energy distributions and the

HCAL-to-ECAL energy ratio must be compatible with those expected from a photon shower.

4.2.4 Hadrons and non-isolated photons

The PF elements used in the reconstruction of the muons, electrons, and isolated photons
are masked and the remaining elements are used to identify the hadrons from jet fragmenta-
tion and hadronization and non-isolated photons. Within the tracker acceptance (Il < 2.5),
ECAL and HCAL clusters not linked to any track give rise to photons and neutral hadrons
respectively. This is because neutral hadrons leave only 3% of the total energy inside the
ECAL. Outside the tracker acceptance, charged and neutral hadrons cannot be distinguished
and the reconstruction is established based on the calorimeter clusters. ECAL clusters linked
to an HCAL cluster are assumed to arise from the same hadron shower, while ECAL clusters
not linked to an HCAL cluster are identified as photons. The energy of the reconstructed
hadrons and photons is calibrated as described in Section 4.1.4.

The remaining HCAL clusters linked to at least one track, which in turn are linked to
some of the remaining ECAL clusters may give rise to additional hadrons, photons or muons
from charged-hadron decays. These HCAL and ECAL clusters are calibrated from the en-
ergy of the specific HCAL cluster and the total energy of the ECAL clusters.

If the calibrated calorimetric energy is higher than the sum of the remaining track mo-
menta, the excess is considered as coming from photons and neutral hadrons. If the calibrated
calorimetric energy and the sum of the track momenta are compatible, a charged hadron is
identified, with its momentum being measured from both the tracker and the calorimeter. Fi-
nally, in the case of calibrated calorimetric energy smaller than the sum of the track momenta
by at least three standard deviations, a muon search is performed with relaxed requirements.
After the identification of additional muons, if the track momentum sum is still in excess, it is

likely to arise from residual mis-reconstructed tracks. These tracks are sorted in decreasing
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uncertainty in pp and are sequentially masked either until no such tracks remain or until the

momentum excess disappears, whichever comes first.

4.3 Jets

Jets are collimated sprays of particles produced from the fragmentation and the hadronization
of quarks and gluons. In CMS searches, they are reconstructed by clustering all PF particles
using the anti-k1 [126, 127] algorithm, implemented by the FastJet package [128]. The anti-
kr algorithm is a generalization of the kt [129] and Cambridge/Aachen [130] algorithms
which introduce the distances d;; between two objects, particles or pseudo-jets, with indices

1, j and d;p between the particle ¢ and the beam position. The distances are defined as

follows:
d in(k2P. k2P A%ij
i = min(ky, k7)) 7 (4.3)
dip = k7. (4.4)

In the above equations A%ij = (y; — yj)2 + (¢; — ¢j)2 and ko, y;, ¢; are the transverse
momentum, rapidity and azimuth of the object ?. The parameter R is the radius of the
reconstructed jet, while p is an additional parameter that tunes the relative power between the
energy and the geometrical scales. The reconstruction starts by quantifying all the distances
d;; and d;p and identifying the smallest among all combinations of objects. If d;; gets the
minimum value, objects ¢ and j are recombined into a single pseudo-jet. If d; is the smallest
distance then object 7 is considered a single jet and it is removed from the list of objects. The
procedure is repeated with the updated list until no objects are left.

For p =1 and p =0 in Egs. (4.3) and (4.4), the algorithm corresponds to the inclusive k-
and Cambridge/Aachen algorithms respectively. For positive values of p, the treatment of
soft radiation is similar to the one of the &k algorithm.

The anti-kr algorithm uses p = -1. For negative values of p the shapes of the jets are
determined by the hard particles exclusively. From Eq. (4.3) and for p < 0, the distance d;;
between a hard and a soft particle depends on the transverse momentum of the hard particle
and their separation A. In the case of two soft particles, d;; gets large values and this leads to
the clustering of the soft particles with the hard ones before they cluster among each other.

The jet reconstruction is compared for the k1, Cambridge/Aachen, SISCone [131] and
anti-k1 clustering algorithms, for a parton-level event of ~10" random soft particles and is
illustrated in Fig. 4.1. For the kr and Cambridge/Aachen algorithms, the jet borders are
highly affected by the soft particles. The SISCone algorithm performs iterative jet searches
of stable cones with a split-merge step to disentangle overlapping cones. The algorithm
provides regular jet shapes for single-particle jets, but more complex shapes for composite

jets. Finally, in the anti-k1 only soft-jets’ shapes are influenced by soft radiation, while hard
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4. Object reconstruction and identification

particle jets have a conical shape of radius R, and the hard particles are close to the jet axis.

p, [GeV] ‘ k, R=1 | p. [GeV] )7\ Cam/Aachen, R=1 |

257,
20
157
10

Figure 4.1: A sample parton-level event, together with random soft jets, clustered with £,
Cambridge/Aachen, SISCone and anti-k jets algorithms [126].

In CMS analyses, jets from the hadronization of a single quark or gluon are reconstructed
using the anti-k algorithm with a cone of radius R = 0.4 (AK4). Lorentz-boosted heavy
particles with transverse momentum greater than their rest mass, pass their momentum to
their decay products resulting in collimated particles. Because of their small distance, jets
from hadronic decays of Lorentz-boosted particles are contained into a single large-radius
jet, and cannot be reconstructed with the standard algorithm. A dedicated collection of jets
is produced for these jets, using a radius of 0.8 (AKS) or 1.5 (AK15). Such jets can represent
hadronic decays of W=, 2°, top quarks, Higgs bosons, etc.

Additional inelastic pp interactions produce additional tracks and energy clusters, which
affect the measurement of the jet energy and momentum. For AK4 jets, the impact of the
pileup offset is mitigated with the charged hadron subtraction (CHS) method [132] that re-
moves charged PF particles identified as not originating from PV's before the jet clustering.
For large-radius jets, the contribution from pileup is mitigated using the pileup per particle
identification (PUPPI) method. For each particle, a local, shape-variable « is defined which
exploits information from the pr and the distance from all the particles in the vicinity as well
as tracking information when available. The value of « is indicative of the particle origi-
nating from the hard scattering or pileup interactions. Based on the value of a a weight is

assigned to each particle that scales the particle’s four-momentum to correct for pileup at
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4. Object reconstruction and identification

particle-level.
Additional tight identification (TightID) criteria related to the jet substructure are applied
to increase the efficiency of good-quality jets. The identification criteria used in Run II for

jets with |n| < 2.4 are summarized in Table 4.1.

Table 4.1: Tight jet identification criteria for jets with 7| < 2.4, for the Run II data.

PF Jet TightID

Neutral Hadron Fraction < 0.90
Neutral EM Fraction < 0.90
Number of Constituents > 1

Muon Fraction -

Charged Hadron Fraction >0
Charged Multiplicity >0
Charged EM Fraction -

Number of Neutral Particles -

The jet energy scale (JES) and jet energy resolution (JER) are calibrated to account for
a series of effects. The pileup offset is calculated in simulated QCD-dijet events processed
with and without pileup and the average difference in pr is subtracted from both, data and
simulation. Residual offset corrections between data and detector simulation are derived
from minimum-bias data and simulated events using clustering particles in randomly placed
cones. The aforementioned offset corrections are applied to the CHS jets only.

Effects due to the simulated detector response are corrected using QCD-dijet simulated
events with the pileup-offset corrections applied. The jet response is defined as the ratio of

the average pr between the reconstructed jet and the matched particle-level jet:

<pr>

_ 4.5)
<pT,ptcl >

ptel —

1) Residual corrections that account for differences between data and detector simulation are
used to correct jets in data. The response is quantified using two different methods. The
missing-E projection fraction method (MPF) considers the response of the total hadronic

activity to normalize the jet. The response is given by:
—1miss -
pr " Pr,
Rjetppr =1+ Q—TEf (4.6)
pT,ref

where p7"**** is the recoiling missing transverse momentum and pr,. is the py of refer-

ence objects. In dijet and multijet events, the reference object is a well measured jet in the
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4. Object reconstruction and identification

barrel region with |n| < 1.3. In the direct-balance (DB) method, the response is the jet-over-

reference p ratio:

Rpp — LLaet 4.7)

2) Relative n-dependent corrections are estimated in dijet events with the MPF method,
where the reference object is a jet of similar p within the barrel region. Additional data-
to-simulation corrections are measured to correct the absolute jet pp scale. Both MPF and
DB methods are used in Z +jets events, where Z decays leptonically, y+jets, multijet and
hadronic tt events. In Z/y+jets, the Z or ~ is used as reference, while in multijet and tt
events, the reference object is a jet with || < 1.3. The jet energy corrections (JEC) measure-
ment with Run IT CMS data is presented in [133].

4.4 B-tagged jets

Jets originating from the hadronization of heavy-flavor quarks such as bottom or charm are
characterized by the presence of a hadron that carries a large fraction of the quark momen-
tum. Heavy-flavor hadrons have a large lifetime and can travel a distance of a few millimeters
before they decay. This results in displaced tracks originating from displaced vertices (SV).
Several algorithms that take advantage of the heavy-flavor hadron properties to discriminate
against light-flavor jets from light quarks or gluons have been developed in CMS. In this
analysis, jets from the hadronization of bottom quarks (b jets) are identified with the Deep-
Jet algorithm [134]. Deeplet is a deep neural network (DNN)-based algorithm seeded with
~650 features from four collections: global variables, charged PF candidates, neutral PF
candidates and SVs. The global variables include kinematic properties of the jet, the number
of SVs and tracks inside the jet and the number of PVs in the event to reject pileup interac-
tions. Charged PF-candidate features contain kinematic properties of the tracks, the track fit
quality and displacement from the PV. Information from neutral PF candidates is exploited
from the fraction of the jet momentum carried, the fraction of the energy deposited in the
HCAL and the distance to the jet axis. Finally, the flight distance, the number of associated
tracks, the track fit quality criteria and other kinematic properties are associated with the
SVs. The full list of input features is provided in [134]. The algorithm is a multiclassifier
that classifies the jets into six categories, three of them compatible with a jet originating from
b hadrons while the remaining three, tag the jets as originating from charm, light quarks, or
gluons. The three b-flavor categories refer to jets containing two b hadrons (bd), jets contain-
ing b hadrons decaying leptonically (b;.,), and jets with b hadrons decaying hadronically ().
The final b tagger is a combination of the three b-tag probabilities. The performance of the
Deeplet was measured using 41.9 fb~' and compared to the previous b tagging algorithm,

the DeepCSV [135]. In Fig. 4.2, Deeplet shows significant improvement in the probabil-
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4. Object reconstruction and identification

ity of misidentifying light or charm jets as b jets with respect to the efficiency of correctly
identifying b-tagged jets, using jets with pp > 30 GeV and |n| < 2.5 [136]. Three selection
working points (WPs) are defined that correspond to 10%, 1% and 0.1% probability of a light

jet being misidentified as a b jet.

41.9 fb (13 TeV, 2017)
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Figure 4.2: Performance of the Deeplet and DeepCSV algorithms using simulated jets with
pr > 30GeV and |n| < 2.5 from tt simulation [136].

4.5 Hadronic T jets

Decays of 7-leptons can be either leptonic (7,), producing a muon or an electron and two
neutrinos, or hadronic (7;,) with the presence of a .. Dominant hadronic decay modes in-
clude one charged hadron and up to two neutral pions (one-prong) or three charged hadrons
(three-prong). The identification of 73,-jets in CMS is established with the hadron-plus-strip
(HPS) algorithm [137, 138]. The algorithm is seeded by AK4 jets which are tested for com-
patibility with isolated jets of low particle multiplicity with energy deposits in both ECAL
and HCAL, indicating the presence of charged hadrons, and strips of ECAL energy deposits
compatible with the decay of neutral pions to a pair of photons (7° — 7). These strips are
narrow in 77 and wide in ¢ to allow for the broadening of ECAL energy deposits from photon
conversion within the tracker. Reconstructed 7;,-jet candidates are required to have a charge
equal to 1 and a mass consistent with the corresponding decay mode.

Hadronic decays of 7 leptons are discriminated against quarks or gluons jets, electrons or
muons using a multiclass DNN-based algorithm, the DeepTau [139]. The algorithm exploits
information from particle-level features from all the parts of the detector, and high-level
information of the reconstructed 7-candidate to estimate the probability of the candidate

belonging to each particle type.
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4. Object reconstruction and identification

4.6 Missing transverse momentum

Weakly interacting particles, such as neutrinos or BSM particles, escape the material layers
of the detector without being detected. These particles can only be detected by the energy
imbalance in the transverse direction, g, As a consequence of the energy and momen-

— miss

tum conservation laws, pp  is given by the negative vectorial sum of all the reconstructed

particle’s transverse momentum:

Teco

—*HHSS — ZE:: Ikrl 64.8)

ﬁInES

The JEC are propagated to the measurement of the corrected p

jet jet

ﬁmlss _ —»raw + Zﬁj{iw . —»J}EC (49)

7
In the above equation, the superscript “raw” indicates that the JEC is not applied, while
“JEC” denotes the corrected jets. ™ refers to the g in Eq. (4.8). The total 5/ com-
bines the transverse momentum of the invisible particles, as well as detector inefficiencies

and mismeasurement of the reconstructed particles.

4.7 Scalar transverse momentum

The scalar transverse momentum is defined as the scalar sum of the transverse momenta of

all the reconstructed jets:

jets

Hy = |prl (4.10)

The Ht is measured after applying all the identification criteria and the JES and JER correc-

tions.
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5 Machine learning

Machine learning (ML) algorithms [140] in high energy physics (HEP) are increasingly used
in many aspects in recent years. The expanding amount of collision data delivered by the
CMS detector and the complexity of the event topologies make the analyses more chal-
lenging and time-consuming. From event triggering and object identification to detector
simulation and offline data analysis, the application of ML is introduced to enhance HEP
searches [141-143].

Traditional data-analysis searches in HEP use cut-based approaches in which a sequence
of selection requirements is applied to discriminating variables to distinguish signal from
background events. Such approaches overlook correlations between variables and interest-
ing events may be rejected if just one variable fails the selection criteria. Unlike cut-based
methods, ML techniques combine information from multiple variables into one final dis-
criminator. The main ML methods used in HEP are the BDT and DNN. In this analysis,
DNNs have been developed for particle-flavor identification and signal extraction. A brief

description of ML and DNN is given in the following sections.

5.1 Machine Learning Techniques

ML is a subset of artificial intelligence (Al) that enables computer systems to solve prob-
lems based on acquired knowledge. This is achieved by extracting patterns from raw data
and making decisions that seem subjective. An ML algorithm is said to learn when its per-
formance at a given problem or task improves with experience. The input of an algorithm
is a collection of samples, called dataset. For each sample, a set of features is given, each
of them providing useful information to the learning algorithm. A sample that consists of n
features can be represented as a vector x € R". The dataset used for the learning process is
called training dataset.

Based on the kind of experience that ML algorithms obtain, the learning can be charac-
terized as supervised, unsupervised or reinforcement. In supervised learning, each sample is
associated with a label or a target. The output of the algorithm is a prediction of the value
of the target. In unsupervised algorithms, no label is related to the input features and the al-
gorithm is supposed to discover useful properties and patterns from the features of the input
dataset. Finally, reinforcement algorithms learn via trial and error to interact with an envi-

ronment by taking a series of actions that maximize the notion of reward. Reinforcement
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5. Machine learning

learning is applied in technologies of self-driving cars, Al gaming and automated robots.

The most common types of supervised tasks are classification and regression. In clas-
sification tasks, the algorithm aims to classify the inputs in k categories. Each category is
labeled by a numerical value y and the output value of the classifier y = f(x) specifies in
which of the £ categories a sample x belongs. In classification tasks of two categories, y
usually takes the values 0 and 1 and x belongs to the category with y = 0 if the output
value § = f(x) is close to 0 and vice versa. The output of the classifier can be either a dis-
tinct value or a continuous value that can be considered as a probability distribution over the
classes. In HEP searches, classification is commonly used to discriminate signal (y = 1)
from background (y = 0) samples for object or event identification. In regression tasks, the
algorithm aims to predict several target features, given a set of input features x. In collider
physics, it is used to predict and hence correct the measurements of a particle’s properties
such as the energy, momentum, position or mass.

The performance of an ML algorithm is tested on a dataset that is unknown to the algo-
rithm. This dataset is orthogonal to the one used for training and it is called the test dataset.
A reliable algorithm is considered when training and test datasets give similar performance.
If a significant performance degradation appears during the testing, the algorithm is said to

be overtrained.

5.2 Deep Learning

Deep learning is an ML method that represents complex concepts as a nested sequence of
simpler concepts [ 144, 145]. The models are composed of multiple processing layers to learn
representations of data with multiple-level features. Deep learning models are also known
as artificial neural networks (ANN), deep neural networks (DNN) or neural networks (NN)
because they are inspired by the information processing of the biological brain. Just like the
biological brain, deep learning models consist of neurons that perform parallel computations
very fast and they can learn different tasks through experience.

Mathematically, a DNN can be expressed as y = f(x; ), where f is the learner (e.g.
classifier or regressor), X is the vector of the input features, and 6 is the set of the parameters
that need to be adjusted such that the deviation between the f(x; @) and the real value of the
target y is minimized. The function f is determined by the architecture of the DNN. Fully-
connected DNNs consist of the input layer which takes as input the x, the hidden layers and
the output layer. A fully-connected DNN can be visualized in Fig. 5.1. The input is a dataset
with four features, the two hidden layers consist of five and six neurons each and the output
layer returns the response of the DNN.

The input of each hidden layer is a transformation of the output of the previous layer and
is given by:

z=g(W'x +b) (5.1)
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Figure 5.1: Schematic view of a fully connected neural network

where W is an array with the trainable parameters or weights and b is a bias term that
shifts the value of the function so that it does not need to pass through the origin. The
transformation g is called activation function. The size of the output vector z of each layer is
given by the number of neurons or nodes of the layer. The output layer returns the predicted
value y of the DNN.

§=90_ Wix;+0) (5.2)

The training of a DNN occurs in multiple iterations through the entire dataset, called
epochs. The dataset is split into subsets or batches that are used to update the trainable
parameters within an epoch. The deviation between the response of the learner and the truth
value y can be estimated by a loss function £(x, 8) and the minimization of the deviation

can be found by solving the gradient of the L:

Vo L(x":0)=0 (5.3)
with m being the batch size. The minimization of the deviation between y and ¢ is esti-
mated using sophisticated algorithms that calculate the extreme values of a function, called

optimizers.

For classification tasks, the most common loss function is the cross-entropy, defined as:
CE = — Z yi log(9:(x; 0)) (5.4)

where ¢ runs over the n categories of the classifier. For binary classification (e.g. signal

or background), the cross-entropy becomes:
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BCOE = —ylog(y) — (1 —y)log(1 —9) (5.5)

where the label y is equal to 1 for signal and O for background. For regression tasks the most
common loss functions are the mean squared error (MSE) and the mean squared logarithmic
error (MSLE):

1 . .
R S PROROIN
MSE - EZ (g y") (5.6)
1 & . 4
_ 1 NIRRT 2
MSLE = — % (log(§" + 1) — log(y” + 1)) (5.7)

i

The dataset seen during the training is split into training and validation datasets. The
training dataset is used to fit the model and learn the parameters, while the validation dataset
is used as a guide to update specific hyperparameters accordingly. At the end of each epoch,
the model iterates over the validation dataset to evaluate the validation loss and other metrics,
and the performance is compared to the one of the training datasets. An application of the
validation process is the use of early stopping, where the training stops when the model
performance converges or worsens in terms of specific metrics (loss function, area under

curve, etc.).
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6 Statistical methods

In this section, the statistical methods used to extract possible signal in the presence of back-
ground is discussed. In the absence of an observed signal, this is done by setting upper
exclusion limits on the signal strength using a modified frequentist method [146, 147]. The
level of incompatibility of data with the simultaneous presence of signal and background is
expressed as a confidence level. In searches for new resonances exclusion upper limits are
often expressed on the product of the production cross section and the branching fraction. In
this case, the signal strength y is:

=0 + x B(HE — tb). (6.1)

pp—t(b)H

The expected signal and background yields are subject to multiple systematic uncertain-
ties which are described as a set of nuisance parameters ¢ and can be expressed as functions
of 0: s(0) and b(0). For searches that bin the event yields in the discriminant variable, each
bin can be treated as statistically independent and the number of signal and background
events that fall in bin i are denoted as s;(0) and b;(#). At the LHC ATLAS and CMS ex-
periments, the upper limits are determined by a maximum likelihood fit of a discriminant

variable [148], where the likelihood function £ is defined as follows:

£ (datal, §) = Poisson (dataly - s(6) + b(6)) - p (é\e) 6.2)

where “data” refers to either observed or simulated events. In the case of a binned likeli-
hood, the Poisson distribution is expressed as a product of probabilities to observe n; data in

the i*" bin:

(g 5i(0) +b:()™ —(usi(o)+0i00))
n;!

Poisson (n;|p - 5;(0) + b;(0)) = H

7

. (6.3)

In the above equations, pu - s;(6) + b;(0) is the total event yields in bin ¢, in the sig-
nal+background hypothesis, where the signal events are scaled by the signal strength p. The
last term in Eq. (6.2) represents the systematic uncertainty probability density function (PDF)
that determines the probability for the true parameter values € to coincide with the best-guess
values 6. Following the Bayesian theorem, p(@~ |0) can be reinterpreted as posteriors arising

from some real or imaginary measurements of 6 as:
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p(816) ~ p(8]6) - m(6) (6.4)

where 7,(6) functions are hyper-priors for the “measurements” and p are the auxiliary
measurement PDFs. The choice of the p function depends on the type of systematic un-
certainties. In this analysis, for rate systematic uncertainties, the log-normal PDF is used.
In the case of shape systematic uncertainties, the final fit discriminant with the systematic

uncertainty variations applied is provided as a template.

6.1 Observed limits

To discriminate signal-like from background-like events, a test statistic g, is designed as the

likelihood ratio that follows a modified frequentistic statistical approach [149]:

L (data\,u, éu)

L (data\/}, é) ©)

g, = —2In

with /l,é being the global maximum of the likelihood and é# is the conditional maximum
likelihood estimator of # for a given u. The allowed values of p are constrained in the
interval 0 < ji < p. The upper bound (it < p) ensures a physical one-sided limit on
the upper values of u, allowing upward fluctuations without considering them as evidence
against the signal hypothesis, while the lower bound (42 > 0) protects against negative signal

rates. Maximizing the above equation, one can evaluate the observed value for a given u

~obs

under test, g, , to obtain the nuisance parameter values that describe best the data, in the

obs

signal+background and background-only (u=0) hypotheses, denoted as ézbs and éo respec-

~obs

tively. The probabilities for the g, to be as or less compatible with the signal+background

or the background-only hypothesis are defined by:

o0

CL,,, =P ((j“ > (j,‘jbs|signal+background) = / n f <(ju]u, ézbs) dg,
" (6.6)

[e.o]

CL,=P (‘L > (jzbs|backgr0und 0nly> = /bs f ((ju|0, éng) dg,,.

d0
PDFs f are distributions generated with toy MC “pseudo-data”. They are obtained for
a given u in the signal+background and p = O for the background-only hypothesis, while
keeping the ézbs or 63" fixed to the maximum likelihood values [150]. An example of the f
PDFs is shown in Fig. 6.1 for y=1and p = 0.
Finally, the ratio of CL,, and CL, is used to set upper limits on i,

CL. () = Shseol) 6.7)

CLy(n) —
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Figure 6.1: Test statistic distributions of pseudo-data generated for the signal+background
and the background-only hypotheses. The figure is taken from [148].

The statement CLy (1) < « states exclusion of signal with strength p with 1-« confidence
level. This means that in a repetition of the experiment, a fraction of at most o experiments
will falsely exclude the signal. With the choice of o = 0.05, 95% CL upper limits on  are

set.

6.2 Expected limits

The search for a new particle at the LHC begins with a data-blinded approach to minimize
biases in the search strategy. After conducting a thorough cross-check of the methods em-
ployed, the last step is the unblinding of the data. At the blinded stage, expected limits are
estimated in the background-only hypothesis using simulated background pseudo-data. The
CL, and M%%CL are calculated following the methodology described to estimate the observed

9%CL results, which is then

95%C'L

limits. The procedure is repeated to create a distribution of the x

95%CL that cor-

used to build a cumulative probability distribution of p . The value of p
responds to 50% cumulative probability is the median expected value of ,ugS%CL . The &+ 1o

and + 20 bands of u%%CL are also derived and correspond to 68% and 95% respectively.

6.3 Significance of an excess of events

The observation of an excess of events needs further investigation to claim a new particle
discovery. The scenario of a fluctuation in the background is quantified using a p-value that
describes the probability for the background to give an excess of events as large or larger

than the observation. A test statistic is defined in the background-only hypothesis,
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L <data|0, éo>
L <data]/l, é)

with the constraint £ > 0 and “data” being a toy MC “pseudo-data”. The p-value that

g = —21In (6.8)

corresponds to ¢3™ is given by
po=P (w2 ) = [ 1 (alo.™) d, (6.9)
90

The significance Z of an excess describes the number of standard deviations. It is ob-
tained by converting the above p-value, with the convention of a one-sided normal distribu-

tion:

| 2 1
— T Ry = ZP o (72 6.10
p= [ e = P2 (6.10

where Pxf is a survival function of X2 for one degree of freedom. In the asymptotic limit

the significance approximates:

7~ (6.11)

A significance of 30 (Z = 3) indicates significant evidence of possible signal and corre-
sponds to a p-value of ~0.00135. A discovery can be stated in the presence of an excess of

5¢ with a probability of background fluctuation of 2.8x10™".
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7 Resolved top quark identification

7.1 Introduction

A resolved top quark (t**) algorithm that reconstructs and identifies hadronic decays of top

quarks with moderate py is presented. Top quarks decay into a W and a b quark with a
probability ~ 1, and in the hadronic final state, W decays into a quark-antiquark pair. The
t"* tagger is a classifier based on fully connected DNNs [144, 145] that targets top quarks
whose decay products are resolved as three separate anti-kp [127, 128] jets with a distance
parameter of 0.4. This MVA classifier utilizes high-level information from each of the three
seed jets and the jet systems, such as invariant masses, angular separations, jet flavor, and
jet shape variables. To prevent mass sculpting effects, the classifier’s output is decorrelated
from the top quark mass using the sample-reweighting technique. The misidentification rate
and tagging efficiency of the algorithm are estimated to extract scale factors that correct the
simulation. Systematic uncertainties that affect the performance of the algorithm have been

measured.

7.2 Event Selection

Hadronically decaying resolved top quarks are studied in tt events decaying either fully
hadronically or semileptonically where one of the top quarks decays to a muon and the
other hadronically. Fully hadronic tt decays are selected using a combination of the HLT
that collect (a) multijet events with the requirement of one or two b-tagged jets (b) events
with at least one AKS8 jet and (c) high-H1 events. To ensure a fully hadronic final state,
events with isolated electrons or muons with p > 10 GeV and |n| < 2.4 and hadronically
decaying 7 leptons with pr > 20 GeV and |n| < 2.3 are excluded. Events with semileptonic
tt decays are triggered with the single muon HLT_TIsoMu24 for the 2016 and 2018 data-
taking periods and HLT_TIsoMuZ27 for the data collected in the 2017 LHC run. As for the
case of fully hadronic decays, events with isolated electrons and hadronically decaying 7
leptons are vetoed using the same criteria. The presence of exactly one isolated muon is
required, with pp > 29 GeV and |5| < 2.4. In both final states, events with 5 or 6 AK4 jets
identified as tight with pp > 40 GeV, |n| < 2.4 are selected. At least one of the selected
jets must be b-tagged, satisfying the medium WP of the Deeplet [151] b tagging algorithm.
An additional requirement of H1 > 500 GeV is applied for the sample with fully hadronic
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decays, which corresponds to the plateau of the trigger efficiency.

7.3 Algorithm

7.3.1 Training objects

A DNN is trained on tt simulated events to discriminate between trijet combinations orig-
inating from the decay of top quarks (signal) and other combinatorial trijet systems (back-
res

ground). The signal t

while t

candidates are matched to the generated top quark decay products,

res res

candidates with at least one non-matched jet are considered as background. A t
candidate is considered as matched if each jet is matched to one of the quark originating
from the top quark at generator level. The criteria that a jet (j) must fulfill to be regarded as
matched to a parton (q) are based their proximity in the (1, ¢) space, requiring AR < 0.3
and their difference in pp. To quantify the pr requirement, a fit on the % distribu-
tion is performed including jet-to-quark pairs that pass the AR(7,q) < 0.3 requirement, in
bins of the quark p. The analytic function used in the fit is a Gaussian+Crystal ball. The
final selection corresponds to 2 standard deviations (20) for pr(q) > 40 GeV and 3o for

pr(q) <40 GeV on the fitted distribution. The matching criteria are summarized in Eq. 7.1:

g Apr(ad) _ 30 ~0.50, ppg <40 GeV

AR(q,j) < 0.3 an (7.1)

PTq 2 ~ 0.33, pr, > 40 GeV

res

In background t ™ candidates, each jet in the trijet system is characterized as a jet from the
W boson decay or the b-quark jet based on the number of jets fulfilling the matching criteria
or the flavor of the matched quark. The b quark and the quarks from the W boson are allowed
to match any of the selected jets, regardless of being b-tagged or not. The assignment of the

jets is done as follows:

* Background type 1: b-quark and one quark from the W-boson decay are matched:

In the case where two jets are matched to the b-quark and a quark from the W boson

decay, the remaining jet is considered as the second jet from the W-boson decay.

* Background type 2: W-boson products are matched:

If exactly two jets are matched to the W-boson decay products then the remaining

non-matched jet is considered as the jet from the b-quark (b jet)

* Background type 3: Exactly one quark is matched:

If exactly one jet is matched to a quark from the W-boson decay, the b jet is selected to
be the one with the highest b tagging discriminant value, between the remaining jets.
If exactly one jet is matched to the b quark, the remaining jets belong to the W-boson

decay.
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7. Resolved top quark identification

* Background type 4: None of the top-quark decay products is matched:

The jet with the highest b tagging discriminant value is considered as the b jet and
the remaining jets belong to the W-boson decay if none of the jets are matched to the

top-quark decay products.

b b b
q q q

t t t

q q q
(a) Signal (b) Background type 1 (c) Background type 2

b b
q q
t t
q q
(d) Background type 3 (e) Background type 4

Figure 7.1: Signal (a) and the four categories of background (b-e) t** candidates considered.

Truth-matched jets are shown with green color while non-matched jets are shown with red
color.

res

The p distribution of the signal and background t
The t** algorithm targets t'** with p; € (200-500) GeV. The low-py region is dominated by

candidates is shown in Fig. 7.2.

combinatorial t*

candidates while for high-p values above 500 GeV the decay products of
the top quark start to coalesce in a single jet and cannot be reconstructed as three separated

jets.

7.3.2 Input features

The input of the DNN is a set of 33 discriminating variables of the seed jets and the jet
systems. The majority of the selected variables are uncorrelated to each other so that each
of them gives independent information to the algorithm. Furthermore, all the variables are

res

uncorrelated with the top mass to minimize possible correlations between the t~-candidate
mass (m,) and the associated classifier output. The input variables are listed in Table 7.1
and the corresponding distributions are shown in Fig. 7.3 and Fig. 7.4.

The individual-jet variables include masses and kinematic properties, flavor discrimina-
tors and jet-shape properties [152]. The jet flavor discriminators are the DeepJet b tagging
discriminator and the charm discriminators CvsL and CvsB that discriminate charm from

light and b jets respectively. In both charm discriminators, charm-like jets tend to have an
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Figure 7.2: Distribution of the t ™~ py for signal and background candidates.
output score closer to 1. Jets originating from the W boson are expected to get higher CvsL
values since the probability of a W boson decaying into cs quarks is ~30%.

Three jet-shape variables are introduced to discriminate gluon from quark jets [152].
Approximating the shape of a jet as an ellipse on the 1 — ¢ plane, the axis2 variable describes
the minor axis of the jet. Jets originating from quarks are expected to be more narrow than
gluon jets. The number of constituents composing a jet is described by the variable called
mult. Quark jets tend to consist of a smaller number of sub-jets compared to jets from
gluons splitting and therefore the quark jets exhibit lower constituent multiplicity. Taking
into account that quark jets contain a small number of sub-jets, it is more likely that the

constituents carry a large fraction of the jet energy. Thus, the fragmentation function pt.D

A/ ZP%‘Z
A S (7.2)

Z Pt

%

defined as:

prD =

has a higher value for quark jets compared to gluon jets.

Other jet variables are the jet mass, the pr of the jet in the center of mass of the t™
candidate (top CM) and the ratio of the absolute py difference between the jets and the t™*
candidate divided by the scalar sum of their pr.

Variables related to the jet systems describe the properties of the reconstructed resolved
top quark (trijet) and W boson (dijet). The mass of the trijet and the dijet systems are
calculated as the sum of the four-vectors of the jets composing the t** and the W boson
respectively. For all the mass-related variables, a narrow distribution with a peak at the mass
value of the reconstructed object is expected when all the sub-jets are decay products of the

same particle.
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7. Resolved top quark identification

Table 7.1: List of input variables. The b-index refers to b-tagged jet properties, and WG
indices refer to the leading (subleading) in p; jet from the W boson decay.

Jet variables (jYV, jgv: W boson subjets, b: bjet)

mass 1 , JQ ,b)
pr in top CM i, 35, b)
% 1 ) J2 . b)
b tagging discriminator (b)

charm to light (CvsL) discriminator 1 , 32 ,b)
charm to bottom (CvsB) discriminator 1 , JQ ,b)
minor jet axis (axis2) 1 , J2 ,b)
fragmentation function (pp D) iV, j2 )
constituent multiplicity YV jgv)

Jet system variables

top mass

W mass

PrARop (D1 10p AR(W, b))
prARw (prwARGY 3 )

PT,w

P W+PT iy

cosw(ji,ji) = *H 57 in top CM Gk =31+ J2 > b)

SoftDrop n2
An(W.b) = |1w —

The variable ppr AR between two jets j;, j, is defined as the product of the p; of the j;+j,
system and the AR distance between the two jets. The variable differentiates jets originating
from gluon splitting, soft radiation and combinatorial jet combinations. For jets produced
from top quarks or W bosons, a fixed value is expected that is approximately twice the mass
of the top or W boson respectively.

The ratio of the vectorial (four-vector) over the scalar sum of the p of the jets composing

the W-boson candidate is given by the variable pT+. The higher the fraction is the
Py WP W

smaller the distance between the two jets.
The three-dimensional angle between two jets j;, 7, in the top CM can be expressed as
the cosine of the angle between the momentum vectors of the two jets, cosw. By definition,
cosw is given by the inner product of the momentum vectors divided by their magnitude. The

cosw variable is used for all the jet combinations in the trijet system.
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7. Resolved top quark identification

The SoftDrop n2 variable is inspired by the softdrop de-clustering algorithm [153]. It
is used to distinguish final-state jets from wide-angle soft jets and soft collinear jets. The

general condition is defined as:

softdrop =

min (pT,lapT,Q) ' (ARlz)ﬁ (1.3)
cut .

Pr1+ Pr2 R
where pr; and pr, are the transverse momenta of the two test jets, ARy, is the distance
between the jets in the 7-¢ plane and z.,,, [ are free parameters. The z.,, parameter deter-
mines the strength of the fractional p selection and 3 can be set to values greater than zero
to soften the selection for collinear radiation. For 5 > 0, the algorithm rejects wide-angle
radiation, while for 3 < 0, collinear jets fail the condition. The SoftDrop n2 variable that

res

corresponds to 3 = 2 is used as an input variable for the t™ tagger.

The distance between the W-boson candidate and the b jet in the 7 direction is also used

res

as an input to the t " tagging algorithm.
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Figure 7.3: Distributions of the individual-jet variables used as input for the training of the
" tagger.
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Figure 7.4: Distributions of the variables of the trijet and dijet systems used as input for the
training of the t*° tagger.

7.3.3 Architecture

res

The designof at™ tagger based on DNN architecture is implemented using the KERAS [154]
and TENSORFLOW [155] software packages. A fully connected DNN is built and consists
of three hidden layers with 32 neurons each. All hidden layers use the Rectified Linear Unit
(ReLU = max(x, 0)) activation function while the output layer follows the sigmoid activation
function defined as:
sigmoid = ;_ (7.4)
(1+e™)
The Adam [156] optimizer is used with a learning rate of 0.001 to minimize the binary
cross-entropy loss function £ defined in Eq. (5.5).

res

A dataset of two million t— candidates is used which consists of equal signal and back-

ground samples. For training and validation, 40% of the total samples are used and the

remaining 20% of the samples are used for testing.

7.3.4 Data preprocessing

To improve the stability and performance of the learning algorithm the input features are

transformed such that they are distributed in similar ranges and not influenced by outliers.
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This is often necessary in the presence of non-normally distributed data when variables have

res

long tails or the ranges of the input features differ over orders of magnitude. The t™ tagger
uses the robust scaler preprocessing method via the SCIKIT-LEARN tool [157] which removes

the median of each variable and scales the data by the interquartile range.

7.3.5 Mass decorrelation

One of the most usual problems encountered during the development of a particle tagger is
that its output can be strongly correlated to the most discriminating input features, mainly
the particle mass. This results in a modified background mass distribution that imitates the
signal distribution and it is called the mass sculpting effect. Many methods have been devel-
oped to decorrelate the output of the tagger from the assumed particle’s mass distribution.
In this analysis, we use the sample-reweighting technique. This technique removes the mass
information from all the input features by reweighting the combinatorial background data
sets so that the m,r distribution matches that of the signal. Each background sample in the
training dataset is assigned a different weight that determines its contribution to the calcula-
tion of the loss function. The weights are expressed in bins of the m and are defined by
the ratio of the m,~s distributions in signal over the background distribution. The weights as
a function of the ms shown in Fig. 7.5 demonstrate that background samples with a mass

close to the top-quark mass get large weights. The weighted loss function is defined as:

z": w; L;
[ - =1
> wi
i=1

where n is the size of the sub-dataset (batch) that is used to calculate the loss and w;, £;

(7.5)

are the per-sample weights and loss respectively.

7.4 Performance

res

The performance of the t— tagger is expressed as a receiver operating characteristic (ROC)
curve that shows the background mistagging rate against the signal efficiency. The ROC
curve is measured using tt simulated events. The signal efficiency and background mistag-
ging rate are defined as the number of tagged events over the total number of events in the
signal and background datasets respectively. Figure 7.6 (left) illustrates the ROC curves of
the t** tagger. Three WPs are established corresponding to 10%, 5% and 1% background
misidentification probability and are marked in Fig. 7.6 (left) with a triangle, a cross and a
star respectively.

The performance has been also studied in terms of the dependence on the ms. The

res

mass distribution of the t ™~ candidates that pass the three WPs and the inclusive distribution
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Figure 7.5: Weights assigned to each background sample in the training dataset to decorrelate
the DNN output from the m, . The weights are expressed in bins of the mr.
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Figure 7.6: Left: ROC curve describes the performance of the t™ tagger. Right: The mass
distribution of the truth-matched and non-matched t™* candidates that pass the loose, medium
and tight WP of the t"* tagger. The inclusive m, distribution is also shown.

are displayed in Fig. 7.6 (right). The results demonstrate the mass-decorrelated features of

res

the tagger, which exhibits a smooth distribution for combinatorial t— and a peak-shaped

distribution for real t*.

7.5 Corrections to simulation

The misidentification rate and tagging efficiency of the t** tagger have been estimated and
compared in data and simulation to extract data-to-simulation corrections, using a sample
of lepton+jets, dominated by semileptonic tt events. The events are collected with the
HLT_Mu50 trigger and they should contain exactly one reconstructed muon identified as

tight, with pp > 50 GeV and |n| < 2.4. The events are also required to contain at least four
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AK4 jets with pp > 40 GeV and || < 2.4, out of which at least one to be b tagged using the
medium WP of the Deeplet b tagging algorithm. The b jet which is closest to the muon is
considered as the b jet from the leptonic top-quark decay. A requirement of a AR distance
less than 1.5 between the muon and the b jet from the leptonic top-quark is also applied.
The trijet system with a mass closest to the top-quark mass is selected as the hadronic t™*
candidate. The distance between the muon and the hadronic t* candidate is AR > 2.0.
Based on the ™™ and the muon mini-isolation, two orthogonal regions are defined. The

miss

low E1 (< 50 GeV) and high isolation (> 0.1) region is the background region (BR) and

is expected to describe QCD multijet events and other non-top SM processes. The second
region is characterized by high ™™ (> 50 GeV) and tight mini-isolation (< 0.1) cuts. It is
called signal region (SR) and is used to estimate the tagging and mistagging efficiencies.

To have simulated samples that describe well the data, QCD multijet and tt samples are
normalized in the BR and SR respectively in an iterative procedure. Starting from the BR, a
QCD multijet normalization factor fQCP i calculated from the ratio of the number of QCD
multijet events in data over simulation. The number of QCD multijet events in data is defined

as:

NQCD — Nate _ NEEFXEWK _ g1t N (7.6)

The term Ni® indicates the number of data events in the BR. The term

Ngg+X,EWK
corresponds to simulated events from single top quark, tt + X with X = (W, Z, v, H and
tt), and electroweak (EWK) contributions from V+jets, with V = (W or Z), diboson and
triboson processes. The number of simulated tt events in the BR NthR is multiplied by the tt
normalization factor f* which takes an initial value equal to 1. Similarly, the £ is estimated
in the SR taking into account the normalized QCD multijet contribution. The number of tt

events in data is defined as:

Ni = Ndata _ NEAHGEWK _ QOD o NQCD (7.7)

This procedure is repeated using the updated values of f<“P and f* in the calculation
of the Nng and NggD respectively. The iteration stops when f*“° and £t converge with a
precision of 0(10_5). For the calculation of the tagging and mistagging efficiencies, single
t and (T +X events are also corrected with the £* normalization factor.

The t*° candidate’s invariant mass for the inclusive sample in the SR before and after
applying the medium WP of the t"* algorithm is shown in Fig. 7.7 for the 2018 data. In both
cases, in the vicinity of the top-quark mass, the selected events originate from truth-matched

t**. Beyond that region, contributions from combinatorial t** dominate. The transverse mo-

res res

mentum of the t candidates before and after applying the medium WP of the t ™~ algorithm

is shown in Fig. 7.8.
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Figure 7.7: Invariant mass of the t** candidates in the SR before (left) and after (right) the

requirement of the medium WP of the t"* tagger, using 2018 data.
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Figure 7.8: Transverse momentum of the t** candidates in the SR before (left) and after
(right) the requirement of the medium WP of the t*" tagger, using 2018 data.

7.5.1 Misidentification Rate

res

The misidentification rate is measured in events in the SR with the requirement the t ™ candi-

date to have a mass that falls outside a mass window of 130-210 GeV, which corresponds to

a 30 window on the mass of the truth-matched t"* candidates as illustrated in Fig. 7.7 by the
two vertical lines. This anti-selection ensures that the selected t** candidate originates from

res

random jet combinatorics which constitute the main source of mistagged t . The misidenti-

res

fication rate is given by the number of events where the t— candidate passes a given WP of

res

the t** tagger over the total number of events and is expressed in bins of the t** candidate’s
pp. The misidentification rate is shown in Figs. 7.9 to 7.12 for the three WP and all data-
taking eras. The scale factors (SFs) are derived from the data-over-simulation ratio for each

WP and data-taking era.
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Figure 7.9: Misidentification rate in data and MC simulation, for the loose (left), medium
(middle) and tight (right) WP for 2016 non-APV data.
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Figure 7.10: Misidentification rate in data and MC simulation, for the loose (left), medium
(middle) and tight (right) WP for 2016 APV data.
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Figure 7.11: Misidentification rate in data and MC simulation, for the loose (left), medium
(middle) and tight (right) WP for 2017 data.

7.5.2 Top-quark tagging efficiency

The tagging efficiency is measured in events from the SR requiring the t

mass within 130-210 GeV. To minimize contributions of misidentified t

82
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Figure 7.12: Misidentification rate in data and MC simulation, for the loose (left), medium
(middle) and tight (right) WP for 2018 data.

res

combinatorial background, events with more than one t— candidate inside the mass window

res

are rejected. The t " -tagging efficiency is estimated by subtracting from data, contributions

from non-top-quark processes and combinatorial background from top-quark processes with

res

misidentified t'** candidates. A t° candidate is considered as misidentified if it fails the

matching criteria described in Section 7.3.1. For this study the AR parton-jet matching is
loosen to AR < 0.5 for the entire pr range. The mistagging rate SFs are also taken into
account to correct the subtracted events.

res

The t*"-tagging efficiency as a function of the t** candidate’s py is shown in Figs. 7.13

to 7.16 for the three WP and all data-taking eras. Overall good agreement between data and
simulation is observed while the differences observed in bins with a limited number of events

res

are within the statistical uncertainties. The data-to-simulation t™ tagging efficiency SFs are

derived for each WP and data-taking period.
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Figure 7.13: Tagging efficiency in data and MC, for the loose (left), medium (middle) and
tight (right) WP for 2016 non-APV data.
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Figure 7.16: Tagging efficiency in data and MC, for the loose (left), medium (middle) and

tight (right) WP for 2018 data.

7.6 Systematic uncertainties

Various sources of systematic uncertainties that affect the t

ging rate have been studied.

res

84
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7. Resolved top quark identification

The mistagging rate SF are affected by the JES [158] and JER [159]. To quantify the
effect, variations of + 10 on JES and JER are applied. The results are presented in Fig. 7.17
for the medium WP and all data-taking eras. Differences in the mistagging rate SFs are less
than 10%. The systematic uncertainties considered are calculated independently. The final
up and down 0§F mistag Variations are calculated separately, resulting in asymmetric uncer-

tainties and their magnitude is the sum of all variations from each direction in quadrature:

. all ef fects €2

Osr mistag Z (1 - _J> (78)
€

\ J(ej>e)

- all ef fects Ej 9

Osr mistag Z ( - _> (79)

\ o= ‘

with €; being the mistagging rate with the effect j and € the nominal efficiency. The mistag-

ging rate SFs are illustrated in Fig. 7.18 for the medium WP with the statistical uncertainties
shown with the error bars and systematic uncertainties U§F mistag SROWN With the gray bands.

The t* tagging efficiency can be also affected by the JES and JER. The systematic uncer-
tainties are calculated by applying up and down variations and also propagating their impact
on the misidentification rate SFs shown in Fig. 7.17. The t** tagging SF systematic uncer-
tainties from JES and JER variations are shown in Fig. 7.19. Their impact on the tagging
SFs does not exceed 10%, excluding the bins with large statistical uncertainties.

res

The dependence of the t* tagging SFs from the combinatorial background that is sub-

res

tracted from data to measure the t
candidates. The t

tagging efficiency is also studied by altering the defini-

res res

tion of the misidentified t tagging efficiency has been measured using

res

the events from top-quark processes where the t— candidate falls inside the mass window

without asking to pass the matching criteria. Therefore, the subtracted background contains
candidates. The

non-top processes but not events with top-quarks with non-matched t™*

impact of the combinatorial background subtraction to the t*
displayed in Fig. 7.20.

Finally, the systematic uncertainties caused by the top-quark modeling have been calcu-

tagging SFs is negligible as

lated, using tt simulation samples with different configurations to describe different effects

that the top-quark modeling is sensitive to. The systematic effects studied are the following:
* the first shower emission, modeled by the hdamp parameter,
* the scale radiation by changing the early resonance decays (ERD) parameter,
* the color reconnection strength (CR1, CR2),
* the top-quark mass and

¢ the underlying events by changing the TuneCP5 parameters.
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Figure 7.17: Mistagging rate SF systematic uncertainties from JES and JER, for the medium
WP and all data-taking eras.

The impact of each of the aforementioned effects is shown in Fig. 7.21 for the medium WP.

res

The systematic uncertainties of the t tagging SFs originating from the JES and JER
variations, the combinatorial background subtraction and the top-quark modeling are ac-
counted for independently. The total systematic uncertainty is quantified by Eqgs. (7.8)

and (7.9) and displayed in Fig. 7.22 for the medium WP.

7.7 Summary

A DNN-based resolved top-quark tagger is developed to distinguish between trijet systems
originating from hadronic top-quark decays of moderate p from combinatorial trijet sys-
tems. To eliminate the mass sculpting effect, the DNN algorithm has been decorrelated from
the top-quark mass. The tagger exhibits good discrimination power against misidentified

res
t

candidates. The tagging efficiency and misidentification rate have been evaluated and

86



7. Resolved top quark identification

15CMSPreIiminary 16.8 fb* (13 TeV) 1 CMS Preliminary 19.5 fb* (13 TeV)
:é . E\\H‘\H\‘\H\‘\H\‘H\\ HH‘HH‘\H\‘\H\‘\H\E § . E\H\‘\H\‘H\\‘HH‘HH \\H‘\H\‘\H\‘H\\‘HHE
O 1.4F . O 1.4F e
L‘E E e Nominal ] L(E F e Nominal ]
o 1'3? >ystunc E @ 1'3? Syst unc E
S 120 1 8 128 E
+ |~~ IRV
A 1| P | |
l: [ ] l: 4‘ ]
:# ] [ ]
0.9;1 0.9/~
0.8- e 0.8 E
0.6 e 0.6 E
0.5 b bl oo b o oo 3 0.5 Lo b o o oo g

0 100 200 300 400 500 600 700 800 9001000 0 100 200 300 400 500 600 700 800 9001000
P, (GeV/c) P, (GeVlc)
15 CMS preliminary 415" (13 TeV) 15 CMS Preliminary 59.8 fb™* (13 TeV)
§ e A § L
O 1.4F = Q 1.4F =
lf E e Nominal ] L‘E F e Nominal ]
Q 1'3; l:lSystunc E Q 1'3; l:lSystunc E
S 120 4 8120 E
2 115 + 4 2 115 + E
T et | E T gt |
g [T f E AT 1
0.95 4 0.9
0.7F E 07 E
0.6F = 0.6F =
0.5 b bl oo b o oo g ] ST B FET T T BN ST PR U

0 100 200 300 400 500 600 700 800 9001000 0 100 200 300 400 500 600 700 800 9001000
P, (GeVic) P, (GeVlc)

Figure 7.18: Total mistagging rate SF systematic uncertainties for the medium WP and all
data-taking eras.

res

compared in data and simulation to extract SFs in bins of the t* candidate’s py. Good
agreement is observed between data and simulation and any observed differences are within

the statistical uncertainties.
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Figure 7.19: Top-quark tagging SF systematic uncertainties from JES and JER, for the
medium WP and all data-taking eras.
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Figure 7.20: Top-quark tagging SF systematic uncertainties from the combinatorial back-
ground subtraction, for the medium WP and all data-taking eras.
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Figure 7.21: Tagging efficiency as determined in the nominal tt MC sample and samples
with different configurations for the medium WP for 2017 data. The ratio plots express the
systematic uncertainties of the top-quark tagging SFs.
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Figure 7.22: Total top-quark tagging SF systematic uncertainties for the medium WP and all
data-taking eras.
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8 Search for HE — tb in fully hadronic final

state

A search for a heavy charged Higgs boson produced in association with a top and a bottom
quark, decaying to top and bottom quark (H¥ — tb) is presented, using pp collision data
recorded by the CMS detector at /s = 13 TeV during the Run II data-taking period with a
total luminosity of 138 fb~!. The final state signature of the H* — tb production channel
is determined by the decay of the W bosons since the top quark decays with nearly 100%
probability to a W boson and a bottom quark. A fully hadronic final state has 5 ~ 45% and
in the associated production mechanism contains eight quarks, of which four are b quarks.
Large Ht and low ﬁTmiSS due to the absence of neutrinos are some of the characteristics of
the final state. The tree-level Feynman diagram of the associated production of H* — tb in

the fully hadronic final state is shown in Fig. 8.1.

Figure 8.1: Direct production of H* in association with a top and a bottom quark in the fully
hadronic final state.

Despite the large branching fraction of the hadronic decay, the presence of large mul-
tijet background produced via ordinary QCD multiparton processes (QCD multijet) and tt
background make the search highly challenging. Other minor backgrounds include the pro-
duction of a single top quark, tt + X with X = (W, Z, , H and tt), and electroweak (EWK)
contributions from V+jets, with V = (W or Z), diboson and triboson processes. Figure 8.2
shows the Feynman diagrams of the dominant QCD multijet and tt background processes in

the all-jet final state.
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8. Search for charged Higgs bosons decaying into a top and a bottom quark in the all-jet
final state

Figure 8.2: Feynman diagrams of QCD multijet (left) and ¢t pair (right) in the fully hadronic
final state.

8.1 Resolved and Boosted topology

The topological and kinematic characteristics of an event are strongly dependent on the mass
of the charged Higgs boson. When the m+ is large, the decay products of the H* ac-
quire large transverse momentum and become collimated starting to coalesce in large-radius
boosted jets through hadronic decays. In such events, jets from the quarks of a W boson
or the top-quark decay may merge to a signle W jet or a top jet respectively. The diagrams
in Fig. 8.3 show the decay of the H* into resolved and boosted jets. This analysis focuses
on the resolved regime, where all jets are resolved into separate jets, and the semi-boosted

regime, which features one resolved and one merged top quark.

H+ H* b

(a) resolved top quark (b) boosted W boson (c) boosted top quark

Figure 8.3: Resolved and boosted topologies.
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O Search for charged Higgs bosons in the re-

solved regime

This section presents a search for a H — tb in the all-jet final state. The trijet systems
originating from the top-quark decays are reconstructed with the resolved top-quark tagger
described in Chapter 7. The dominant QCD multijet background is estimated with a data-
driven method and is discussed in Section 9.4. To extract signal in the presence of SM
background an event-based DNN is developed which is parameterized with respect to the
H™ mass hypothesis. Model-independent upper limits at 95% CL are set on the product of
the production cross section and the branching ratio into a top and a bottom quark-antiquark

pair o (pp — thi) X B(Hi — tb). The results are summarized in Section 10.6.

9.1 Event selection

A set of selection criteria is applied to data and simulation to select signal-like events and
reject as many background events as possible. These criteria are described in Sections 9.1.1

t0 9.1.8 and summarized in Section 9.1.9.

9.1.1 Signal trigger

Events used in the analysis are required to pass specific HLT triggers. Fully hadronic multijet
triggers were designed to select events with large jet multiplicity with a threshold on the
Hr and at least one or two b-tagged jets reconstructed at the HLT with the CSV [160] or
DeepCSV [135] algorithms. Additional triggers are used to select events with the presence
of AKS jets with requirements on the pr and the jet mass, and high- ' events. The full list
of triggers is briefly described in Table 9.1. Studies on the efficiency of the signal triggers

are presented in Section 9.2.

9.1.2 Primary vertex

The selected PVs are reconstructed as described in Section 4.1.1 and must fulfill a set of
selection criteria. The number of d.o.f indicating the number of associated tracks must be
Ngof = 4. The position of the PV along the beam axis must not exceed 24 cm and the radial

position in the transverse plane is less than 2 cm. In events with multiple reconstructed
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9. Search for charged Higgs bosons in the resolved regime

Table 9.1: Signal HLT triggers and their requirements.

2016

HLT_PFHT400_SixJet30_DoubleBTagCSV_p056
HLT_PFHT450_SixJet40_BTagCSV_p056
HLT_PFHT900

HLT_AK8PFJet450

HLT_AK8PFJet360_TrimMass30

Hy > 400 GeV, > 6 AK4 jets with pp > 30 GeV,
Hyp > 450 GeV, > 6 AK4 jets with pr > 40 GeV,

Hp > 900 GeV
> 1 AKS8 jet with pp > 450 GeV
> 1 AKS8 jet with pp > 360 GeV, M > 30 GeV

2 b tagged jets (CSV)
1 b tagged jets (CSV)

2017

HLT_PFHT380_SixPFJet32_DoublePFBTagCSV_2p2
HLT_PFHT380_SixPFJet32_DoublePFBTagDeepCSV_2p2
HLT_PFHT430_SixPFJet40_PFBTagCSV_1p5
HLT_PFHT1050

HLT_AK8PFJet500

HLT_AK8PFJet400_TrimMass30
HLT_AK8PFHT800_TrimMass50

Hyp > 380 GeV, > 6 AK4 jets with pp > 32 GeV,
Hy > 380 GeV, > 6 AK4 jets with pp > 32 GeV,
Hy > 430 GeV, > 6 AK4 jets with pp > 40 GeV,

Hy > 1050 GeV

> 1 AKS jet with pp > 500 GeV

> 1 AKS jet with pr > 400 GeV, M > 30 GeV
Hy > 800 GeV, M > 50 GeV

2 b tagged jets (CSV)
2 b tagged jets (DeepCSV)
1 b tagged jets (CSV)

2018

HLT_PFHT380_SixPFJet32_DoublePFBTagCSV_2p2

HLT_PFHT380_SixPFJet32_DoublePFBTagDeepCSV_2p2

HLT_PFHT400_SixPFJet32_DoublePFBTagDeepCSV_2p9%4

HLT_PFHT430_SixPFJet40_PFBTagCSV_1p5
HLT_PFHT430_SixPFJet40_PFBTagDeepCSV_1p5
HLT_PFHT450_SixPFJet36_PFBTagDeepCSV_1p59
HLT_PFHT1050

HLT_AK8PFJet500
HLT_AK8PFJet400_TrimMass30

HLT_AK8PFHT800_TrimMass50

Hy > 380 GeV, > 6 AK4 jets with pp > 32 GeV.

Hy > 380 GeV, > 6 AK4 jets with pp > 32 GeV,
Hy > 400 GeV, > 6 AK4 jets with pp > 32 GeV,
Hyp > 430 GeV, > 6 AK4 jets with pp > 40 GeV,
Hy > 430 GeV, > 6 AK4 jets with pp > 40 GeV,

Hyp > 450 GeV, > 6 AK4 jets with pp > 36 GeV.
Hy > 1050 GeV

> 1 AKS8 jet with pp > 500 GeV

> 1 AKS jet with pp > 400 GeV, M > 30 GeV
Hyp > 800 GeV, M > 50 GeV

, 2 b tagged jets (CSV)
2 b tagged jets (DeepCSV)
2 b tagged jets (DeepCSV)
1 b tagged jets (CSV)
1 b tagged jets (DeepCSV)
, 1 b tagged jets (DeepCSV)

PVs, the one with the largest value of the scalar quadratic pt sum of the associated tracks is

considered the PV of the hard scattering.

9.1.3 ET filters

A set of clean-up E™ filters is applied to data and simulated events to reject events with
artificially high-p#™** due to reconstruction failures or malfunctioning detectors. The list of
filters used in this analysis is shown in Table 9.2. Details about each filter can be found
in [161].

9.1.4 Electrons, muons, and hadronic 7 veto

Events with isolated electrons, muons, and hadronically decaying 7’s are excluded to ensure
a fully hadronic final state selection.

The reconstruction and identification of isolated muons is described in Section 4.2.2.
Global muons are required to pass the loose criteria for the identification of prompt muons
and muons from heavy and light quark decays, as described in [162]. The mini-isolation al-
gorithm is used to quantify the amount of measured energy in a cone relative to the transverse

momentum of the lepton. The relative isolation is given by:
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9. Search for charged Higgs bosons in the resolved regime

Table 9.2: Summary of the ™ filters applied to data and simulation.

good primary vertex filter

beam halo filter

HBHE noise filter

HBHE iso noise filter

ECAL dead cell trigger primitive fiter

Bad PF Muon Filter

Bad PF Muon Dz Filter

Bad EE supercluster filter

ECAL bad calibration filter (2017 and 2018)

C. rom n 1
Iso = ZpThf PV 4 max(0, Z Ef + Z Ef — 3 pr)/pr(l) 9.1

where p$' ™™ PV is the p of charged hadrons from the PV, E£" and E is the transverse

energy of neutral hadrons and photons around the muon and pr! is the py from pileup. The
term pr(¢) in the denominator refers to the pr of the lepton. The mini isolation uses a pp-
dependent size of the cone radius so that in boosted topologies, the smallest possible radius

is selected to reduce overlap with jets. The radius is defined as:
R = max(0.05, min(0.2,10/px(¢))) 9.2)

and results in the following radius values:

/

02,  pr(f) <50 Gev

R = %, 50 GeV < prp(f) <200 GeV 9.3)

0.05  pr(f) > 200 GeV

\

Muons identified as loose with relative mini isolation less than 0.4, pr > 10 GeV and
In| < 2.4 are excluded from further analysis.

Electrons reconstructed as discussed in Section 4.2.3 are required to pass a cut-based
identification algorithm provided by the E/ physics object group with a working point that
corresponds to 95% signal efficiency. Similarly to the muon veto, electrons with relative
mini isolation less than 0.4, pr > 10 GeV and |n| < 2.4 are rejected.

Events with 7, reconstructed following the method in Section 4.5 are vetoed if the se-

lected 7, jets have pp > 20 GeV and |n| < 2.1. The selected 7;, jets must also fulfill the iden-
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9. Search for charged Higgs bosons in the resolved regime

tification criteria of the DeepTau algorithm against the hypotheses of misidentified muons,

electrons or jets from quarks or gluons.

9.1.5 Hadronic jet selection

The hadronic jet reconstruction is described in Section 4.3. The selected events are required
to have at least seven jets with || < 2.4 and pass the tight identification criteria listed
in Table 4.1. The jets are sorted in descending pr order. The sixth and seventh jets are
required to have a pr greater than 40 GeV and 30 GeV respectively. The scalar sum of the
pr of all the selected jets Ht must be above 500 GeV.

9.1.6 B-tagged jets

Jets originating from the hadronization of bottom quarks (b jets) are identified with the Deep-
Jet b-tagging algorithm as discussed in Section 4.4. At least three out of the selected jets with
pr > 40 GeV are required to be b-tagged, using the WP that corresponds to 1% misidentifi-

cation rate.

9.1.7 Resolved top quarks

The t™ tagger described in Chapter 7 is used to identify top quarks whose decay products
are three separate small cone jets. All selected jets are used to create trijet combinations and
only the ones that have a mass between 130 to 210 GeV and at least one b-tagged jet are

res

considered as inputs to the DNN classifier to evaluate the output score. The t~ candidates

are sorted in descending DNN score and are cross cleaned so that each of them does not have

res

shared jets with any t— candidate of higher DNN score. Events are then categorized based on

res

the number of medium-tagged t* candidates. Two categories are considered in this analysis,
one containing exactly two medium t"* candidates (2M,) and one with exactly one medium

and at least one loose-not-medium t"* candidates (1M1Lw).

9.1.8 Charged Higgs boson reconstruction

The charged Higgs boson invariant mass (my,) is reconstructed by forming a four-jet system
with the leading in py t*° candidate and the leading in p b jet that is not used in the recon-
struction of the two t** candidates. In the 1M 1L category, the t*° candidate assigned as
the top quark coming from the charged Higgs boson decay is required to be medium-tagged,
otherwise, the event is rejected. The subleading in p t'* candidate is considered to be the

associated top quark.

9.1.9 Summary

The event selection criteria are summarized in Table 9.3.

97



9. Search for charged Higgs bosons in the resolved regime

Table 9.3: Summary of the criteria used to select the signal analysis sample in the resolved
analysis.

1 Signal trigger AK4 multijet, AKS jet, Inclusive Hp

2 METFilters  Reject artificially high "

3 PV Ngot = 4,1zl <24 cm, 1y, <2 cm

4 =0electrons pr>10 GeV, |n| < 2.4, minilso < 0.4, cut-based ID ( 95% efficiency)

5 =0 muons pr > 10 GeV, || < 2.4, minilso < 0.4, loose ID

6 =01, pr>20 GeV, |n| < 2.1, DeepTau (very loose e — 1, medium p — 1y, loose j — ;)
7 >7jets P > 40 GeV, pi" > 30 GeV, || < 2.4, TightID, Hy > 500 GeV

8 >3bjets pr > 40 GeV, Deeplet (1% misID rate)

130 < myges < 210GeV, with > 1 b-tagged subjet
9 =2t == 2 medium tagged t*** (2M_) OR

== 1 medium tagged t** and > 1 loose-not-medium tagged t* (1M1Ls)

res

10 my, Leading in p medium tagged t™ + leading in py free b jet

9.2 Trigger Performance

The efficiency of the HLT trigger paths used in this analysis is studied as a function of
different jet-related variables that are part of the trigger requirement. The trigger efficiency
is defined as the fraction of events that pass the reference trigger and the offline selection and

in addition satisfy the OR of the signal triggers listed in Table 9.1.

Offline Selection && Reference Trigger && Signal Trigger

94)

SHLT = Offline Selection && Reference Trigger

The efficiency of the trigger is measured in both data and simulated MC events using a
p+jets sample collected with an orthogonal trigger and with selection criteria similar to the
signal event selection discussed in Section 9.1. The events are required to pass the orthogonal
single muon trigger HLT_TsoMuZ24 for the 2016 and HLT_IsoMu27 for the 2017 and 2018
data-taking eras. This muon trigger is used as reference trigger to determine the efficiency of
the desired trigger. The offline selections require the presence of an isolated muon, identified
as loose and with pp > 26 GeV for the 2016 or py > 29 GeV for the 2017 and 2018 eras,
and || < 2.4. As per the signal-event selections, events with electrons and 7, are excluded.
At least seven jets identified as tight and within || < 2.4 are required, with the six leading
in py jets having pp > 40 GeV and the remaining jets having pr > 30 GeV. The events are
categorized based on the number of b-tagged jets. The two categories contain exactly two or
at least three b jets with pr > 40 GeV and satisfy the medium WP of the DeeplJet algorithm
which corresponds to 1% mistagging rate.

The efficiency is studied as a function of the H and the py of the sixth jet, and is shown
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9. Search for charged Higgs bosons in the resolved regime

in Fig. 9.1 and Fig. 9.2 respectively, for all data-taking eras. In the two 2016 eras, negligible
discrepancies are observed.

The differences observed in the low py and Hp regions in the 2017 data are caused
by three factors. Firstly, during a part of the Run2017C era the single b tagging trig-
ger was accidentally prescaled, affecting a luminosity of 6.2 fb~'. Secondly, the high
L1 Hy thresholds at the beginning of the data-taking period affected ~6.2 fb~" of the
integrated luminosity. Thirdly, at the end of the Run2017C era, a copy of the sin-
gle b tagging trigger was introduced with the online DeepCSV b tagging algorithm
(HLT_PFHT380_SixPFJet32_DoublePFBTagDeepCSV_2p2). This period corresponds to
a luminosity of ~27.1 fb™"

The differences observed in the low p and H regions in the 2018 data can be attributed
to the use of the 2017 multijet trigger paths at the beginning of the data-taking period. These
triggers were eventually replaced by the corresponding 2018 HLT trigger paths during the
Run2018B era. However, simulated samples contain the HLT menu used at the end of the
run and therefore the 2017 HLT triggers are not included.

To address the trigger efficiency discrepancies observed in the 2017 and 2018 data, SFs

are derived to correct simulation, as will be discussed in Section 9.3.2.

9.3 Corrections to simulation

Differences between data and simulated events are taken into account, by correcting the

simulation as described in the following subsections.

9.3.1 Pileup reweighting

The number of pp interactions changes as a function of the instantaneous luminosity during
data taking. In simulation, the pileup is simulated as a distribution with fixed average number
of interactions. To correct for this effect, the pileup distribution is reweighted according
to the real data distribution. In data, the mean number of interactions per bunch crossing
is estimated from the product of the measured luminosity in each bunch crossing and the

average total pp inelastic cross section of 69.2 mb.

9.3.2 Trigger scale factors

As described in Section 9.2 differences between data and simulation seen in the trigger per-
formance studies are taken into account by deriving SFs to correct simulation. The SFs are
taken from the data-to-simulation efficiency ratio and are expressed as a function of the Hy
of the event and the pr of the sixth pp-ordered jet.

To address the high L1 Hy thresholds at the beginning of the 2017 data-taking period,
the prescale of the single b tagging trigger and the introduction of the HLT trigger with the
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Figure 9.1: Trigger efficiency of the OR of the triggers used in the analysis as a function of
the Hp of the event for all the data taking eras.

online DeepCSV b tagging algorithm, four scale factors are calculated that correspond to
different run periods. The final SF is calculated as the sum of the individual SFs, weighed
by the corresponding integrated luminosity. For the 2018 data, a single SF is derived for the
entire period.

For the 2016 data-taking period, data and simulation agree and the changes do not exceed

5%. For this reason, no trigger SF was adopted and a flat 5% uncertainty is applied.

9.3.3 b-tagging scale factors

The b tagging efficiency measured in data differs from the efficiency determined in simulated
events. These differences are taken into account with SFs which reweigh the simulated
events. Per-jet b tagging efficiency SFs are provided by the b tagging physics object group
for b and light flavor jets. The per-jet SFs depend on the pr, n and flavor (F) of each jet.
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Figure 9.2: Trigger efficiency of the OR of the triggers used in the analysis as a function of
the py of the sixth in p jet for all the data taking eras.

The per-jet tagging ( f**%) and mistagging (f™***¢) SFs are difined as:

tag
ftag (pT) = =D ((pT) (95)

mistag

€Data
fmistag (pT) - EEHLT; (9.6)

mistag

where £ and ¢ are the per-jet b tagging and mistagging efficiencies. The probability

for the event to pass the b tagging selection is:
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9. Search for charged Higgs bosons in the resolved regime

Nb—ﬂavorjels tagged Nb—ﬁavnr jets not tagged
o tag tag
p— [ = [ a-<%
=1 j=1
' ’ (9.7)
Nlighl flavor jets tagged ]Vlight flavor jets not tagged
mistag mistag
X H £ H (1—¢&™).
k=1 =1
The per-event SFs that reweigh the simulated events can then be calculated as:
P (data
sp — D data), 9.8)
P (MC)

With Eq. (9.5) and Eq. (9.7), the per-event SF of Eq. (9.8) can be written in terms of the
per-jet SFs and b (mis)tagging efficiencies of jets:

Poe e N"°ﬁgg“‘ (1 — 1% (pr,m, F)ey* (m))

SF = H fitag(pT7na]:) : be
i j 1 —¢&5"(pr)
Ny d Ny d i d (99)
udsg tagge ista udsg not tagge 1 mistag ., F Eu sg D )
” H fk t g(pT’n"/—_-) . H l ( "l;dsg ) l ( T .
k ! 1—¢ " (pr)

In the above equation, the b tagging and mistagging efficiencies refer to the simulated effi-
ciencies and are measured in a sample orthogonal to the one used in the measurement of the
per-jet SF. Specifically, simulated QCD multijet, tt, W+jets events with at least 6 jets and 2

b jets are used to measure the b tagging and mistagging efficiencies.

9.3.4 t" scale factors

Differences in the performance of the t"*-tagger between data and simulation are corrected
by reweighting the simulated events with a per-event SF. This SF is calculated by applying

res

the SF of each t** candidate in the event. Four categories characterize the t** candidates

based on their tagging and matching status:

* tagged and truth-matched (t|gen-t)
* tagged and unmatched (t|!gen-t)
* not tagged and truth-matched (!t|gen-t)

* not tagged and unmatched (!t|!gen-t).

The simulated tagging efficiency and misidentification rates are denoted as ¢; (t | gen-t)

res

and ¢; (t | !gen-t) respectively and depend on the pr of the t™° candidate with index i. The

102



9. Search for charged Higgs bosons in the resolved regime

res

probability of a simulated event passing the t ™ -tagging selections is the product of the indi-

res

vidual efficiencies of all the t™ candidates falling into the four categories:

t|gen-t t|!gen-t
= H g; (t | gen-t) x H g; (t] !gen-t)
i=1 j=1
It|gen-t It|!gen-t
X H [1— ¢ (t| gen-t)] x H [1—¢ (t] !gen-t)] (9.10)
k=1 =1

The probability of an event in data is expressed in terms of the simulated efficiencies and

per-t“*-candidate SFs as:

t|gen-t t|!gen-t
P (data) = H SF,; (t | gen-t) g; (t | gen-t) x H SF; (t | !gen-t) g; (t | !gen-t)
j=1
!t|gen—t It|!gen-t
x J] [L—SF, (t| gen-t)e; (t| gen-t)] x J] [1—SF(t]!gen-t)e (t] !gen-t)]
k=1 =1

(9.11)

Finally, the event weight to correct the simulation is given as an expression of products

of the SF and MC tagging efficiency and misidentification rate:

P (data) t|gen-t t|!gen-t
w = = SF, (t | gen-t) x SFE; (t | !gen-t)
povic) ~ L 11 s%;
It|gen-t
" lg—[ [1 — SF; (t | gen-t) & (t | gen-v)]
paiey [1— e (t] gen-t)]
It|!gen-t
x ﬁ 1 - SFl | 'gen t) €1 ( | 'gen_t)] (9 12)
[1—e (t] !gen-t)] ' '

9.4 Background estimation

In the resolved regime, the dominant QCD multijet background is measured with a data-
driven method while all the remaining SM processes are modeled using simulation. The
data-driven method splits the phase space into four orthogonal regions by inverting two un-
correlated event selection criteria, defining 3 control regions (CRs) enriched in QCD multijet
events. The layout of the four regions comprising the QCD multijet measurement method is
shown in Fig. 9.3 (right). The CRs are determined by inverting at least one of the conditions
of the MVA score of the t** candidate from the H* decay and the m,= of the associated

t** candidate. CRs with a tagged t* candidate are labeled with “t” while CRs containing
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res res

non-tagged t candidate are labeled with “!t”. Similarly, CRs where the associated t can-
didate is on or off the mass window, are labeled as “on-m” and “off-m” respectively. Events
that pass all the selection criteria belong to the SR. In the inverted m,~ region labeled as
CR(off — m, t), the mass of the associated t
sidebands (SBs), defined by ms € [50, 130] GeV and m= € [210, 260] GeV as displayed

in Fig. 9.3 (left). This CR is used to obtain the shapes of the observables, as the QCD multijet

res

candidate falls within one of the two mass

events possess similar kinematic properties to the events in the SR. To predict the number of
QCD multijet events in the SR, two additional regions CR(on — m, !t) and CR(off — m, !t)
are used to calculate the transfer factors (TF) that normalize the CR(off — m, t) to the SR.
The TF are defined by the CR(on — m, !t)-to-CR(off — m, !t) ratio. In both “!t” CRs, the

t" candidate from the H* decay fails the medium WP of the t* tagger. To eliminate any

kinematic differences between “on-m” and “off-m” t**

in bins of the t

candidates, the method is performed

> candidate’s py as follows:

o IMI1Lyes: pp < 175 GeV, pp > 175 GeV

e 2Mws: pp < 100 GeV, py € [100, 300] GeV, pp > 300 GeV

The expected yields of QCD multijet events in the SR are estimated by:

P, NCR(on m,!t)

CR(off-m,t) QCD,i

Nacp = ZNQCD1 <m> (9.13)
QCD,i

where index 7 runs over all the py bins of the associated t™

candidate and Nqcp is the
number of QCD multijet events in each region which is estimated after subtracting from

data, the contributions from the simulated SM background:

NQCD = NData - Ntf - Nt,tE+X,EWK (9-14)
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Figure 9.3: Left: Diagram showing the associated t — candidate’s mass ranges that define the
SR (red) and the SBs (blue). Right: Schematic diagram of the SR and the four CRs used in
the QCD multijet background estimation method.
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To verify the validity of the background estimation method, the assumption of orthogo-
nality of the two variables that define the CRs is studied. Figure 9.4 illustrates the MVA score
shape of the t** candidate from the H* decay in the SR, low sideband SB™, upper sideband
SB™ and the inclusive SB region, in QCD multijet events measured in data and tt simulated
events. The distributions are created with the 2018 data and are normalized to unity. In QCD
multijet events, the two variables show no correlation. In tt, a small correlation between
the SR and the SB™, SB™ is observed in the SB-to-SR ratio, which is compensated when

combining the two SBs.
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Figure 9.4: The MVA score of the t" candidate from the H* decay in the SR and SB,
normalized to unity for QCD multijet events measured in data (left) and simulated tt events
(right).

9.4.1 Closure in validation region

The method used for the measurement of the QCD multijet background is validated in two
validation regions (VR) which are orthogonal to the SR. The VRs fulfill the selection criteria
described in Section 9.1 except for the b tagging selection that requires exactly two b-tagged

® candidates. Since no extra b

jets. The two b-tagged jets are forced to be inside the two t
jets are left for the reconstruction of the H* candidate, the leading free jet is used to suppress
further any signal contamination.

The first VR is enriched in QCD multijet events and is labeled as VRgcp. In this re-

res

gion the mass of the t— candidate from the H* decay is outside a tighter mass window
of 155 < mys < 195GeV. To enhance the purity in QCD multijet events, the minimum
AR distance between a b-b pair (AR,;,(bb)), including the jet used for the reconstruction

of the H* candidate, is less than 1.0. This requirement keeps collinear bb pairs from gluon
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splitting.

The second VR is dominated by tt events and is labeled as VR,;. In the VR,;, the mass of
the t** candidate from the H* decay is 155 < m« < 195GeV and the minimum AR, ;, (bb)
is greater than 1.2.

The background estimation method is applied in VRgcp and VR; to measure the QCD
multijet background. The performance of the method is validated by comparing the distribu-
tions of the observables in data and background. Figures 9.5 and 9.6 show the reconstructed
invariant mass of the H* candidate () for the 2018 observed data, estimated background
and expected signal of m + = 800 GeV in VRqcp and VRy; respectively. In VR, the con-
tribution from tt is ~ 65% in the 1M1L and ~ 85% in the 2M= category. In VRqcp,
QCD multijet events comprise ~ 85% and ~ 65% of the events in the 1M 1L and 2M,res
categories respectively. The presence of signal is negligible in all VRs and categories. Data

and estimated background show good agreement and the result verifies the validity of the

method.
A CMS Preliminary 59.8 fb! (13 TeV) A CMS Preliminary 59.8 fb™! (13 TeV)
T T T T E T T T T =
> 107 E -4 Data 3 > 102 | -¢- Data ]
() E X 3 v £ i E
o r H" (0.8 TeV, 1 pb)] O E H* (0.8 Tev, 1 pb)E
8 - .o~o~. QCD multijet | 8 C .‘5-... QCD multijet
0 10 - B 3 B oL B _
g E ., B x ew 3 g E B xew 3
~ : ° Bkg. stat. : ~ C .. Bkg. stat. ]
2] 2] o b
c 1 * = < 1= _
Q E (1) 3 Q E 3
=> C . > F L] 3
w Co *y ] w e ) ]
\% B ¢ R 1 \% - L) §
107 3 10 =
E 3 ¢ 3
L B~ ]
102 : 1072 R et e
o 1.5F ] o 1.5 + -
= J SV WP | & P 5
3 1—;,. e £ 2 it 28 R + """"""""""""""""" 1 3 1:}—iw il % S ++ """""""""""""""""""" g
T r + h b r * 7
Q 0.5 ‘ ‘ ‘ ‘ -1 Q 0.5 ‘ ‘ ‘ ‘ -1
0 500 1000 1500 2000 2500 0 500 1000 1500 2000 2500
m.. (GeV) m.. (GeV)

Figure 9.5: The my, distribution for the observed 2018 data, estimated background and ex-
pected signal of m+ = 800GeV in VRqcp region, for the IM1L= (left) and 2M= (right)
category.

9.5 Signal extraction

A DNN-based discriminant has been developed to enhance the separation between signal of
H* from background events. This event-based DNN is parameterized in respect of the my+
to account for dependencies of the kinematic features from m.+. The idea of a parameterized
DNN [163] is to generalize its performance in a wide range of the physics parameters’ values

by extending its input to include also the set of desired parameters. In simple DNNs, the
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Figure 9.6: The my, distribution for the observed 2018 data, estimated background and ex-
pected signal of m + = 800GeV in VRy; region, for the IM1Lge (left) and 2M (right)
category.

input set of features Z is described by specific values of a parameter set § and the output of
the DNN is a function of Z, f(Z). Trivial solutions to expand the discrimination of a DNN in
different choices of parameters are the development of a set of parameter-specific DNNs or
the use of a mixture of samples from different parameters as input to a single DNN. These
approaches would result in reduced performance, especially away from the parameter values
that were used during the training and lead to discontinuities in the performance between
the individual networks. On the contrary, parameterized DNNs receive as input the set of
features and the distinct parameter values and associate them, providing a conditional output
in terms of both  and 0, f(,6). The construction of a parameterized DNN is visualized
in Fig. 9.7 where on the left diagram, individual networks are trained with different parameter
values ¢ = 0,,, 05, while in the right diagram, the parameterized DNN receives all the possible
values of ¢. The decision of the algorithm differs between parameter hypotheses. In the case
of a mass-parameterized DNN, a specific event might be signal-like in a single m,+ region
but background-like in different choices of m 4.

Parameterized networks have interpolation power between values of parameters that
are not exposed to during the training. Moreover, they exploit correlations from the full
parameter-dependent dataset resulting in improved performance compared to simple DNN's

which remains optimal under systematic variations in the total parameter space.
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Figure 9.7: Individual networks trained with a single value of 6 parameter are shown on the
left diagram. The right diagram presents the parameterized DNN diagram, trained with the
input features and the possible values of 6.

9.5.1 Training dataset

The parameterized DNN algorithm is a classifier that distinguishes H™ signal events of dif-
ferent mass hypotheses from tt and combinatorial background. The input dataset is a combi-
nation of events from both IM 1L~ and 2M,s categories. The signal dataset is selected from
events passing all the SR selections, using 6 different simulated samples of m .+ = [220,
350, 600, 1000, 1500, 2500] GeV. This selection is optimized so that it covers as much
m, .+ spectrum as possible. In the background dataset, both tt and combinatorial events are
measured using tt-simulated events. The tt events pass all the selection requirements of the
SR. Combinatorial QCD multijet-like background contains events from the CR(off — m, t)

res

in which none of the t™ candidates is truth-matched to a top-quark at generator level. The
proportion of tt and QCD multijet-like events is set to match the background composition
of the analysis in each of the two event categories. During the training, all the events are
weighted using the corrections described in Section 9.1. Combinatorial events are also cor-
rected using the pp - binned TF discussed in Section 9.1, to take into account kinematic
differences between CR(off — m, t) and SR. The total dataset consists of equal signal and
background samples and the signal dataset is equally split into the 6 m + values. For or-
thogonality purposes, the DNN used to evaluate the data of each data-taking era is trained
with the data of different eras. To check the consistency of the output between different eras,

overtraining tests are performed between training and testing samples.
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9.5.2 Input features

The input of the event-based tagger is a set of 12 discriminating features that include kine-
matic properties of the reconstructed jet systems, angular separations and event shape vari-
ables. The input is expanded to include also the true m  + parameter which is assigned to
each event. For the background where m + value is not physically meaningful, a random
value is assigned to each event according to the values used for the signal, following a uni-

form distribution. The list of the 13 inputs is presented in Table 9.4.

Table 9.4: Summary of the input features and parameter used for the development of the
parameterized event discriminator.

Af(t,+, b, +) in H* CM

P (H, by)

A~ W

Hr g, =pr (bes ) +pr (bt;:“'i) +pr (by+)

Pr (bbARmin)
m(bb

max pT)
Pp ) /HT,3b
y23 = pgl‘,j?)/(pT,jl + pT,j2)2

res

O 0 9 N W

N medium t
10  Circularity
11  Sphericity
12 Aplanarity

13 True mass parameter M+

Variables related to the H* and the objects used for the reconstruction of the H* candi-

candidate (t,+) and the b jet with the highest pr (b,+), include:

res

date, the leading in py t
o the H* invariant mass, My,
* the polar-angle separation in the H* center-of-mass, AG(tHi R bHi)'

« the absolute py difference between the H™ and the b jet from the H* over their pp sum
defined as pA™~™ (H™, b +).

res

Four variables are associated with the three b jets from the t ™ candidates and H* decay:
¢ the scalar sum of their pp, Hr 3y,

* the py of the bb pair with the minimum AR distance, pr(bb ARrmin)
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* the invariant mass of the bb pair with the maximum pr, m(bb,,,q4 p..)

¢ the fraction of the Hry 5, carried by the b jet from the H* decay, Prpm) /Hr 31
Two additional variables used as input of the event-based tagger are:

e the third highest py jet resolution is determined by the variable, y23

res

* the number of medium-tagged t candidates, used to increase the discrimination

power in the two categories 1M1L s and 2Mres.

Finally, three event-shape variables are defined by the eigenvalues of the normalized spheric-

ity tensor:

jets
Zpi,api,ﬁ
Mog = =7 (9.15)

>l
(2

where index ¢ runs over all the jets in the event, «, 5 run through the x,y,z components. The
3
eigenvalues fulfill the condition A; > A, > A3 with > \; = 1. Based on the eigenvalues,

sphericity and aplanarity are defined as follows.

3
S = 2 (Aa + A3) 0.0< S5 <1.0 Sphericity (9.16)
A= ; (A3) 0.0<A<0.5 Aplanarity (9.17)

The sphericity of an event is a measurement of the summed squared transverse momentum
of all jets p> with respect to the event axis and characterizes an event as isotropic if S ~ 1.
Aplanarity is the transverse momentum component out of the event plane and characterizes
an event as planar when A = 0 or isotropic if A ~ % Following the definition of the spheric-
ity tensor, we define the two-dimensional tensor in the transverse plane («, 5 = x,y). The

circularity is defined as:

AL, A
C =2 x min———  Circularit 9.18
D Y ©-18)
and is independent from boosts along the 2 direction. Additionally, the normalization by the
sum of the particle momenta makes it independent from energy correction effects. Circular
events have large circularity values and as the value decreases the event becomes linear.
The distributions of the 12 variables are shown in Fig. 9.8 and the correlation matrix for

signal mass hypotheses of 350 GeV and 1000 GeV is presented in Fig. 9.9.
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Figure 9.8: Distributions of the input variable used for the training of the parameterized

DNN.

9.5.3 Architecture and data processing

The DNN method is provided by the KERAS [154] and TENSORFLOW [155] software pack-

ages. The parameterized DNN is a fully connected neural network that consists of 3 hidden

dense layers with 32 neurons each. A batch normalization layer is introduced between all

layers to accelerate the training procedure and improve the performance of the algorithm.

The batch normalization layer applies a transformation on the input batch that keeps its
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Figure 9.9: The correlation matrix shows the pairwise correlation of all the variables, for
signal mass of 350 GeV (left) and 1000 GeV (right).

mean close to zero and the standard deviation close to one. Mathematically, the transformed
output of the batch normalization layer is expressed by:
batch — mean(batch)

tput = . A
outpt var(batch) + Vs ©.19)

where ¢ is a small float that prevents division by zero and /3, «y are an offset and a scaling
trainable parameters respectively. The dense hidden layers and the output layer use the ReLU
and sigmoid activation functions respectively. The Adam [156] optimizer is used to minimize
the binary cross-entropy loss function with a learning rate of 0.001. The network is trained
for 1000 epochs or until no improvement is observed in the area under the ROC curve with
batches of 32768 events.

9.5.4 Performance

The performance of the algorithm is expressed in terms of the ROC curve which is produced
for all the available signal mass points. For each mass point, the parameterized DNN is
evaluated at the true mass of the generated signal. A set of individual DNNs of fixed m +
value has been trained using the same architecture to compare its performance with that of
the parameterized network. The ROC curve in Fig. 9.10 presents the signal-to-background
efficiency for the parameterized DNN with a solid line and the individual networks with
a dashed line. The results demonstrate that the performance of the parametrized DNN for
various m+ masses even the ones not used in its training, is compatible to the performance
of the DNNs trained with fixed m, + values. This verifies the interpolation power of the
parameterized DNN.

The DNN score is evaluated with the training and test datasets as seen in Fig. 9.11 for

all training mass hypotheses. Similar performance is observed between the two datasets,
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Figure 9.10: The ROC curves of the parameterized DNN, evaluated at the true mass of the
generated signal. The performace is compared to the one obtained by individual DNNs
trained with a fixed My

indicating that the algorithm is not overtrained. The distributions corresponding to higher
m, .+ hypotheses display greater separation between the signal and background, while small

discrimination is observed for the very low masses.
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Figure 9.11: Overtraining test of the parameterized DNN, for all m_ + used during the train-
ing. Top row: Overtraining test for mass hypotheses of 220 GeV (left), 250 GeV (middle)
and 600 GeV (right). Bottom row: Overtraining test for mass hypotheses of 1000 GeV (left),
1500 GeV (middle) and 2500 GeV (right).
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9.6 Systematic uncertainties

Systematic uncertainties are introduced as nuisance parameters in the final maximum like-
lihood fit to data. This section discusses the sources of systematic uncertainties which may
affect the rate of the final yields, the shape of the fit discriminant, or both the rate and shape,

and their contribution to the total uncertainty.

9.6.1 Luminosity uncertainties

The integrated luminosity for each data-taking era was measured as described in [164] with
total systematic uncertainties of 1.2%, 2.3% and 2.5% for the 2016, 2017 and 2018 data sets

respectively [164—166]. The uncertainties are treated as partially correlated among the eras.

9.6.2 Trigger efficiency uncertainties

Trigger efficiency uncertainties are determined by the statistical uncertainties of the mea-
sured trigger efficiency SFs discussed in Section 9.2 and Section 9.3.2. The SF up and down
variations are propagated through the analysis, affecting both the shape and the rate of the
final fit discriminant. For the 2016 data where no trigger SF is applied, a flat systematic
uncertainty of 5% is adopted, affecting only the rate of the expected yields.

9.6.3 Pileup reweighting uncertainties

The uncertainties due to the pileup modeling are estimated by shifting the total inelastic pp
interactions cross section by +5% [167]. Pileup reweighting uncertainties affect both the

shape and rate of the final fit distribution.

9.6.4 Lepton veto uncertainties

Uncertainties due to vetoing electrons, muons and hadronically decaying 7-leptons are cal-

culated as:

Nfall
0, = (L> X Ao (9.20)

where N;*! and N 2 correspond to the number of events that fail or pass the ¢ (e, y, 1},)
veto. The misidentification rates A, p, A, p, and A; p are equal to 2%, 1%, and 3%, for

electrons, muons and t,’s respectively.

9.6.5 JES uncertainties

Uncertainties related to the measurement of the JES are determined by varying the energy of

the jets by + 1 standard deviation around the nominal correction. The variation affects also
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miss

the measured £ . The events are re-analyzed and observed variations affect both the rate

and shape of the final fit discriminant.

9.6.6 JER uncertainties

To account for the difference in JER between simulation and data, the jets in the simulation
are smeared so that the pr resolution describes the data. This is done by increasing and
decreasing the energy of the jets in simulation around the nominal value. The effect is

propagated through the analysis and results in both shape and rate variation.

9.6.7 B tagging and mistagging uncertainties

Uncertainties due to b tagging and mistagging efficiencies are determined by variations on
the per-jet SFs described in Section 9.3.3. These variations are quantified by applying error

propagation on each of the four terms in Eq. (9.9). The per-event SF is calculated based on:

N be tagged

SF== ] (f=£a%1)

%

Nbc not tagged tag bc bc 2 tag 2
1— f;"8; —&? 1—f;
< 1 — k|| LAt | —L5ATEr
j < - ) <1 — ¢ ’s > (1 —5?C)2 ]

N, udsg tagged

« H (flinistag :l:Ai ]znistag)
k

Nudsg not tagged 1 mistag _udsg udsg 2 1 mistag
x H —Ji ‘El 4+ —& : Ai mistag + —Jl Aieudsg
udsg udsg l 2 l
1—¢g 1—¢

! ! <1 — 5;‘dsg>

(9.21)

where per-jet SFs f8 and f™"'*¢ as well as per-jet SFs and efficiencies are uncorrelated.
In the final fit, b tagging and mistagging uncertainties are treated as two separate sources of

shape and rate uncertainties.

9.6.8 Resolved top tagging and mistagging uncertainties

Systematic uncertainties related to the resolved top tagging and mistagging efficiencies de-

™ SF uncertainties described in Section 7.6. The uncertainty on the per-

pend on the per-t
event SF is calculated by applying error propagation on each term in Eq. (9.12). The tagging
and mistagging uncertainties are treated as two separate sources of systematic uncertainties

and they affect both the shape and rate of the final discriminant.
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9.6.9 QCD multijet measurement uncertainties

Various sources of systematic uncertainties that affect the QCD multijet background mea-
surement have been studied. Differences in the predicted background are split into uncer-
tainties in the transfer factors (TF) and uncertainties that arise by varying the definition of
the control regions (CRs), the purity of the QCD multijet background in the CRs and the

res

correction of the transverse momentum of the associated t~ candidate. The impact on the

analysis of each source of uncertainty, is estimated by the differences in the yields and shape
of the fit discriminant.

Systematic uncertainties on the TF are calculated with error propagation on the
Ngg%’f;_m’!t) / Ng%gf_m’!t) ratio. The errors are determined by the statistical uncertainties
in each region. Variations in the TF result in both rate and shape differences.

Uncertainties arising due to the definition of the CRs are estimated by varying the

res res

selection requirements of the associated t— candidate’s mass and the t

of the t** candidate from the H* side in the CRs. In the nominal sideband (SB) re-

tagging score

gions from either side of the m region, the two mass SBs are defined by requiring that
mees € [50, 130] N [210, 260] GeV. Variations in the t* candidate’s mass are mea-
sured by narrowing the SBs, either by excluding the edges or using a “buffer region”
between the selections of the SR and the SB. The alternative SBs are determined by
myes € [100, 130] N [210, 240] GeV and m € [50, 110] N [230, 260] GeV. Variations

res

from the selection of the anti-tagged t— candidates are calculated by shrinking the “!t” CRs.

res

This is done by selecting events where the t"* candidate from the H* decay fails the loose,

res

very loose (vloose) or very very loose (vvloose) WP of the t™ tagger, with the last two WPs
being selected arbitrarily for the purpose of these studies. The dependence of the purity of
the QCD multijet background in the CRs is quantified by altering the rate of the subtracted
background from simulated events by & 10%. Finally, the impact of the associated t** can-
didate’s pr corrections is quantified by performing the data-driven method without binning
the estimated background in py regions.

For each of the four aforementioned sources, the score of the parameterized DNN is
predicted for 17 m + hypotheses that correspond to the signal mass points used in this
analysis. The variation in the shape of the fit discriminant due to the sources of systematic
uncertainties are illustrated in Fig. 9.12 (1IM1L,rs) and Fig. 9.13 (2M,r) which show the
predicted QCD multijet background for a mass hypothesis of m & = 800 GeV using the
2018 data.

The nominal-over-varied ratio of the parameterized DNN score is fitted to a zero-order
polynomial for all mass hypotheses and sources. The flat shape of the ratios implies rate un-
certainties for the four sources of systematic variations. The impact of each source is taken
as a symmetric variation equal to the maximum variation with respect to the nominal selec-
tions. The total systematic uncertainty affects the rate of the fit discriminant and includes all

the sources which are summed in quadrature.
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Figure 9.12: Sources of systematic uncertainties of the estimated QCD multijet background
for the 1IM1L,es category. The effect of (a) the selection of the associated t"* candidate’s
mass, (b) the t* tagging score of the t* candidate from the H* decay, (c) the purity of the
QCD multijet background in the CRs and (d) the correction of the transverse momentum
of the associated t"* candidate. The predicted background is expressed as a function of the
parameterized DNN score for my+ = 800 GeV, using the 2018 data.

9.6.10 Theoretical uncertainties

Theoretical uncertainties on the production cross section of various processes are treated as

rate uncertainties. They originate from factorization and renormalization scale uncertainties
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Figure 9.13: Sources of systematic uncertainties of the estimated QCD multijet background
for the 2M,res category. The effect of (a) the selection of the associated t™ candidate’s
mass, (b) the t* tagging score of the t* candidate from the H* decay, (c) the purity of the
QCD multijet background in the CRs and (d) the correction of the transverse momentum
of the associated t"* candidate. The predicted background is expressed as a function of the
parameterized DNN score for my+ = 800 GeV, using the 2018 data.

due to missing higher-order QCD corrections, uncertainties in the parton distribution func-

tions (PDF) and the strong coupling constant arg. Single t and tt production cross sections
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are also affected by the top-quark mass. Systematic effects on the acceptance of the events
due to the renormalization and factorization scales are evaluated by varying the scales in-
dependently by a factor of two, excluding extreme cases in which they differ by more than
a factor of two from each other. The scale uncertainty is defined by taking the envelope
of the maximum variation with respect to the nominal fit distribution. Similarly, the uncer-
tainty on the acceptance due to the choice of PDF sets is taken into account. Cross section
uncertainties are treated as correlated between different data-taking eras.

A summary of the systematic uncertainties are shown in Table 9.5 for the 1M 1L cate-
gory and Table 9.6 for the 2M = category and for m + = 800 GeV, using the 2018 data. The

uncertainties that affect the shapes of signal and background are indicated with (S).
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Table 9.5: Summary table of the systematic uncertainties for the 1M1L category and
M+ = 800 GeV, using the 2018 data.

Uncertainty Source (IM1Lg=) m + =800GeV QCD multijet  tt  Singlet, tt +X, EWK

luminosity (2018) 2.5 - 2.5 2.5
luminosity correlated (2018) 2.0 — 2.0 2.0
muon veto eff. <0.1 — <0.1 <0.1
electron veto eff. <0.1 — <0.1 <0.1
tau veto eff. 0.2 — 0.2 <0.1
QCD background — 5.4 — —
pileup reweighting (S) 0.3 0.2 0.4 0.3
jet energy scale (S) 7.5 4.9 12 8.9
jet energy resolution (S) 4.9 0.4 3.9 1.9
trigger efficiency (S) 1.3 0.8 2.2 2.1
b tagging (S) 6.5 1.2 2.9 3.7
b mistagging (S) 4.2 3.6 9.5 8.3
t tagging (S) 9.8 <0.1 9.3 54
t mistagging (S) 1.7 <0.1 1.9 2.6
QCD background TFO (S) — 2.0 — —
QCD background TF1 (S) — 1.2 — —
QCD background TF2 — — — —
QCD scale (t7) - — 2 -
PDF (tt) — — 4.2 —

top-quark mass (tt) — - - _

QCD scale (single t) — — — 2.5
PDF (single t) — — — 4.7
top-quark mass (single t) — — — 2.2
QCD scale (EW) — — 3.2
PDF (EW) - - 4.4
Theoretical ag (t t H) — — — 1.0
QCD scale acceptance (HY) fﬂ — — —

PDF acceptance (Hi) 0.1 — — —

QCD scale acceptance (tt) — — 3.2 3.2
PDF acceptance (tt) — — 0.1 0.1
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Table 9.6: Summary table of the systematic uncertainties for the 2M=s category and
M+ = 800 GeV, using the 2018 data.

Uncertainty Source (2M=)  m + =800GeV QCD multijet  tt  Singlet, tt +X, EWK

luminosity (2018) 2.5 — 2.5 2.5
luminosity correlated (2018) 2.0 — 2.0 2.0
muon veto eff. <0.1 — <0.1 <0.1
electron veto eff. <0.1 — <0.1 <0.1
tau veto eff. 0.2 — 0.2 <0.1
QCD background — 9.6 — —
pileup reweighting (S) <0.1 0.3 0.4 0.3
jet energy scale (S) 6.8 7.4 11 11
jet energy resolution (S) 13 0.2 7.5 5.7
trigger efficiency (S) 1.1 1.0 1.6 1.6
b tagging (S) 6.4 1.9 2.9 4.0
b mistagging (S) 3.9 5.4 9.4 7.6
t tagging (S) 10 <0.1 11 6.8
t mistagging (S) 3.7 <0.1 4.0 5.2
QCD background TFO (S) — 0.6 — —
QCD background TF1 (S) — 1.7 — —
QCD background TF2 (S) — 0.6 — —
QCD scale (tt) — — 22 -
PDF (tt) — — 4.2 —

top-quark mass (tt) — — — _

QCD scale (single t) — — — 2.5
PDF (single t) — — — 4.7
top-quark mass (single t) — — — 2.2
QCD scale (EW) — - — 3.2
PDF (EW) - - — 4.4
Theoretical ag (t t H) — — — 1.0
QCD scale acceptance (HF) iy - — —
PDF acceptance (Hi) 0.1 — — —
QCD scale acceptance (tt) — — 2.1 2.1
PDF acceptance (tt) — — 0.1 0.1
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9.7 Results

Figures 9.14 to 9.17 and Figs. 9.18 to 9.21 display the pre-fit distributions of the final fit
discriminant, the score of the parameterized DNN, for the 2M~ and 1M1L regions re-
spectively and for nine mass hypotheses. The expected signal overlaid corresponds to the
true mass hypothesis used to evaluate the discriminant. The observed data is blinded in the
high-DNN score region where the signal significance increases. In the low-DNN score data

and simulation are in agreement within statistical and systematic uncertainties.
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Figure 9.14: The output score of the parameterized DNN in the 1M1Ls category with the
2016APV data.
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Figure 9.15: The output score of the parameterized DNN in the 1M 1L category with the
2016 non-APV data.
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Figure 9.16: The output score of the parameterized DNN in the 1M 1L category with the
2017 data.
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Figure 9.17: The output score of the parameterized DNN in the 1M 1L category with the
2018 data.
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Figure 9.18: The output score of the parameterized DNN in the 2M,s category with the
2016APV data.
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Figure 9.19: The output score of the parameterized DNN in the 2M,=s category with the 2016
non-APV data.
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Figure 9.20: The output score of the parameterized DNN in the 2M,~s category with the 2017
data.
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Figure 9.21: The output score of the parameterized DNN in the 2M,~s category with the 2018
data.
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9.7.1 Expected limits

Expected upper limits are set on the o(pp — tbH*) x B(H* — tb) at 95% CL for each
category and data-taking period. The combined median expected limit and the limits from
each contributing category and era are illustrated in Fig. 9.22. The 2M~ shows best sen-
sitivity in the entire m + region. Figure 9.23 shows the combined median expected upper
limits (dashed line), and the 68% (inner green band) and 95% (outer yellow band) confidence
interval for the entire Run II and both categories. For comparison, the limits extracted from
each data-taking period which combine the IM1L= and 2M,=s categories are shown with

solid lines. The analysis exhibits good sensitivity for m + values up to 1250 GeV, while

H
beyond that value, the H* decay products become increasingly boosted and the limit comes

to a plateau. The numerical values of the combined expected exclusion limits are listed
in Table 9.7.
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Figure 9.22: Median expected limit on the o(pp — tbH™) x B(H* — tb) for each data-
taking period and category, and their combination for the entire Run II data taking period.

A comparison between the expected limit derived from the 2016 data and the expected
limit of the resolved analysis published by the CMS collaboration (HIG-18-015) using the
same data [53] is shown in Fig. 9.24. The results demonstrate significant improvement,
which can be attributed to various factors. One of the primary sources of improvement is

the use of the DeepJet b tagging algorithm, which exhibits superior performance compared

to the CSVv2 algorithm used in the previous analysis. Furthermore, the BDT-based t™ tag-
res

ging algorithm has been replaced by the DNN-based mass decorrelated t— tagger which

res

possesses better discrimination power when selecting t— candidates with a mass close to

res

the top-quark mass. The decorrelation of the t— tagger’s score from the candidate’s mass
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Figure 9.23: Expected combined upper limits on the o (pp — tbH™) x B(H* — tb). The
dotted black line shows the median expected limit of the entire Run II data and both cate-
gories. The bands correspond to 68% (green) and 95% (yellow) confidence intervals. The
solid lines show the median expected limits obtained with the 2016 (green), 2017 (red) and
2018 (blue) data for both categories.

allows for the utilization of mass sidebands, which are used to estimate the QCD multijet
background through a data-driven method. This new approach provides an improved agree-
ment between the data and background compared to the previous method, which estimates
the background events with misidentified b-tagged jets. Additionally, the signal extraction
is performed using a mass-parameterized multivariate discriminant that exploits information
from 13 event features, including the reconstructed mass of the H™ used as a fit discriminant
in the published analysis. Finally, the sensitivity is enhanced with the addition of a second
category, the 1M1L,rs.
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9. Search for charged Higgs bosons in the resolved regime

Table 9.7: Upper limit at 95% CL on o(pp — tbH™) x B(H™ — tb) for the entire Run II
data.

my+ Expected limit Observed

(GeV) —20 —1lo median +lo +20 limit

200  4.18750 5.75781 8.37500 12.38097 17.08382  Blinded
220  2.62500 3.77344 5.25000 7.51009 10.41629 Blinded
250  2.58984 3.44678 4.87500 7.05138  9.72327  Blinded
300  1.79297 2.38623 3.37500 4.93554 6.85005  Blinded
350  0.97949 1.30359 1.84375 2.63747 3.61171  Blinded
400  0.58105 0.77332 1.09375 1.56460  2.14254  Blinded
500 0.31543 0.41980 0.59375 0.84935 1.17056  Blinded
600 0.18359 0.25244 0.36719 0.52526  0.72852  Blinded
700  0.13281 0.18262 0.26562 0.37997  0.52701  Blinded
800  0.10376 0.13809 0.19531 0.28562  0.39641  Blinded
1000 0.06445 0.08862 0.12891 0.18851  0.26799  Blinded
1250  0.05371 0.07385 0.10742 0.15880  0.22437  Blinded
1500 0.06055 0.08325 0.12109 0.17902  0.25293  Blinded
1750 0.06641 0.09131 0.13281 0.19634  0.28227  Blinded
2000 0.07031 0.09668 0.14062 0.20789  0.29716  Blinded
2500 0.07812 0.10742 0.15625 0.23099  0.33017  Blinded
3000 0.08594 0.11816 0.17188 0.25409  0.36739  Blinded
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CMS Preliminary 13 TeV

— Resolved 2016
----- Resolved 2016 (HIG-18-015)

Oty B (HE — tb) (pb)

500 1000 1500 2000 2500 3000
m . (GeV)

Figure 9.24: Comparison of the median expected limit on the o(pp — tbH¥) x B(H* — tb)
using the 2016 data and the CMS published median expected limit [53] of the resolved
analysis.
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9.7.2 Impacts of the nuisance parameters

The impacts and pulls of the most significant nuisance parameters on the o(pp — thi) X
B(H* — tb) for m+ = 800GeV are shown in Figs. 9.25 and 9.26 for the IM1L s and
2M,=s respectively, using the 2018 data. The impact of the nuisance parameters are defined
by the shift A7 on the parameter of interest 7 with respect to the best fit due to + 1 o shifts
in the value of a given nuisance parameter ¢#. The pulls refer to the effect that the nuisance
parameters can have on the parameter 7 and if this is biased towards one direction. The
nuisance parameters show no significant bias from the nominal value and their impact does

not overconstrain the 7.
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Figure 9.25: Pulls (left column) and impacts (right column) for the 1M1Ls category, using
2018 data and for the m, .+ = 800 GeV mass hypothesis.

9.7.3 Goodness of fit

A goodness-of-fit test is performed using the saturated method and a sample of 5000 toy
events. The results are shown in Figs. 9.27 and 9.28 for the IM1L;~ and 2M~s categories
respectively, and for different values of m =+, using the 2018 data. The values obtained from

data are compatible with the expectation from the toy events. The worst tests give p-values
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Figure 9.26: Pulls (left column) and impacts (right column) for the 2M~ category, using
2018 data and for the m, .+ = 800 GeV mass hypothesis.

equal to 0.01 for m + =400 GeV in the IM1L category and 0.33 for m + = 500 GeV in
the 2M,~s category.
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Figure 9.27: Goodness-of-fit test for different values of m. + in the IM1L s category, using
the 2018 data.
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Figure 9.28: Goodness-of-fit test for different values of m. + in the 2M~ category, using the
2018 data.
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10 Search for charged Higgs bosons in the semi-

boosted regime

A preliminary search for a H® — tb in the all-jet final state, in the semi-boosted topology is
presented in this section. The signal events contain exactly one Lorentz-boosted large-radius
jet identified as a top-quark with the ParticleNet tagger [168] which is described in Sec-
tion 10.1. The analysis searches for H* in the two-dimensional space of the boosted top-
jet mass and the reconstructed H* invariant mass (mps, myp). The analysis developped
is applied to the 2018 data and sets preliminary model-independent upper limits on the
o(pp — tbHF) x B(H* — tb).

10.1 Boosted jet flavour identification

The flavor of Lorentz-boosted heavy particles is identified using MVA-based techniques.
During Run II, the CMS Collaboration has done enormous progress in jet-flavor tagging.
The first taggers utilized high-level features of the boosted jets using fully-connected DNNs.
Later, more complex DNN architectures such as convolutional neural networks (CNN) were
used to process low-level information of the jet substructure, including PF particles and
secondary vertices.

The DeepAKS8 multiclass tagger [169] combined convolutional and fully-connected lay-
ers. In the convolutional layers, a filter or kernel of given dimensions passes through the
input sequences of the PF particles or SVs that are sorted in pt or in the two-dimensional
impact parameter significance respectively. The kernel convolves over a single feature z; to

exploit local information of the neighboring inputs. The convolved features have the form:

Rm = Z Kij* Timyj (10.1)
J

where j runs over the size of the kernel, ¢ denotes the feature and m is the index of the
convolved feature while passing through the entire input sequences. Transformations that
combine all the features of the nearby particles sum over the particles .

The use of CNN in jet-flavor identification techniques showed significant improvement
in performance compared to traditional MVA methods. The most recent jet-flavor tagger,
the ParticleNet, uses a state-of-the-art architecture of graph neural networks and exploits

low-level features of the jet constituents.
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10. Search for charged Higgs bosons in the semi-boosted regime

10.1.1 The ParticleNet tagger

ParticleNet is a multiclass tagger that identifies hadronically-decaying boosted particles
such as Higgs, top, W, Z, or QCD jet, and classifies different decay modes as displayed
in Fig. 10.1. The algorithm represents the jets as “particle clouds” which are unordered
permutation-invariant sets of particles, continuously distributed in space. The particle cloud
data consist of PF particles and SVs and is processed using a dynamic graph convolutional
neural network (DGCNN) [170]. The output is a probability score for each jet that indicates
its likelihood of belonging to each category.

\

[ Higgs J Top J [ w ] [ Z T Qcb J
\ H (bb) \ »\ top (bcq) \ H W (cq) \ Z (bb) \ »\ QCD (bb) \
_H(co) | ~top(bqq) | - W(a) | - Z(cc) | |- QCD(cc) |
| H(VV*—4q) | | top (bc) | Z(qy) | - QCD(p) |

top (o) | IO
| acop
(others)

Figure 10.1: Summary of the DeepAKS and ParticleNet output classes.

Edge convolution

The ParticleNet algorithm uses convolution-like operations for particle cloud data. This is
achieved with the edge convolution (EdgeConv) operator [170] which represents the particle
clouds as graphs. Each particle of the graph corresponds to a vertex and connections between
the particles and their k-nearest neighbors are the edges of the graph.

In an N-dimensional space, the feature vector of each particle 7 is denoted by x; € RY
and the indices of its k-nearest neighbors are given by {i,, is, ...i;, }. For each x; point, the
EdgeConv operation gives:

k

x; :jgll he (z;, z;,) (10.2)

where [J is a channel-wise symmetric aggregation operation (e.g. »_, max, mean) while

hg is the edge function parameterized by a set of learnable parameters ® and determines

the edge features ¢;; = hg(x;, sczj) The operation of the EdgeConv can be visualized
in Fig. 10.2.

The selection of [J and hg determines the properties of the EdgeConv. ParticleNet uses

the mean as an aggregation operation and a specialized form of the edge function:
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Figure 10.2: The EdgeConv operation calculates the edges that associate each vertex with its
k-nearest neighbors.

1
O=- > (10.3)
hg(z;, mij) = B@(%’, T; — wij) (10.4)

The choice of hg combines global information captured by «; and local neighboring infor-
mation from x; —x; . The hg is implemented as a multilayer perceptron (MLP) with shared

parameters among the edges.

Architecture

The architecture of the ParticleNet tagger consists of three EdgeConv blocks, followed by
a global average pooling operation that aggregates the features extracted by the convolu-
tional filters, a fully connected hidden layer and the output layer. Each EdgeConv block
is implemented as a three-layer MLP: one linear transformation layer, followed by a batch
normalization layer and an activation layer. The first EdgeConv block uses the spacial (7),¢)
coordinates to find the distances between the vertices. The subsequent blocks use as input
the transformed features of the previous layer which serve as “coordinates” to recompute the
new k-nearest neighbors in the feature space. This dynamic update of the graphs is a pow-
erful characteristic of the algorithm that improves its performance and prevents non-local

diffusion of information through the particle-cloud data.

10.1.2 Top Tagging

Hadronically decaying Lorentz-boosted top quarks (t*") are identified by the probability of
a jet being classified as a top quark against the probability to be initiated from QCD. This is
defined as:

prob(t — bcq) + prob(t — bqq)

TvsQCD =
vsQ prob(t — bcq) + prob(t — bqq) + prob(QCD)

(10.5)
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where prob(t — beq) and prob(t — bqq) are the raw probabilities evaluated by the output
of the ParticleNet multiclassifier and prob(QCD) is the sum of all the QCD decay mode
probabilities (bb, cc, b, ¢, others). Figure 10.3 shows the ROC curve of the TvsQCD dis-
criminant for the ParticleNet and DeepAKS tagger [171]. The AKS jets have SoftDrop mass
(mgp) between 105 and 210 GeV while generated top quarks in signal and light quarks or
gluons in background have 500 < pr < 1000GeV and Inl < 2.4. The performance of the
ParticleNet algorithm shows sizeable improvement compared to the previous DeepAKS tag-
ger. Three standard WPs are used, namely loose, medium and tight, corresponding to 5.0%,
1.0% and 0.5% efficiency of misidentifying a QCD jet as a t™.

(13 TeV)
5 15...., ............ BEEEEEEE R e e
c F CMS
() R . . ..
'© | Simulation Preliminary
% _4|_ Top quark vs. QCD multijet ]
] 10 3 500 <p3"™" <1000 GeV, ®"l < 2.4 c
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S C
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[ay) o
M ¥
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10—4IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
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Signal efficiency

Figure 10.3: Performance of the ParticleNet and DeepAKS TvsQCD tagger [171].

10.1.3 Mass regression

The jet mass is one of the most powerful variables that discriminate signal from background
jets. However, the measurement of the reconstructed mass can be influenced by soft radiation
and pileup jets. Several techniques have been developed to mitigate the effect, including the
SoftDrop algorithm that subtracts wide-angle and soft collinear constituents. Nevertheless,
this subtraction causes inefficiencies that affect the resolution of the jet mass.

A DGCNN has been developed to reconstruct the mass of hadronically decaying boosted
jets. The algorithm is a regressor that uses similar network architecture and input features
as the ParticleNet tagger to give a prediction of the jet mass. The training sample consists
of QCD and Higgs boson events with equal amounts of H— bb/cc/qq (q=u,d,s). To pre-
vent mass sculpting effects, the Higgs boson events are generated with a flat mass spectrum
between 15 GeV and 250 GeV [172].

The jet mass resolution is defined as the ratio of the regressed mass over the target mass.

For Higgs boson events, the target mass is defined as the mass of the generated Higgs boson

140



10. Search for charged Higgs bosons in the semi-boosted regime

while for QCD events is the SoftDrop mass of the associated truth particle-level jet. The res-
olution is shown in Fig. 10.4 (left) for jets with pp > 400 GeV and 100 < M,,, ., < 150 GeV
in the H— bb sample and exhibits significant improvement compared to the mgp resolu-
tion. The effective resolution defined as half of the minimum interval containing 68% of the
area under the mass resolution is illustrated in Fig. 10.4 (right) as a function of the M, ,,.
The mass regression shown with solid line provides improved resolution with respect to the

SoftDrop mass shown with dashed lines, in all the decay modes and for the entire mass range.
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Figure 10.4: Left: Jet mass resolution for H— bb jets with pp > 400GeV and
100 < Mygpgee < 150GeV. Right: Effective resolution as a function of the M,,, ... Fig-
ures from [172].

10.2 Designed decorrelated tagger

A designed decorrelated method is applied to decorrelate the output of the ParticleNet
TvsQCD tagger from the mass of the jet [173]. The idea of this method is to parameter-
ize the tagger’s WP in bins of the jet pr and the p variable defined as:

pP= 21n(mreg/pT) (106)

where m,., is the jet mass regression.

The designed decorrelated tagger (DDT) is a transformation of the tagger’s raw score
X for a specific misidentification rate Y'%. In each (p, pr) bin, the value of X that corre-
sponds to Y% misidentification rate, X(Y%), defines a per-bin WP. For example, Fig. 10.5
shows the ParticleNet TvsQCD score evaluated in QCD multijet events for (p, pt) = (-4.5,
588 GeV) (left) and (p, pr) = (-2.7, 412 GeV) (right). The X(0.5%) is shown with a vertical
dashed line and corresponds to a raw score of ~0.17 for (-4.5, 588 GeV) and ~0.78 for (-2.7,
412 GeV). The X(Y%) scores are evaluated for each (p, pr) bin to create a transformation

map as shown in Fig. 10.6 for 5.0% misidentification rate.

141



10. Search for charged Higgs bosons in the semi-boosted regime

s CMS Preiiminary 59.8fo" (13 TeV) CMS preliminary 59.8 fb"' (13 TeV)

N 10 ?I TT | TTTT ‘ TTTT ‘ TTTT | TTTT TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TT \ﬂ% N ;\ TTT ‘ TTTT | TTTT | TTTT ‘ TTTT TTTT | TTTT | TTT | TTTT | TTT \;
2 sk 1 S E
107 acb = o E acb 3

-~ g ] ~10°E -
2 10*% 1 &'
S F 1 & 10'E E
o 10°E = -
E 3 3L 7

07k i o

- - 10° E

10E ontries - 109710.80 E 10 E-entries = 177291.39 =

1L integral = 595075.34 ,; C integral = 4396749.25 3

E mistag'rate = 0.5% 3 £ mistag rate = 0.5% =
107'Ep =450 - 101 Lp=-270 N
zpr=5ESGeV 3 F p, =412 GeV 3

107°E X, =02 3 1072 Xy, = 0.8 =
10_3 :?'I 11 | I ‘ 1111 ‘ 1111 | 1111 | 1111 ‘ 111 ‘ 1111 ‘ 1111 ‘ 11 \": 73 :0—\ 11 ‘ 111 | I | 1111 ‘ 111 ‘ 1111 | 1111 | | | 1111 | 11 I;

0 01020304 0.5 0.6 0.7 0.8 0.9 1 0 01020304 0.5 06 070809 1
particleNet TvsQCD particleNet TvsQCD

Figure 10.5: ParticleNet TvsQCD score distribution in two (p, pr) bins.
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Figure 10.6: DDT transformation map of the ParticleNet TvsQCD tagger, for 5% misiden-
tification rate.

The transformed DDT score XE%’T is then defined as:
Xofr = X — X(Y%) (10.7)

A selection of X(DDT) > 0 ensures constant Y% of simulated QCD multijet events,
irrespective of the jet’s p and pr.

Figure 10.7 shows the regression mass of the AK8 jets with pr > 400 GeV and || < 2.4
that pass the three WPs of the nominal ParticleNet TvsQCD, and the X%%T. The left and
right plots show the distributions for tt and QCD multijet MC simulated samples, respec-
tively. For comparison, the inclusive distribution of t™ candidates is also shown, where no

t™ tagging requirement is applied. In the tf simulation, the inclusive distribution exhibits
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two peaks, one around the mass of the W boson and one around the top-quark mass. How-
ever, when applying the raw scores of the TvsQCD tagger, the W boson peak disappears,
indicating sculpting around the top-quark mass. By using the X%%T, the W boson and top-
quark mass peaks are well separated. In the QCD multijet m,.., distribution, the WPs of the
nominal TvsQCD tagger give peaked distributions that imitate the top-quark mass shape. On
the contrary, using the X%%T score results in a distribution which is similar to the inclusive
distribution. Figure 10.8 compares the regression mass of the t™ candidates that pass or fail
the X%%T to the inclusive distribution in QCD multijet events. The three distributions share

the same shape, indicating that the DDT approach eliminates mass sculpting effects.
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Figure 10.7: Regression mass of the t™' candidates that pass the three WPs of the ParticleNet
TvsQCD, the X%%T and the inclusive distribution without any top tagging requirements, in
the tt (left) and QCD multijet (right) MC samples.

10.3 Event selection

This section presents the event selections applied to data and simulation to select H* signal
in the semi-boosted topology. The semi-boosted and resolved analyses share the same HLT
triggers and the requirements on the reconstructed PVs, ™™ filters and lepton veto dis-
cussed in Sections 9.1.1 to 9.1.4. The t™ candidates are reconstructed as TightID AKS jets
with pp > 400 GeV, || < 2.4 and m,.., > 50 GeV. The jet flavor is identified with the Par-
ticleNet DDT TvsQCD. In this analysis, the selected events are required to contain exactly
one t™ candidate that fulfills the XSD%T. At least four TightID AK4 jets with pr > 40 GeV,
In| < 2.4 and Hy > 500 GeV are selected in the signal events, of which at least two are

b-tagged, using the DeepJet WP that corresponds to 1% misidentification rate. The selected
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Figure 10.8: Regression mass of the ™ candidate that pass or fail the X%%T, and the inclusive

distribution without any top tagging requirements, in the QCD multijet MC sample.

res

events must contain less than two loose-tagged t— candidates with a mass between 50 GeV
and 260 GeV to ensure orthogonality with the resolved analysis. Three kinematic require-
ments are applied to enhance the signal significance. In the case of m, + 2 1TeV, the H* has
a small transverse momentum and its decay products are back to back. Thus,a AR > 1.2 is
required between the t™ candidate and the leading in py b-tagged jet (b'%). Furthermore, to
reduce QCD multijet contributions with b b pairs produced via gluon splitting, the distance
between the two most-distant b jets must be greater than 1.0 while the mass of the heaviest
b b system is required to be at least 200 GeV. The complete set of event selection criteria is
summarized in Table 10.1.

This analysis targets H* with large mass (m+ ~ 1 TeV) whose decay products are highly
collimated and energetic. Therefore, the invariant mass of the H is reconstructed by the t™

candidate and the leading in pp b jet (m,).

10.4 Background estimation

This section describes the measurement of the dominant QCD multijet and tt background in
the semi-boosted regime. In both cases, the shape and yields of the MC simulation events
are corrected using the two-dimensional distribution (mps, my,). Other subdominant SM
processes are estimated from simulation.

While all backgrounds are non-resonant in my,, backgrounds containing top quarks, W
and Z bosons can have a resonant m. Therefore, the tt background can be decomposed

into three categories based on the jet-to-parton matching: the merged-t jet, merged-W jet,
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Table 10.1: Summary of the event selection steps taken to select the signal analysis sample
in the semi-boosted analysis.

1 Signal trigger AK4 multijet, AK8 jet, Inclusive Hrp

2 MET Filters Reject artificially high g/

3 PV Ngoy > 4,1zl <24 cm, 1, <2 cm

4 =0 electrons pr > 10 GeV, |n| < 2.4, minilso < 0.4, cut-based ID ( 95% efficiency)

5 =0 muons pr > 10 GeV, |n| < 2.4, minilso < 0.4, loose ID

6 =01 pr >20 GeV, |n| < 2.1, DeepTau (very loose e — 1, medium p — 1, loose j — 1)
7 =1 AKS, pp >400 GeV, |n| < 2.4, TightID, ParticleNet DDT TvsQCD (5% misID rate)
8 >4djets AK4, pr >40 GeV, |n| < 2.4, TightID, H > 500 GeV

9 >2bjets AK4 jet, DeepJet (1% misID rate)

10 <2t 50 < myes < 260 GeV, with > 1 b-tagged subjet

11 ARE, 59> 1.2
12 max(ARy) > 1.0

13 max(my) > 200 GeV

or non-merged. A reconstructed t*

ated top quark (t2") with AR(t™, t2") < 0.8 and all three quarks from the t2" are within

AR = 0.8 of the axis of the t™ candidate. Non-merged-t events with a t™ candidate matched

belongs to the merged-t category if it matches a gener-

to a generated W boson are considered merged-W events. As in the merged-t category, the
matching criteria are AR(t™, WE") < 0.8, with the two quarks from the W& decay en-
closed inside the t™ candidate. The remaining events that do not belong to the merged-t
and merged-W categories are categorized as non-merged events. The m,., distribution is
illustrated in Fig. 10.9 in MC simulated samples. The three tt categories shown with purple
colors exhibit mass peaks corresponding to the W boson and top-quark resonances.

To determine the contribution of QCD multijet, merged-t, merged-W and non-merged
tt in the SR, MC simulation events are used, and the normalization of each category is left
floating in the final (mps, my,) fit. The two-dimensional (m s, my,) template is shown
in Fig. 10.10 for tt events. The mp is divided into slices. In each m g slice the QCD

multijet and the three tt categories are fitted simultaneously to predict the shape of the m,.

10.5 Systematic uncertainties

A preliminary set of rate systematic uncertainties is introduced as nuisance parameters in
the final maximum likelihood fit to data. Uncertainties related to the integrated luminosity,
pileup reweighting, lepton veto, as well as theoretical uncertainties are described in Sec-
tion 9.6. Additional flat systematic uncertainties arise from the trigger efficiency SF, ¢

(mis)tagging SF, JES and JER.
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Figure 10.9: Prefit distribution of the regression mass of the t™ candidate in the SR. The
signal of m .+ = 1.5 TeV is also shown.
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Figure 10.10: Two-dimensional template of the mass of the t*" and the reconstructed invari-
ant mass of the H™,

10.6 Results

To extract signal in the presence of SM background, a simultaneous fit for signal and back-

ground is performed in the (m s, my,) plane. The my, distribution is projected in nine slices
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Figure 10.11: Upper lumits of the nine semi-boosted categories that correspond to different
slices in 1 s

of m v« that define the nine SRs of the semi-boosted analysis. These categories correspond
to My b bins with the following lower edges: Mbs = [50, 70, 90, 110, 130, 150, 170, 190,
220] GeV. The my, is fitted in the nine categories to extract expected upper limits. The ex-
pected upper limits in each category are displayed in Fig. 10.11. The regions of m s closer
to the true top-quark mass exhibit the highest sensitivity. Finally, the results are combined to
calculate the 95% CL upper limits on the o (pp — tbH¥) x B(H* — tb).

Figure 10.13 compares the limits of the resolved analysis obtained with the 2018 data
with the limits of the semi-boosted analysis. The semi-boosted analysis exhibits the best
sensitivity for m + values larger than 800 GeV while the resolved analysis limits are the most
stringent at lower masses. A comparison between the expected limit of the semi-boosted
analysis and the expected limit of the CMS published results in the boosted regime is also

performed. As shown in Fig. 10.14 the new results exhibit improved sensitivity compared to
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Figure 10.12: Combined upper lumits of the o(pp — tbHF) x B(H® — tb) in the semi-
boosted analysis.
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Figure 10.13: Comparison of the median expected limit on the o (pp — tbH™) x B(HT —
tb) of the resolved and semi-boosted analysis using the 2018 data.

the published results, taking into account the difference in the luminosity between the 2016
and 2018 data. This enhancement is primarily attributed to the utilization of an advanced
boosted top tagging algorithm which replaces traditional cut-based methods used for the jet-
flavor identification. Additionally, the semi-boosted analysis presented in this work follows

a notably simplified approach in contrast to the published analysis, which uses 96 categories.
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Figure 10.14: Comparison of the median expected limit on the o(pp — tbHT) x B(H* —
tb) of the semi-boosted analysis and the CMS published median expected limit [53] in the
boosted regime.

10.7 Optimization

Several optimization studies have been performed to improve the sensitivity of the semi-
boosted analysis. First, the event selections require tighter requirement on the DDT TvsQCD
tagger with 1% misidentification rate (XI%T) and a m« between 60 to 240 GeV. Secondly,
the binning of the m e« has been shrinked in the regions of large statistics, resulting into ten
categories with lower edges: mps = [60, 75, 90, 105, 120, 135, 150, 165, 180, 195] GeV.
Finally, to improve the measurement of the QCD multijet background, a data-driven method
was studied based on the use of a QCD-multijet enriched CR. This CR is defined by inverting
the X]%T requirement (X]%T <0). Figure 10.15 shows the m,.., in the CR.

The shapes of the observables in QCD multijet events are anticipated to be similar in the
SR and CR. This is due to the tagger’s score being decorrelated from the jet’s mass as shown
in Fig. 10.8. To verify this assumption the shapes of the (m s, my,) in QCD multijet MC sim-
ulation from the SR are compared to the data in the CR. The two dimensional distributions
are shown in Fig. 10.16. The SR-over-CR ratio illustrated in Fig. 10.17 shows no correlation
between the shapes in the two regions. The comparison is also performed in bins of the 1 b,
as a function of the my, normalized in unity, as demonstrated in Fig. 10.18. No discernible
bias is observed and any differences are within statistical uncertainties. Moreover, to ensure
that the data and QCD multijet events have similar shapes, a comparison between the two is

performed. The shapes show good agreement as shown in Fig. 10.19.
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Figure 10.15: Regression mass of the t™ candidate in the QCD-multijet enriched CR.

CMS Preliminary CMS Ppreliminary 13 TeV
< F .07 2 < 2
o 240 X 5 o 240 0.0455
o > E >
Q 20 - .06 £ e 2201~ 004
£ 200F- E g E 2
E E 0.05 g 200 0.035
180 180
160F 0.04 1601
1401 0.03 140
1201~ o 120F
100 ’ o
o 100
80— .0: F
: 0.01 8o0f-
60 = Il Il Il Il Il 0 E 0
0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000

my, (GeV) my, (GeV)
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Figure 10.18: Distribution of the my, in bins of the m » in QCD multjet events from the SR
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Figure 10.19: Distribution of the m, in bins of the m »« in QCD multjet events, and data from
the CR normalized to unity. The plots demonstrate the similarity of the m,, distributions
between the QCD multjet and data.
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The QCD multijet background in the SR is estimated from data in the CR, normalized
to the expected number of QCD multijet events in the SR. The normalization factor is deter-
mined by taking the ratio of the number of simulated QCD multijet events in the SR to the
number of QCD multijet events in the CR.

The preliminary expected limits are shown in Fig. 10.20 for the ten categories and the
combined limit using the 2018 data. These first results indicate noteworthy improvent com-

pared to the expected limits illustrated in Fig. 10.12.
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Figure 10.20: Limits using the optimized selections and categories, and the data-driven
method to estimate the QCD multijet background.
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11 Summary

A search for charged Higgs bosons (H™) which decay to a top and a bottom quark in the
all-jet final state has been presented. The proton-proton collision data used in this analysis
were recorded by the CMS detector during the second operating period of the LHC (Run
IT) at a center-of-mass energy of 13 TeV which corresponds to an integrated luminosity of
138 fb .

The search is performed in two distinct topologies. The resolved topology is character-
ized by H* of low masses whose decay products are moderately boosted. The hadronically
decaying top quarks are identified using a multivariate top-quark tagger that distinguishes
between trijet combinations originating from the decay of top quarks, and combinatorial tri-
jets. Based on the identification criteria of the top-quark candidates, the analysis exploits
two signal categories. The first category includes two top-quark candidates, tagged with a
misidentification rate of 5%. In the second category, the tagging criteria of one top-quark
candidate are loosened and correspond to a misidentification rate of 10%. The dominant
QCD multijet background is estimated in a data-driven method while all the remaining Stan-
dard Model (SM) background processes with simulations of the corresponding processes. A
mass-parameterized deep neural network (DNN) has been developed to extract the signal in
the presence of the SM background.

The search is extended in the semi-boosted topology that is dedicated to H* with masses
mainly above 1 TeV. In the boosted regime, the top quarks from the H* decay can be colli-
mated and reconstructed as large-radius jets. The flavor of the Lorentz-boosted jets is iden-
tified using the ParticleNet top-quark tagger. The invariant mass of the H™ is reconstructed
from the Lorentz-boosted top quark candidate and the b jet with the largest transverse mo-
mentum. The signal is searched in the two-dimensional space of the mass of the Lorentz-
boosted top quark candidate and the invariant mass of the H™.

The analyses set upper limits of the product of the H* production cross section and its
branching ratio into a top-bottom quark-antiquark pair. The resolved analysis sets limits of
8.375t0 0.107 pb for H* masses between 200 to 1250 GeV, using the entire Run IT data. The
limits obtained with the 2016 data that correspond to an integrated luminosity of 35.9 fb™"
show improved sensitivity compared to the CMS published results for the same channel in
the resolved topology. The main sources of improvement are the use of the upgraded b and
top-quark tagging algorithms, the data categorization, the improved data-driven background

estimation method and the use of the high-performance mass parameterized DNN to enhance
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11. Summary

the separation between signal and background.

The semi-boosted analysis is a new unexplored topology that exhibits promising prelim-
inary results using the data recorded in 2018 that correspond to 59.8 fb™'. Expected upper
limits are extracted which show signal sensitivity for large H* masses above 800 GeV, where
the resolved analysis sensitivity comes to a plateau. Better sensitivity is observed compared
to the CMS published results in the boosted topology after scaling to the 2016 luminosity,
due to the superior boosted top tagging algorithm and more all data-driven method. Fur-
thermore, the proposed analysis is a lot simpler than the published one that is based on 96
categories and the current one does not use the two boosted categories yet.

The completion of the semi-boosted analysis and the inclusion of new topologies cate-
gories with boosted W boson candidates and more than one boosted top-quark candidates
are expected to enhance further the sensitivity of the fully hadronic channel in a wide range
of H* masses. Following all the comprehensive cross-checks of the employed methods, the
data will be unblinded to investigate any potential excess beyond the expected SM back-

ground.
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