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## Abstract

In this thesis, we present two projects: Fine-Tuning of the Yukawa and Quartic Couplings in Supersymmetric QCD and Gauge-invariant Renormalization of Four-quark Operators in Lattice QCD.

Supersymmetric models applied to strongly interacting systems offer exciting prospects for uncovering new physics beyond the Standard Model. In recent years, numerical lattice studies of supersymmetric extensions of QCD have become more attainable. In this thesis, we outline numerous motivations to delve into the study of supersymmetric theories using lattice techniques. Nevertheless, various well-known obstacles emerge from the breaking of supersymmetry in a lattice-regulated theory, such as the requirement for fine-tuning of the theory's bare Lagrangian. Our approach to address these issues involves mandating that all symmetries of the action, which are broken on the lattice, must be fully restored as the continuum limit is approached. We also propose some ways to reduce the amount of the parameters that need fine-tuning in order to render the numerical lattice calculations easier.

For the first project, we investigate the fine-tuning of the Yukawa (gluino-quark-squark interactions) and quartic (four-squark interactions) couplings of $\mathcal{N}=1$ supersymmetric QCD, discretized on a Euclidean lattice. We use perturbation theory at one-loop level and to the lowest order in the lattice spacing. The Modified Minimal Subtraction Scheme (MS) is employed; by its definition, this scheme requires perturbative calculations, in the continuum and/or on the lattice. On the lattice, we utilize the Wilson formulation for gluon, quark and gluino fields; for squark fields we use naïve discretization. All Green's functions and renormalization factors are analytic expressions depending on the number of colors, $N_{c}$, the number of flavors, $N_{f}$, and the gauge parameter, $\alpha$, which are left unspecified. Knowledge of these renormalization factors is necessary in order to relate numerical results, coming from nonperturbative studies, to the renormalized, "physical" Green's functions of the theory.

The sheer difficulties of this study lie in the fact that different components of squark fields mix among themselves at the quantum level and the action's symmetries, such as parity and charge conjugation, allow an additional Yukawa coupling. Consequently, for an appropriate fine-tuning of the Yukawa terms, these mixings must be taken into account in the renormalization conditions. Note that while we provide the results of
the renormalization factors for the Yukawa couplings in both dimensional and lattice regularization, we present the outcomes of the renormalization factors for the quartic couplings only in dimensional regularization. The computations regarding the renormalization of the quartic couplings on the lattice are underway.

For the second project, we perform calculations to determine the renormalization of the four-quark operators in the framework of QCD. We employ a Gauge Invariant Renormalization Scheme (GIRS), which can be advantageous compared to other schemes, especially in nonperturbative lattice investigations, and the Modified Minimal Subtraction Scheme ( $\overline{\mathrm{MS}}$ ). From our perturbative computations we extract the elements of the conversion matrices between these two renormalization schemes at the next leading order. A formidable issue in the study of the four-quark operators is the fact that operators with different Dirac matrices mix among themselves upon renormalization. Furthermore, computations in GIRS, at a given order in perturbation theory, involve diagrams with more than one loop. Note that we focus on both Parity Conserving and Parity Violating four-quark operators with $\Delta F=2$.

The extraction of the elements of the conversion matrices entails the calculation of two-point Green's functions, which involve products of two four-quark operators or one four-quark operator and one bilinear operator, as well as three-point Green's functions which involve one four-quark and two bilinear operators; all operators are situated at distinct spacetime points. Moreover, we concentrate on both Parity Conserving and Parity Violating four-quark operators. The significance of our results lies in their potential to refine our understanding of QCD phenomena, offering valuable insights into the precision of Cabibbo-Kobayashi-Maskawa (CKM) matrix elements and shedding light on the nonperturbative treatment of complex mixing patterns associated with four-quark operators.

## Acknowledgements

I would like to express my sincere gratitude to my supervisor, Prof. Haralambos Panagopoulos, for his invaluable guidance, support, and advice throughout the course of my research. His expertise and encouragement have been instrumental in shaping this thesis.

I am also deeply thankful to Dr. Marios Costa and Dr. Gregoris Spanoudes for their essential support, constructive feedback, and valuable discussions. Their contributions have significantly enriched the quality of this work.

Furthermore, I am grateful to the University of Cyprus for providing financial support through a scholarship, which has enabled me to pursue my academic endeavors and carry out this research.

Last but certainly not least, I extend my heartfelt thanks to my family, my parents and my brother, and to my friends for their unconditional love, encouragement, and understanding. Their constant support and belief in me have been a source of strength and motivation throughout this journey.

## Contents

List of Figures ..... ix
List of Tables ..... x
1 Introduction ..... 1
1.1 Quantum Chromodynamics ..... 1
1.2 Quantum Chromodynamics on the Lattice ..... 2
1.3 Perturbative Lattice QCD Calculations ..... 4
1.4 Current Trends of Lattice Field Theory ..... 7
1.5 Thesis Overview ..... 8
2 Supersymmetry ..... 10
2.1 Introduction ..... 10
2.2 Scalar Multiplet ..... 18
2.3 Superfields and Superspace ..... 22
2.4 Chiral Superfields ..... 25
2.5 Vector Superfields ..... 27
2.6 Supersymmetric QCD in the Continuum ..... 31
3 Supersymmetry on the Lattice ..... 40
3.1 Motivation and Challenges ..... 40
3.2 Supersymmetric QCD on the Lattice and its Symmetries ..... 44
4 Fine-tuning of the Yukawa and Quartic Couplings in SQCD ..... 52
4.1 Introduction ..... 52
4.2 Fine-Tuning of the Yukawa Couplings ..... 53
4.2.1 Computational Setup ..... 53
4.2.2 Renormalization in Dimensional Regularization ..... 56
4.2.3 Renormalization in Lattice Regularization ..... 62
4.3 Fine-Tuning and Counterterms for the Quartic Couplings ..... 65
4.3.1 Computational Setup ..... 65
4.3.2 Renormalization in Dimensional Regularization ..... 67
4.3.3 Renormalization in Lattice Regularization ..... 74
4.4 Possible Extensions ..... 75
5 Gauge-invariant Renormalization of Four-quark Operators in Lattice QCD ..... 77
5.1 Gauge Invariant Renormalization Scheme (GIRS) ..... 79
5.2 Formulation and Calculation Setup ..... 81
5.2.1 Definition of the Four-quark Operators and their Symmetry Properties ..... 82
5.2.2 Green's Functions and Feynman Diagrams ..... 85
5.2.3 Renormalization Conditions and Conversion Matrices ..... 88
5.2.4 Loop Integrals in Coordinate Space ..... 92
5.3 Results ..... 95
5.3.1 Bare Green's Functions ..... 95
5.3.2 Mixing matrices in the $\overline{\mathrm{MS}}$ scheme ..... 96
5.3.3 $\overline{\mathrm{MS}}$-renormalized Green's functions ..... 97
5.3.4 Conversion matrices ..... 105
5.4 Possible Extensions ..... 109
6 Summary and Conclusions ..... 110
A The Path Integral over the Gluino Field ..... 112
B Additional Feynman Diagrams for $\Delta F<2$ Four-quark Operators ..... 115
References ..... 120

## List of Figures

2.1 Vertices of SQCD in the continuum. ..... 39
3.1 Additional vertices of SQCD on the lattice. ..... 49
4.1 One-loop Feynman diagrams leading to the fine-tuning of the Yukawa couplings. ..... 56
4.2 Tree-level Feynman diagrams with four external squark fields. ..... 68
4.3 One-loop 1PI Feynman diagrams leading to the fine-tuning of the quartic couplings. ..... 69
4.4 One-loop 1PR Feynman diagrams leading to the fine-tuning of the quartic couplings. ..... 70
4.5 Additional one-loop Feynman diagrams leading to the fine-tuning of the quartic couplings on the lattice. ..... 74
5.1 Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma}^{\prime}}^{\dagger}(y)\right\rangle$ with two $\Delta F=2$ four-quark operators. ..... 87
5.2 Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma^{\prime}}(x) \mathcal{O}_{\Gamma \tilde{\Gamma}}(0) \mathcal{O}_{\Gamma^{\prime \prime}}(y)\right\rangle$ with one $\Delta F=2$ four-quark operator. ..... 87
5.3 Plots of three-point Green's functions $\tilde{G}_{\mathcal{O}_{\Gamma} ; Q_{i}^{S=+1} ; \mathcal{O}_{\Gamma}}^{3 \mathrm{pt}}\left(t, t^{\prime}\right)^{\overline{\mathrm{MS}}}$, as a function of $t /\left(t+t^{\prime}\right)$. ..... 100
A. 1 Redrawn one-loop Feynman diagrams with a shaded area indicating the contribution of the "effective vertex". ..... 114
B. 1 Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma}^{\prime}}^{\dagger}(y)\right\rangle$ for $\Delta F<2$ four- quark operators. ..... 115
B. 2 Disconnected Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma}^{\prime}}^{\dagger}(y)\right\rangle$. ..... 116
B. 3 Additional Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma}^{\prime}}^{\dagger}(y)\right\rangle$ on the lattice. ..... 116
B. 4 Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime}}(y)\right\rangle$. ..... 117
B. 5 Disconnected Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime}}(y)\right\rangle$. ..... 117
B. 6 Additional Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime}}(y)\right\rangle$ on the lattice. ..... 118
B. 7 Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma^{\prime}}(x) \mathcal{O}_{\Gamma \tilde{\Gamma}}(0) \mathcal{O}_{\Gamma^{\prime \prime}}(y)\right\rangle$ with a $\Delta F<$ 2 four-quark operator. ..... 119

## List of Tables

2.1 Supersymmetric representations for $\mathcal{N}=1$. ..... 18
4.1 Gluino-squark-quark dimension-4 operators which are gauge invariant and flavor singlet. ..... 54
4.2 4-squark dimension-4 operators which are gauge invariant, flavor singlets and invariant under charge conjugation, $\mathcal{C}$, and parity, $\mathcal{P}$. ..... 66
5.1 Transformations of the four-quark operators $\mathcal{O}_{\Gamma \tilde{\Gamma}}$ under $\mathcal{P}, \mathcal{C S}^{\prime}, \mathcal{C S}^{\prime \prime}$, $\mathcal{C P S} \mathcal{S}^{\prime}$ and $\mathcal{C P S}{ }^{\prime \prime}$. ..... 84
5.2 Numerical values of the coefficients $z_{i j}^{ \pm}, \tilde{z}_{i j}^{ \pm}$appearing in the nonvanishing blocks of mixing matrices in the MS scheme. ..... 97
5.3 Numerical values of the coefficients $a_{i j ; 0}^{ \pm}, a_{i j ; 1}^{ \pm}, b_{i j ; 0}^{ \pm}, b_{i j ; 1}^{ \pm}, c_{i j ; 0}^{ \pm}, c_{i j ; 1}^{ \pm}$ appearing in $\overline{\mathrm{MS}}$-renormalized two-point Green's functions with Parity Conserving operators. ..... 101
5.4 Numerical values of the coefficients $\tilde{a}_{i j 0}^{ \pm}, \quad \tilde{a}_{i j ; 1}^{ \pm}, \quad \tilde{b}_{i j ; 0}^{ \pm}, \quad \tilde{b}_{i j ; 1}^{ \pm}, \quad \tilde{c}_{i j ; 0}^{ \pm}, \tilde{c}_{i j ; 1}^{ \pm}$ appearing in $\overline{\mathrm{MS}}$-renormalized two-point Green's functions with Parity Violating operators. ..... 102
5.5 Numerical values of the coefficients $d_{i \Gamma ; l}^{ \pm}$, $e_{i \Gamma ; l}^{ \pm}, f_{i \Gamma ; l}^{ \pm}$appearing in $\overline{\mathrm{MS}}$-renormalized three-point Green's functions with Parity Conserving operators. ..... 103
5.6 Numerical values of the coefficients $\tilde{d}_{i \Gamma ; l}^{ \pm}$, $\tilde{e}_{i \Gamma ; l}^{ \pm}, \quad \tilde{f}_{i \Gamma ; l}^{ \pm}$appearing in $\overline{\text { MS-renormalized three-point Green's functions with Parity Violating }}$ operators. ..... 104
5.7 Numerical values of the coefficients $g_{i j k}^{ \pm}, h_{i j ; k}^{ \pm}$appearing in the conversion matrices $\left(C^{S \pm 1}\right)^{\overline{\mathrm{MS}}, \mathrm{GIRS}}$ ..... 107
5.8 Numerical values of the coefficients $\tilde{g}_{i j ; k}^{ \pm}, \tilde{h}_{i j ; k}^{ \pm}$appearing in the conversion matrices $\left(\tilde{C}^{S \pm 1}\right)^{\overline{\mathrm{MS}}, \text { GIRS }}$ ..... 108

## Chapter 1

## Introduction

### 1.1 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the fundamental theory that describes the interactions of quarks, which are fermions, through the exchange of gluons, which are gauge bosons. Quarks are the elementary constituents of nucleons and interact through the strong nuclear force. There are six different flavors of quarks with different masses: up, down, charm, strange, top, and bottom, and three different types of color charges conventionally named: red, green, and blue. The QCD action consists of two parts: the action of gluons and the action of quarks, and each action remains invariant under local gauge transformations of the non-abelian $\mathrm{SU}(3)$ group. The number three of this group refers to the three color charges of quarks and the eight generators correspond to the eight types of gluons, each carrying a color charge. This characteristic indicates that gluons can interact with themselves, distinguishing them from photons, which do not exhibit self-interactions.

The dynamics of QCD involve complex phenomena such as the asymptotic freedom which sets it apart from other theories. This phenomenon describes the behavior of quarks and gluons at short distances where the strong force between them weakens significantly. This makes the strong force different from the forces in everyday experiences, where they typically become stronger at shorter distances.

An other complex feature of QCD is confinement; despite the freedom of quarks and gluons to move independently, they are never observed as isolated particles. Instead,
these elementary particles are confined within larger, color-neutral entities called hadrons, which are separated to baryons and mesons. The exact mechanisms behind confinement remain an active area of research, representing one of the outstanding challenges in understanding the behavior of the strong force. Confinement is observed in low-energy regions and thus, we cannot study it smoothly as the perturbation theory breaks down in these regions. Therefore, it is important to introduce a nonperturbative approach to the theory. Currently, the most effective method is the discretization of the spacetime in the framework of QCD. This theory is called Lattice QCD and it is the only way to study QCD nonperturbatively through numerical simulations.

### 1.2 Quantum Chromodynamics on the Lattice

The first that established the lattice formulation of QCD was Kenneth Wilson, back in 1974, who introduced lattice gauge theory as a way to regulate non-abelian gauge theories [1]. Some years latter, a group of physicists, including Michael Creutz, collaborated to apply lattice techniques specifically to QCD [2]. Over the years, the lattice QCD methodology matured through the contributions of many researchers while the computational techniques and algorithms have been improving. Therefore, this theory paved the way for a comprehensive understanding of the non-perturbative aspects of the strong force, providing valuable insights into the behavior of quarks and gluons at both high and low energy scales.

The lattice formulation of QCD introduces a discretized spacetime lattice with lattice spacing $a$ to represent the continuous Euclidean spacetime of quantum field theory. Lattice QCD, as a powerful numerical technique, can be applied so as to make QCD finite in high-energy regimes with the finite lattice spacing $a$ acting as an ultraviolet regulator. The presence of the lattice spacing $a$ induces a momentum cutoff, constraining the integration domain to the finite interval of $-\pi / a<p_{\mu}<\pi / a$ (first Brillouin zone) in cases where lattice calculations are conducted in momentum space. At high energies, where quarks and gluons behave almost as free particles, perturbative methods, such as Feynman diagram calculations, can also be applied. However, at low energies, where phenomena such as confinement and the formation of hadrons arise, the strong force becomes non-perturbative and only lattice QCD
provides a framework for investigating QCD. At low-energy regimes, the finite lattice size $L$ acts as an infrared regulator.

The continuum quantum field theory can be recovered by extrapolating lattice results towards an infinitely large lattice size $(L \rightarrow \infty)$ and approaching the limit of an infinitesimally small lattice spacing $(a \rightarrow 0)$. As we fine-tune the Lagrangian bare parameters and take the regulator to the continuum limit, the lattice calculations converge to the predictions of the continuum quantum field theory. This extrapolation process is fundamental for bridging the gap between the discretized lattice world and the continuous behavior expected in the underlying quantum field theory.

To derive nonperturbative physical results from numerical simulations on the lattice, establishing an appropriate nonperturbative renormalization framework is essential. Numerous non-perturbative techniques are available for computing renormalization constants of composite operators in lattice field theory. These methods aim to reduce systematic errors that arise when extracting physical predictions from lattice operator matrix elements. A main non-perturbative renormalization scheme used in lattice field theory to determine renormalization constants is the RI-MOM scheme. This scheme relies on numerically evaluating correlation functions of operators between external quark and/or gluon states in momentum space. Specifically, this involves computing the amputated Green's function, in the Landau gauge and at a specified large Euclidean scale, $p^{2}=\mu^{2}$, with the condition that it matches its tree-level value in the chiral limit. Several studies have successfully utilized RI-MOM scheme and highlight the efficacy and applicability of this scheme in practical renormalization calculations within lattice field theory [3-5].

Another nonperturbative renormalization approach, known as the Schrödinger functional scheme [6-8], utilizes the finite size of lattices used in simulations to set the renormalization scale. This method employs continuum perturbation theory to convert results from the Schrödinger functional scheme to the $\overline{\mathrm{MS}}$ scheme. While theoretically elegant, its practical application demands substantial effort and must be repeated for each new operator. In contrast, the RI-MOM method stands out for its relatively straightforward implementation, allowing for the treatment of all desired operators within a single simulation. However, the Schrödinger functional method is explicitly gauge invariant, whereas the RI-MOM method necessitates gauge fixing.

Gauge-invariant Renormalization Scheme (GIRS) is also an efficient non-perturbative renormalization scheme, which was introduced in Ref. [9] and was inspired by the coordinate space (X-space) renormalization approach [10]. GIRS represents a method for renormalizing composite operators on the lattice, preserving gauge invariance and independence from mass. In GIRS, one has to calculate correlation functions of gaugeinvariant composite operators at different spacetime points. In numerous scenarios, the renormalization factors of operators within GIRS can be determined by analyzing only two-point Green's functions. However, when mixing is present, in many cases, the investigation of three-point Green's functions becomes necessary as well.

Lattice techniques are not limited to QCD alone. We can extend lattice QCD to supersymmetric (SUSY) theories, where there is a symmetry between fermions and bosons. SUSY is a theoretical framework which provides potential solutions to some of the unresolved questions in particle physics, such as the hierarchy problem. The use of lattice techniques in the context of SUSY have their origins in several studies conducted in the late 1970s and in the 1980s [11, 12]. Extending lattice QCD techniques to supersymmetric theories involves adapting numerical simulations to accommodate the unique features of supersymmetry, such as the presence of superpartners for each particle. However, supersymmetric lattice field theories present additional challenges, but they offer a unique opportunity to explore the non-perturbative aspects of supersymmetry and the interplay between supersymmetry and the strong force.

### 1.3 Perturbative Lattice QCD Calculations

Perturbative lattice QCD calculations constitute a powerful approach in theoretical particle physics, particularly for providing a starting point to explore the nonperturbative aspects of the strong force and for connecting lattice QCD with physical values. Perturbative calculations are accurate when the coupling constant is small. However, QCD is known for its strong coupling at low energies, making perturbative methods challenging in such regimes.

To combine lattice results and experimental data, we have to renormalize lattice fields and bare parameters of the Lagrangian, such as bare couplings and masses. We also have to renormalize lattice operators. The easier way to perform the aforementioned
renormalization is by using perturbation theory as a nonperturbative determination through numerical simulations may be proven challenging or even impossible since a possible mixing with other operators may arise. When nonperturbative calculation of renormalization factors is possible, it allows comparisons with corresponding perturbative outcomes at a specific renormalization scale. Hence, we can check the reliability of both perturbative and nonperturbative methods. In addition, by applying lattice techniques to perturbative QCD, we can explore the behavior of quarks and gluons at intermediate energies, bridging the gap between the perturbative and non-perturbative regimes.

Moreover, perturbative lattice calculations are much more accurate than nonperturbative one except the calculations of mixing coefficients of operators of lower dimensionality which contain inverse powers of the lattice spacing and thus they diverge in the limit where the lattice spacing goes to zero. Furthermore, lattice perturbation theory helps us to reduce lattice artifacts, which appear when we extrapolate the lattice theory to the continuum limit, from measured quantities and get accurate predictions from lattice results. Lattice perturbation theory is also essential since by using it, we can recover the continuum symmetries, which are broken by the lattice regularization (such as chiral symmetry), in the continuum limit and investigate which of these symmetries are anomalous.

An other important implementation of perturbative lattice calculations is the computation of the conversion factors between different renormalization schemes. For instance, we can evaluate the conversion factor between a nonperturbative scheme on the lattice (like the modified regularization-independent (RI') scheme) and a continuum scheme (like the $\overline{\mathrm{MS}}$ scheme). Note that as continuum schemes are defined perturbatively, the evaluation of these conversion factors can be determined only perturbatively.

Lattice perturbation theory can also be extended to supersymmetric QCD (SQCD) since supersymmetric models of strongly coupled theories are a very promising models for new physics Beyond the Standard Model (SM). However, there are several wellknown obstacles arising from the breaking of SUSY in a regularized theory on the lattice [13], including the necessity for fine-tuning of the theory's bare Lagrangian [1416]. This extension is crucial because there is a lack of research on the nonperturbative aspects of SQCD due to the extensive fine-tuning required for the numerous operators involved in lattice simulations. However, nonperturbative calculations in the framework
of the supersymmetric Yang-Mills (SYM) theory have been conducted, such as the study of the mass spectrum and chiral properties by employing Wilson fermions for gauge groups $\mathrm{SU}(2)$ [17] and $\mathrm{SU}(3)$ [18, 19]. A potential strategy to address this challenge and guide the fine-tuning process involves employing lattice perturbation theory. This method has shown success in studying two-dimensional supersymmetric gauge theories [20, 21]. In the coming years, it is expected that simulations of SQCD will become feasible.

In perturbative QCD, calculations are typically performed using Feynman diagrams, which represent different orders of perturbation theory, and help us to systematically organize and compute various contributions to physical observables. Comparing lattice perturbation theory with continuum perturbation theory, we note that the properties of the path integral, Wick's theorem and the combinatorial rules on the lattice are similar to the continuum. Nevertheless, the Feynman diagrams become much more complicated on the lattice since the expressions of interaction vertices and of the propagators are more complex. We also have an infinite number of interaction vertices on the lattice (unlike the continuum) but we are restricted to use a finite number of them at any given order in the coupling constant. However, there are still more interaction vertices on the lattice and thus, there are more Feynman diagrams. Therefore, most of the researchers are restricted to one-loop and to the lowest order in lattice spacing calculations. Although, higher-loop calculations contain a huge number of terms and they are time and labour consuming, a few studies perform them in recent years, such as the studies of the $\mathcal{O}\left(a^{2}\right)$ corrections to various fermionic matrix elements [22-24].

While perturbative lattice QCD has made significant progress in understanding the strong force in certain regimes, challenges persist, especially when dealing with phenomena such as confinement and the formation of hadronic bound states. Researchers continue to refine techniques; particularly, they try to reduce the dependence of the results on the lattice spacing by improving the lattice actions. Improved lattice actions contain discretized versions of the continuum Dirac operator that respect key symmetries and desired properties. Some examples are: (1) Standard Wilson fermions which introduce a term to the lattice Dirac operator to deal with the fermion doubling problem, (2) Clover fermions that incorporate a clover term into the lattice Dirac operator, which helps in reducing the lattice artifacts associated with Wilson fermions, (3) Domain Wall fermions which introduce an extra dimension (the fifth dimension) and localize fermionic fields on a four-dimensional boundary, (4)

Overlap fermions that combine aspects of domain wall fermions and Ginsparg-Wilson fermions, ensuring exact chiral symmetry on the lattice.

### 1.4 Current Trends of Lattice Field Theory

Recent advancements in lattice field theory have brought about significant progress in various areas of particle physics research. One major focus lies in the investigation of hadron structure, where lattice QCD calculations are utilized to study form factors and gravitational form factors [25]. These studies have seen improvements in controlling lattice artifacts and enhancing theoretical accuracy, paving the way for a deeper understanding of the internal structure of hadrons. Moreover, there is a growing interest in understanding the partonic structure of hadrons, particularly through lattice calculations of x -dependent parton distributions [25]. Another recent trend of the lattice field theory is the use of generative machine learning models in order to overcome challenges in Monte Carlo sampling of lattice field theories, such as critical slowing down and topological freezing [26].

Additionally, lattice QCD simulations contribute significantly to our understanding of the phase diagram of strongly interacting matter, particularly focusing on the chiral/deconfinement transition and its relation to heavy ion collision experiments [27]. Furthermore, lattice QCD studies are extending to explore rare processes, such as the invisible decay $J / \psi \rightarrow \gamma \nu \bar{\nu}$, providing theoretical predictions to aid experimental searches for phenomena beyond the Standard Model [28].

Quantum computing also plays a role in advancing lattice QCD simulations [29]. However, challenges remain in developing fault-tolerant quantum computers and overcoming theoretical and algorithmic obstacles for simulating gauge theories on quantum architectures. Precision calculations of nucleon form factors are also being conducted using lattice QCD, contributing to our understanding of nucleon structure [30]. Additionally, efforts in understanding hadron physics and quark flavor physics through lattice QCD methods have been conducted [31-35].

Another essential current application of lattice field theory is the non-perturbative lattice studies of strongly coupled gauge theories other than QCD for testing composite models and providing theoretical inputs for experimental searches for new physics, offering a window into physics beyond the standard model [36]. Lastly, lattice QCD
calculations aim to provide precise predictions for the hadronic vacuum polarization contribution to improve the precision of the Standard Model and enhance sensitivity to physics beyond the Standard Model [37].

### 1.5 Thesis Overview

In this dissertation we present two projects: Fine-Tuning of the Yukawa and Quartic Couplings in Supersymmetric QCD and Gauge-invariant Renormalization of Four-quark Operators in Lattice QCD. Note that in these projects the bare amputated Green's functions are computed by using a symbolic package in Mathematica that the lattice group of University of Cyprus has developed.

In Chapter 2, especially in subsections $2.1-2.5$, we provide a well-established background of supersymmetry. We include this for completeness and in order to lead to our presentation of SQCD in the continuum in subsection 2.6. These topics are closely related to the first project: Fine-Tuning of the Yukawa and Quartic Couplings in Supersymmetric QCD.

In Chapter 3, we discuss the reasons behind exploring SUSY on the lattice, as well as we outline the obstacles encountered in such investigations. A main obstacle arising from the breaking of supersymmetry in a regularized theory on the lattice, including the necessity for fine-tuning of the theory's bare Lagrangian. Moreover, we delve into $\mathcal{N}=1$ supersymmetric theory on the lattice in the Wess-Zumino gauge and its associated symmetries. Understanding this chapter is crucial for comprehending the content covered in Chapter 4.

In Chapter 4, we address the problem of fine-tuning of the $\mathcal{N}=1$ SQCD bare Lagrangian via perturbative calculations so as to restore supersymmetry in the continuum limit. Specifically, we study the renormalization of the Yukawa (gluino-squark-quark interactions) and the quartic (four-squark interactions) couplings. To deduce the renormalization factors and the coefficients of the counterterms we compute, perturbatively to one-loop and to the lowest order in the lattice spacing, the relevant three-point and four-point Green's functions using both dimensional and lattice regularizations. All Green's functions and renormalization factors are analytic expressions depending on the number of colors, $N_{c}$, the number of flavors, $N_{f}$, and the gauge parameter, $\alpha$, which are left unspecified. The quantities,
which we calculate in this chapter, are important ingredients in extracting nonperturbative information for supersymmetric theories through lattice simulations. Furthermore, the renormalization factors are necessary ingredients in relating lattice matrix elements to physical amplitudes. Noting that on the lattice, we utilize the Wilson formulation for gluon, quark and gluino fields; for squark fields we use naïve discretization.

In Chapter 5 we discuss the second project: Gauge-invariant Renormalization of Four-quark Operators in Lattice QCD. We concentrate only in four-quark operators which involved in flavor-changing $\Delta F=2$ processes. The primary goal outlined in this research is to examine the renormalization of four-quark operators using both GIRS and MS schemes. Specifically, we aim to obtain the elements of the conversion matrices between GIRS and $\overline{\mathrm{MS}}$. While these matrices depend on both scales, they remain regularization-independent, allowing us to compute them using dimensional regularization. This approach facilitates perturbative computations to higher-loop orders. To determine the aforementioned elements of the conversion matrices, we calculate the first quantum corrections for the two-point and three-point Green's functions using coordinate space within dimensional regularization, where we regulate the theory in $D \equiv 4-2 \epsilon$ dimensions. By imposing renormalization conditions on these bare one-loop Green's functions, we derive perturbative renormalization constants for a complete set of $\Delta F=2$ four-quark operators and also provide their gauge-invariant mixing patterns. Furthermore, in this Chapter, we offer a comprehensive analysis of the GIRS scheme, highlighting its benefits and its drawbacks.

Lastly, in Chapter 6 we provide a summary and present the conclusions drawn from our study.

In this thesis, there are also two appendices:
In Appendix A, we explore the path integral over the gluino field in order to clarify its Majorana nature within the functional integral framework, and the way to properly address it in the calculation of Feynman diagrams.

In Appendix B, for the sake of completeness, we depict diagrams that do not exist for $\Delta F=2$ four-quark operators and they contribute to the Green's functions involving products of four-quark operators with $\Delta F<2$. Moreover, we present additional Feynman diagrams that emerge specifically on the lattice.

## Chapter 2

## Supersymmetry

### 2.1 Introduction

In physics, a symmetry of a system is a physical or mathematical feature that is preserved or remains unchanged under a transformation. The understanding of a physical system relies heavily on knowledge of its symmetry structure. The most important symmetry result is Noether's theorem which states that when a system is unchanged under a continuous symmetry, we can derive a conserved quantity. Examples of it are the conservation of energy, momentum and angular momentum due to time and space translations and rotation symmetry, respectively. Therefore, we aim firstly to understand the symmetries of a system, and then we can investigate the laws that are compatible with them. Note that subsections 2.1-2.5 are well-established background; we include it for completeness, and in order to lead to our presentation of SQCD in subsection 2.6.

The local $\mathrm{SU}(3) \times \mathrm{SU}(2) \times \mathrm{U}(1)$ gauge symmetry is an internal symmetry that essentially defines the Standard Model (SM). The strong forces are based on the non-abelian SU(3) group whilst the electroweak forces are based on the non-abelian $\mathrm{SU}(2) \times \mathrm{U}(1)$ gauge group which is broken down spontaneously to the $\mathrm{U}(1)$ symmetry of the electromagnetic interactions. Besides internal symmetries, we have also the global spacetime (Poincaré) symmetry, as it is postulated for all relativistic quantum field theories [38].

The only symmetries that can exist, except spacetime and internal symmetries, are "Supersymmetries". It is commonly known that the formalism of symmetries is
expressed by commutation relations. For instance, in the case of continuous symmetries, the formalism consists of groups that are called Lie groups with generators that obey only commutation relations. Now, in order to construct a supersymmetry, we need to take into account not only commutation relations but also anticommutation relations. Supersymmetry is an extension of the Poincaré Lie algebra; it is a graded Lie algebra.

A supersymmetric theory can be formulated using not only spacetime variables in the Minkowski spacetime, but also anticommuting parameters, $\theta$ and $\bar{\theta}$. This space is called superspace where we can create superfields. Superfields are fields that can be expressed as Taylor series in the powers of $\theta$ and $\bar{\theta}$ and phenomenologically, their components are used to describe particles. They are also used to construct supersymmetric gauge theories.

In Quantum Field Theory there are two basic classes of particles: bosons, which have an integer-valued spin and follow Bose-Einstein statistics, and fermions, which have a half-integer-valued spin and follow Fermi-Dirac statistics. In supersymmetry, each particle from one class has an associated particle in the other, known as its superpartner, the spin of which differs by a half-integer. Particles and their supersymmetric partners have the same mass and the same quantum numbers under internal global symmetries. Note that each fermion has two bosonic superpartners since the fermion has two degrees of freedom due to its spin.

As supersymmetry is not supported by any experimental evidence, it breaks down spontaneously. Thus, particles and their superpartners do not have the same mass. However, there are important reasons that supersymmetry plays prominent roles in modern theoretical physics and that the Minimal Supersymmetric Standard Model is one of the best possible extensions of the SM. Over the past decades, supersymmetry has been considered a prime candidate for resolving a number of open problems related to the SM, such as the candidates to explain the nature of dark matter [39], which arise from the lightest supersymmetric particles [40], and the unification of the electromagnetic, weak and strong forces at the Planck scale ( $M_{P}=10^{19} \mathrm{GeV}$ ) suggested by Grand Unified Theory (GUT) [41, 42]. Furthermore, supersymmetry would resolve the hierarchy problem [41]; a problem that concerns the large discrepancy between aspects of the weak force and gravity. Supersymmetry is also a part of string theory [43], a theory of quantum gravity. Lastly, it can be used as a tool to improve our understanding of quantum field theory.

## Introduction to the Supersymmetric Algebra

Firstly, before we introduce the algebra of supersymmetry, we should introduce the Scattering Matrix S, a matrix that acts on the initial state of a system and gives a final state. That is, S-matrix has elements which express the probability amplitude of a physical system going from an initial state to a final state. The dimensions of this matrix are infinite since the number of possible states of a system is also infinite. But the matrix elements are not independent due to the fact that a physical theory could obey some symmetries.

The Coleman-Mandula theorem enables us to find the symmetries of the S-matrix and it starts with the following assumptions [44]:

- The S-matrix is based on a local, relativistic theory of quantum fields in fourdimensional spacetime
- There are only a finite number of different particles associated with single-particle states of a given mass
- There is an energy gap between the vacuum and the single-particle states

The corollary of this theorem is that the S-matrix has symmetries of space-time translations, Lorentz transformations and a limited number of internal symmetries. That is, the most general Lie algebra of the symmetries of the S-matrix contains:

- the space-time translation operators, $P_{m}$, which transform the four-vector position of a state
- the operators of Lorentz transformations, $M_{m n}$
- finite number of Hermitian operators, $B_{l}$, which are Lorentz scalar (internal symmetries).
The latter operators, besides being invariant under Lorentz transformations, also belong to the algebra of a compact Lie group.

We observed, based on the Coleman-Mandula theorem, that only those three kinds of continuous symmetries of the S-matrix are allowed. However, this theorem takes into account only generators that satisfy commutation relations, i.e. "even" objects. We can generalize this algebra if, in addition to $B_{l}, P_{m}$ and $M_{m n}$, some other generators are added, which we will call "odd". Consequently, there will be both commutation and anticommutation relations between the generators in our algebra. These relations
take the following form:

$$
\begin{align*}
\left\{Q, Q^{\prime}\right\} & =X \\
{\left[X, X^{\prime}\right] } & =X^{\prime \prime}  \tag{2.1}\\
{[Q, X] } & =Q^{\prime \prime}
\end{align*}
$$

where $Q, Q^{\prime}$ and $Q^{\prime \prime}$ stand for the odd (anticommuting) elements of the algebra and $\mathrm{X}, \mathrm{X}^{\prime}$ and $\mathrm{X}^{\prime \prime}$ for the even (commuting) elements.

The most general supersymmetric algebra is the following:

$$
\begin{align*}
{\left[P_{m}, P_{n}\right] } & =0 \\
{\left[P_{m}, Q_{a}^{L}\right] } & =\left[P_{m}, \bar{Q}_{\dot{a} L}\right]=0 \\
{\left[P_{m}, B_{l}\right] } & =\left[P_{m}, X^{\boxed{L M}}\right]=0 \\
\left\{Q_{a}^{L}, \bar{Q}_{\dot{a} M}\right\} & =2 \sigma_{a \dot{a}}^{m} P_{m} \delta^{L}{ }_{M} \\
\left\{Q_{a}^{L}, Q_{b}^{M}\right\} & =\epsilon_{a b} X^{\widehat{L M}} \\
\left\{\bar{Q}_{\dot{a} L}, \bar{Q}_{\dot{b} M}\right\} & =\epsilon_{\dot{a b}} X_{\widehat{L M}}^{\dagger} \\
{\left[X^{\widehat{L M}}, \bar{Q}_{\dot{a} K}\right] } & =\left[X^{\widehat{L M}}, Q_{a}^{K}\right]=0  \tag{2.2}\\
{\left[X^{\widehat{L M}}, X^{\widehat{K N}}\right] } & =\left[X^{\widehat{L M}}, B_{l}\right]=0 \\
{\left[B_{l}, B_{m}\right] } & =i_{l m}^{k} B_{k} \\
{\left[Q_{a}^{L}, B_{l}\right] } & =S_{l M}^{L} Q_{a}^{M} \\
{\left[\bar{Q}_{\dot{a} L}, B^{l}\right] } & =-S^{* l}{ }_{L}^{M} \bar{Q}_{\dot{a} M} \\
X^{\widehat{L M}} & =\alpha^{l, \widehat{L M}} B_{l},
\end{align*}
$$

where $S$ is a hermitian matrix. Operators $Q$ have a spinor index $a$ and act to the lefthanded spinors, which are spinors that transform based on the $\mathrm{M}\left(\frac{1}{2}, 0\right)$ representation of the Lorentz group. Operators $\bar{Q}$ have a spinor index $\dot{a}$ and act to the right-handed spinors, which are spinors that transform based on the $\mathrm{M}\left(0, \frac{1}{2}\right)$ representation of the Lorentz group. Operator $\bar{Q}$ is the hermitian conjugate of the operator $Q$.

We can prove that the more $Q$ and $\bar{Q}$ operators we have, the more supersymmetric particles we have. The number of operators $Q$ and $\bar{Q}$ is shown by the indices $L, M, K=$ $1, \ldots, \mathcal{N}$. Furthermore, the indices $a, b, \dot{a}, \dot{b}=1,2$ of the above operators refer to the Weyl spinors. The latin indices $m, n, l=1, \ldots, 4$ denote the components of the Lorentz vector. The objects $X$ are called central charges because they commute with all the
other generators. Also, all generators except $Q$ are commuted objects. Lastly, the notation $X^{\widehat{L M}}$ denotes that the objects $X$ are antisymmetric with respect to $L$ and $M$. Note that in order to prove the equations (2.2), the Coleman-Mandula theorem and the Jacobi identities are needed. The algebra of supersymmetry is called Graded Lie Algebra and it is the only compatible with the symmetries of the S-matrix and with the relativistic quantum field theory. Graded Lie Algebra also contains the operators of Lorentz transformations $M_{m n}$ but for brevity the commutation relations related with them have not been included in equation (2.2).

## Representations of the Supersymmetric Algebra

In this subsection, we will study irreducible supersymmetric representations of the $\mathcal{N}=1$ supersymmetric algebra. To achieve this, we will start from a single-particle state that we call vacuum state, denoted by $\Omega_{\text {spin }}$, and we will act with the supersymmetric operators on this state. Therefore, states that belong to the same representation will be created and the superpartners of the vacuum state $\Omega_{\text {spin }}$ will arise.

Below, we will prove that in every supersymmetric representation there is an equal number of bosonic and fermionic states. Firstly, we introduce an operator $(-)^{N_{F}}$ which acts on fermionic and bosonic states as follows:

$$
\begin{align*}
(-)^{N_{F}}(\text { boson }) & =(\text { boson })  \tag{2.3}\\
(-)^{N_{F}}(\text { fermion }) & =-(\text { fermion })
\end{align*}
$$

Suppose we have a state $|\psi\rangle$ and a new state $\left|\psi_{\text {new }}\right\rangle=Q_{a}|\psi\rangle$. The state $\left|\psi_{\text {new }}\right\rangle$ will be a fermion if the state $|\psi\rangle$ is a boson and vice versa due to the spin index of the operator Q. Therefore, it follows:

$$
\begin{align*}
(-)^{N_{F}}|\psi\rangle & = \pm|\psi\rangle  \tag{2.4}\\
(-)^{N_{F}} Q_{a}|\psi\rangle & =\mp Q_{a}|\psi\rangle .
\end{align*}
$$

We can multiply the first relation by the operator $Q_{a}$ from the left and equate the two relations. Hence, we have:

$$
\begin{align*}
& (-)^{N_{F}} Q_{a}|\psi\rangle=-Q_{a}(-)^{N_{F}}|\psi\rangle  \tag{2.5}\\
& \Rightarrow\left\{Q_{a},(-)^{N_{F}}\right\}=0 .
\end{align*}
$$

Now, we have:

$$
\begin{equation*}
\operatorname{tr}\left[(-)^{N_{F}}\left\{Q_{a}^{A}, \bar{Q}_{\dot{b} B}\right\}\right]=\operatorname{tr}\left[(-)^{N_{F}}\left(Q_{a}^{A} \bar{Q}_{\dot{b} B}+\bar{Q}_{\dot{b}_{B}} Q_{a}^{A}\right)\right] \tag{2.6}
\end{equation*}
$$

If we use the cyclic property of the trace and the anticommutation relation in the equation (2.5) we get the following result:

$$
\begin{equation*}
\operatorname{tr}\left[(-)^{N_{F}}\left\{Q_{a}^{A}, \bar{Q}_{\dot{b} B}\right\}\right]=\operatorname{tr}\left[-Q_{a}^{A}(-)^{N_{F}} \bar{Q}_{\dot{b} B}+Q_{a}^{A}(-)^{N_{F}} \bar{Q}_{\dot{b} B}\right]=0 \tag{2.7}
\end{equation*}
$$

Also, considering the above relation and the anticommutation relation presented earlier:

$$
\begin{equation*}
\left\{Q_{a}^{A}, \bar{Q}_{\dot{b} B}\right\}=2 \sigma_{a \dot{b}}^{m} P_{m} \delta_{B}^{A}, \tag{2.8}
\end{equation*}
$$

we conclude:

$$
\begin{align*}
0=\operatorname{tr}\left[(-)^{N_{F}}\left\{Q_{a}^{A}, \bar{Q}_{\dot{b} B}\right\}\right] & =2 \sigma_{a \dot{b}}{ }^{m} \delta_{B}^{A} \operatorname{tr}\left[(-)^{N_{F}} P_{m}\right]  \tag{2.9}\\
\Rightarrow \operatorname{tr}\left[(-)^{N_{F}}\right] & =0 .
\end{align*}
$$

Given that $\left[P_{m}, Q_{a}^{L}\right]=\left[P_{m}, \bar{Q}_{\dot{a} L}\right]=0$, the states appearing from the action of the operator $Q$ on the vacuum (which is an eigenstate of $P_{m}$, with eigenvalue $p_{m}$ ), have the same eigenvalue as the vacuum. Therefore, in the space of these states, the operator $P_{m}$ acts as a multiple of the unit operator. We know that we can define the trace as shown below:

$$
\begin{equation*}
\operatorname{tr}\left[(-)^{N_{F}}\right]=\sum\langle\psi|(-)^{N_{F}}|\psi\rangle . \tag{2.10}
\end{equation*}
$$

with the above sum spanning all states of a representation. Since the left hand side of the above equation is zero, the states in the right hand side must be half bosonic
and half fermionic so that the equality is satisfied. In this way we proved that in a representation we have the same number of bosonic and fermionic states.

Let us focus on representations of the supersymmetric algebra corresponding to states of a particle with mass $\tilde{m} \neq 0$. Therefore, the momentum operator will take the form $P^{2}=-\tilde{m}^{2}$. Suppose we choose a frame of reference in which the particle we are studying is at rest and thus, $P_{m}=(-\tilde{m}, 0,0,0)$. We know that acting in this state with operators $Q$, the supersymmetric partners of the vacuum state will arise. Consequently, the new states will have the same rest mass as the vacuum states. In this frame of reference the following anticommutation relations apply (compare with Eq. (2.2)):

$$
\begin{align*}
\left\{Q_{a}^{A}, \bar{Q}_{\dot{b} B}\right\} & =2 \tilde{m} \delta_{a b} \delta^{A}{ }_{B}  \tag{2.11}\\
\left\{Q_{a}^{A}, Q_{b}^{B}\right\} & =\left\{\bar{Q}_{\dot{a} A}, \bar{Q}_{\dot{b} B}\right\}=0
\end{align*}
$$

where the indices $A$ and $B$ run from 1 to $\mathcal{N}$ depending on which supersymmetric algebra we study.

At this time, we can define the creation operators $\left(\alpha_{a}{ }^{A}\right)^{\dagger}$ :

$$
\begin{equation*}
\left(\alpha_{a}^{A}\right)^{\dagger}=\frac{1}{\sqrt{2 \tilde{m}}} \bar{Q}_{\dot{a} A} \tag{2.12}
\end{equation*}
$$

and the annihilation operators $\alpha_{a}{ }^{A}$ :

$$
\begin{equation*}
\alpha_{a}^{A}=\frac{1}{\sqrt{2 \tilde{m}}} Q_{a}^{A} \tag{2.13}
\end{equation*}
$$

By using the definitions of the creation and annihilation operators, the relations (2.11) take the following form:

$$
\begin{align*}
& \left\{\alpha_{a}{ }^{A},\left(\alpha_{b}{ }^{B}\right)^{\dagger}\right\}=\delta_{a}{ }^{b} \delta^{A}{ }_{B}  \tag{2.14}\\
& \left\{\alpha_{a}{ }^{A}, \alpha_{b}{ }^{B}\right\}=\left\{\left(\alpha_{a}{ }^{A}\right)^{\dagger},\left(\alpha_{b}{ }^{B}\right)^{\dagger}\right\}=0
\end{align*}
$$

By definition, when the creation operators act on a vacuum state $(\Omega)$, the states of a representation are created as follows:

$$
\begin{equation*}
\Omega_{A_{1}}^{(n) a_{1}} \ldots{ }_{A_{n}}^{a_{n}}=\frac{1}{\sqrt{n!}}\left(\alpha_{a_{1}}^{A_{1}}\right)^{\dagger} \cdots\left(\alpha_{a_{n}}^{A_{n}}\right)^{\dagger} \Omega \tag{2.15}
\end{equation*}
$$

where the indices $a_{i}$ run from 1 to 2 and the indices $A_{i}$ run from 1 to $\mathcal{N}$. The vacuum state $(\Omega)$ is defined as follows:

$$
\begin{equation*}
\alpha_{a}{ }^{A} \Omega=0 . \tag{2.16}
\end{equation*}
$$

Since the creation operators $\left(\alpha_{a}^{A}\right)^{\dagger}$ anticommutes, the state $\Omega^{(n)}$ is antisymmetric under permutations of the indices $a_{i}$ or $A_{i}$. So, in the above product of operators we cannot have two operators with the same indices $a_{i}$ or $A_{i}$ because we would get zero.

Considering that each creation operator has $2 \mathcal{N}$ components, it follows that, for any value of n , there are $\binom{2 \mathcal{N}}{n}$ different states. Summing up all the values that n takes, we get the dimensionality of our representation:

$$
\begin{equation*}
d=\sum_{n=0}^{2 \mathcal{N}}\binom{2 \mathcal{N}}{n}=2^{2 \mathcal{N}} . \tag{2.17}
\end{equation*}
$$

Therefore, this representation contains $2^{2 \mathcal{N}}$ states, of which $2^{2 \mathcal{N}-1}$ are bosonic and $2^{2 \mathcal{N}-1}$ are fermionic.

Now, for $\mathcal{N}=1$ the fundamental representation (i.e. the representation obtained starting from a vacuum state with spin 0 ) consists of the following states:

$$
\begin{align*}
\Omega & \\
\left(\alpha_{a}\right)^{\dagger} \Omega &  \tag{2.18}\\
\frac{1}{\sqrt{2}}\left(\alpha_{a}\right)^{\dagger}\left(\alpha_{b}\right)^{\dagger} \Omega & =-\frac{1}{2 \sqrt{2}} \epsilon^{a b}\left(\alpha^{c}\right)^{\dagger}\left(\alpha_{c}\right)^{\dagger} \Omega
\end{align*}
$$

The state $\Omega$ has zero spin, the state $\left(\alpha_{a}\right)^{\dagger} \Omega$ has spin $\frac{1}{2}$ and the state $\frac{1}{\sqrt{2}}\left(\alpha_{a}\right)^{\dagger}\left(\alpha_{b}\right)^{\dagger} \Omega$ has spin 0 .

However, there are cases where the vacuum state $\Omega_{j}$ has spin j greater than zero. The table 2.1 shows the particles that exist in such cases as well as the particles that exist in the fundamental representation.

Representations, for which the vacuum state has spin j greater than $3 / 2$, contain particles with spin greater than 2 , and consequently do not find application in nature, since quantization of particles with spin greater than 2 leads to violation of unitarity. We can also find the supersymmetric representations for the cases $\mathcal{N}>1$. Certainly,

| Spin | $\Omega_{0}$ | $\Omega_{\frac{1}{2}}$ | $\Omega_{1}$ | $\Omega_{\frac{3}{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 2 | 1 | 0 | 0 |
| $\frac{1}{2}$ | 1 | 2 | 1 | 0 |
| 1 | 0 | 1 | 2 | 1 |
| $\frac{3}{2}$ | 0 | 0 | 1 | 2 |
| 2 | 0 | 0 | 0 | 1 |

Table 2.1: Supersymmetric representations for $\mathcal{N}=1$ [44].
the $\mathcal{N}=1$ case is the one that has more application in the phenomenology of Physics beyond the Standard Model (BSM), and can be studied in a more controlled way in numerical simulations. The cases for $\mathcal{N}>4$ are rejected as the fundamental representation contains states with spin eigenvalue greater than 2.

### 2.2 Scalar Multiplet

In this section, we study the simplest theory of supersymmetry. This theory includes a scalar field $A$, a spinor field $\psi$ and a scalar, auxiliary field $F$. The field $F$ is called auxiliary as it can be expressed in terms of the other fields of the theory, i.e. in terms of the fields $A$ and $\psi$. Of course, this theory cannot describe nature completely since in this theory there are only fields with spin $\frac{1}{2}$, such as the spinor field, and spin 0 , such as the fields $A$ and $F$, whilst in nature there are particles with spin 1.

Firstly, we represent how the scalar field $A$ transforms under a supersymmetric transformation [44]:

$$
\begin{equation*}
A^{\prime}=e^{\xi Q+\bar{\xi} \bar{Q}} A \tag{2.1.}
\end{equation*}
$$

where $\xi$ and $\bar{\xi}$ are anticommuting, independent parameters with a spinor index and thus, with two degrees of freedom. Note that the product $\xi Q$ has no spinor indices since operators $Q$ have spinor indices, too. Below, we present commutation and anticommutation relations with the parameters $\xi$ and $\bar{\xi}$ and the operators $Q, \bar{Q}$ and $P_{m}$ :

$$
\begin{equation*}
\left\{\xi^{a}, \xi^{b}\right\}=\left\{\xi^{a}, Q_{b}\right\}=\left\{\xi^{a}, \xi^{b}\right\}=\left\{\xi^{a}, \bar{Q}_{b}\right\}=\left[P_{m}, \xi^{a}\right]=0 . \tag{2.20}
\end{equation*}
$$

Similar relations are valid for $\bar{\xi}$.

Parameters $\xi$ and $\bar{\xi}$ allow us to express the supersymmetric algebra in terms of commutators:

$$
\begin{align*}
{[\xi Q, \bar{\xi} \bar{Q}] } & =2 \xi \sigma^{m} \bar{\xi} P_{m}  \tag{2.21}\\
{[\xi Q, \xi Q] } & =[\bar{\xi} \bar{Q}, \bar{\xi} \bar{Q}]=0  \tag{2.22}\\
{\left[P^{m}, \xi Q\right] } & =\left[P^{m}, \bar{\xi} \bar{Q}\right]=0 \tag{2.23}
\end{align*}
$$

where we follow the convention:

$$
\begin{align*}
\xi Q & =\xi^{a} Q_{a}  \tag{2.24}\\
\bar{\xi} \bar{Q} & =\bar{\xi}_{\dot{a}} \bar{Q}^{\dot{a}} . \tag{2.25}
\end{align*}
$$

Now, we will find the dimensions of the operator $Q$ and the parameter $\xi$. Having in mind that:

$$
\begin{equation*}
\left\{Q_{a}, \bar{Q}_{\dot{b}}\right\}=2 \sigma_{a \dot{b}}^{m} P_{m} \tag{2.26}
\end{equation*}
$$

and the operator $P_{m}$ has dimensions of energy, operator $Q$ has dimensions [Energy] ${ }^{\frac{1}{2}}$. Then, observing the Eq. (2.19), we conclude that the parameter $\xi$ has dimensions [Energy] ${ }^{-\frac{1}{2}}$.

We can Taylor expand the exponential in the Eq. (2.19):

$$
\begin{equation*}
A^{\prime}=\sum_{N=0}^{\infty} \frac{(\xi Q+\bar{\xi} \bar{Q})^{N}}{N!} A . \tag{2.27}
\end{equation*}
$$

The infinitesimal supersymmetric transformation of the field $A$, which is the first, nontrivial order of the above Taylor expansion, is:

$$
\begin{equation*}
\delta_{\xi} A=(\xi Q+\bar{\xi} \bar{Q}) \times A . \tag{2.28}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\delta_{\xi} \psi=(\xi Q+\bar{\xi} \bar{Q}) \times \psi . \tag{2.29}
\end{equation*}
$$

The transformation $\delta_{\xi}$ satisfies:

$$
\begin{align*}
\left(\delta_{\eta} \delta_{\xi}-\delta_{\xi} \delta_{\eta}\right) A & =2\left(\eta \sigma^{m} \bar{\xi}-\xi \sigma^{m} \bar{\eta}\right) P_{m} A \\
& =-2 i\left(\eta \sigma^{m} \bar{\xi}-\xi \sigma^{m} \bar{\eta}\right) \partial_{m} A \tag{2.30}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\delta_{\eta} \delta_{\xi}-\delta_{\xi} \delta_{\eta}\right) \psi=-2 i\left(\eta \sigma^{m} \bar{\xi}-\xi \sigma^{m} \bar{\eta}\right) \partial_{m} \psi \tag{2.31}
\end{equation*}
$$

according to Eq. (2.21).
Starting with a scalar field $A$, we define the spinor field $\psi$ as the field into which $A$ transforms:

$$
\begin{equation*}
\delta_{\xi} A=\sqrt{2} \xi \psi \tag{2.32}
\end{equation*}
$$

Note that, if the field $A$ has dimensions [Energy] ${ }^{l}$, then the field $\psi$ has dimensions [Energy] ${ }^{l+\frac{1}{2}}$. The field $\psi$ has spinor indices, and thus two degrees of freedom.

Now, under a supersymmetric transformation, the new field $\psi$ transforms into a tensor field $F$ and into the derivative of $A$ :

$$
\begin{equation*}
\delta_{\xi} \psi=i \sqrt{2} \sigma^{m} \bar{\xi} \partial_{m} A+\sqrt{2} \xi F . \tag{2.33}
\end{equation*}
$$

Obviously, the new field $F$ is scalar and has dimensions [Energy] ${ }^{l+1}$. The term with the parameter $\bar{\xi}$ in the above equation satisfies the Eq. (2.30).

By using the Eq. (2.31):

$$
\begin{align*}
\left(\delta_{\eta} \delta_{\xi}-\delta_{\xi} \delta_{\eta}\right) \psi= & -2 i\left(\eta \sigma^{n} \bar{\xi}-\xi \sigma^{n} \bar{\eta}\right) \partial_{n} \psi-i \sigma^{n} \bar{\sigma}^{m} \partial_{m} \psi\left[\eta \sigma^{n} \bar{\xi}-\xi \sigma^{n} \bar{\eta}\right] \\
& +\sqrt{2}\left(\xi \delta_{\eta} F-\eta \delta_{\xi} F\right) \tag{2.34}
\end{align*}
$$

We conclude that the only way for both equations, (2.31) and (2.34), to be valid simultaneously is if the field $F$ undergoes the following transformation:

$$
\begin{equation*}
\delta_{\xi} F=i \sqrt{2} \bar{\xi} \bar{\sigma}^{m} \partial_{m} \psi \tag{2.35}
\end{equation*}
$$

It is noticeable that no other field appears in this theory; the field $F$ is the last field that is introduced and has the higher dimensions. Furthermore, we notice that the
transformations of the three fields are linear. The aforementioned fields and their transformations are chosen in this way in order to construct a multiplet that consists component fields that are transformed according to Eqs.(2.30) and (2.31). Multiplets are the irreducible representations of an algebra and the multiplet in this section is called chiral or scalar multiplet.

At this moment, in order to create an action which is invariant under the infinitesimal supersymmetric transformations, we introduce a Lagrangian density that transforms as a total derivative. Below, we represent this Lagrangian density:

$$
\begin{equation*}
L=L_{0}+m L_{m}, \tag{2.36}
\end{equation*}
$$

where $m$ is an arbitrary parameter. The kinetic term is equal to:

$$
\begin{equation*}
L_{0}=i\left(\partial_{m} \bar{\psi}\right) \bar{\sigma}^{m} \psi+A^{*} \square A+F^{*} F, \tag{2.37}
\end{equation*}
$$

and the mass term:

$$
\begin{equation*}
L_{m}=A F+A^{*} F^{*}-\frac{1}{2} \psi \psi-\frac{1}{2} \bar{\psi} \bar{\psi} \tag{2.38}
\end{equation*}
$$

The equations of motion from this Lagrangian density are:

$$
\begin{gather*}
i \bar{\sigma}^{n} \partial_{n} \psi+m \bar{\psi}=0  \tag{2.39}\\
F+m A^{*}=0  \tag{2.40}\\
\square A+m F^{*}=0 \tag{2.41}
\end{gather*}
$$

whereis the d'Alembert operator. As we mentioned before, we notice that the field $F$ (and $F^{*}$ ) is expressed in terms of the field $A^{*}$ (and $A$ ). Thus, the field $F$ is called auxiliary field and this theory contains two instead of three independent fields. Furthermore, when we substitute the Eq. (2.40) in the Eq. (2.41), it gives:

$$
\begin{equation*}
\square A-m^{2} A=0 . \tag{2.42}
\end{equation*}
$$

Therefore, we construct a Lagrangian density that describes two free fields with the same mass. It is worth mentioning that the number of bosonic degrees of freedom is the same as the number of fermionic degrees of freedom as the field $A$ is complex and the field $\psi$ is a spinor.

### 2.3 Superfields and Superspace

Superspace is an extension of Minkowski space and consists not only the spacetime variables $x_{m}$ but it also consists anticommuting parameters $\theta$ and $\bar{\theta}$. Superfields, which are a useful extension of fields, are functions of superspace and they consist component fields. Superfields also describe representations of the supersymmetric algebra with an elegant way and construct interacting Lagrangians.

Firstly, we introduce the group element:

$$
\begin{equation*}
G(x, \theta, \bar{\theta})=e^{i\left(-x^{m} P_{m}+\theta Q+\bar{\theta} \bar{Q}\right)} \tag{2.43}
\end{equation*}
$$

and then, by using Baker-Campbell-Hausdorff's formula and the commutation relations of the Eqs.(2.21)-(2.23), we can prove the following:

$$
\begin{align*}
G(0, \xi, \bar{\xi}) G\left(x^{m}, \theta, \bar{\theta}\right) & =e^{i(\xi Q+\bar{\xi} \bar{Q})} e^{i\left(-x^{m} P_{m}+\theta Q+\bar{\theta} \bar{Q}\right)} \\
& =e^{i\left(\xi Q+\bar{\xi} \bar{Q}-x^{m} P_{m}+\theta Q+\bar{\theta} \bar{Q}\right)-\frac{1}{2}\left[\xi Q+\bar{\xi} \bar{Q},-x^{m} P_{m}+\theta Q+\bar{\theta} \bar{Q}\right]} \\
& =G\left(x^{m}-i \xi \sigma^{m} \bar{\theta}+i \theta \sigma^{m} \bar{\xi}, \xi+\theta, \bar{\xi}+\bar{\theta}\right) . \tag{2.44}
\end{align*}
$$

Note that, when the operator $G(0, \xi, \bar{\xi})$ acts on a function of superspace, it changes the variables of the function in the following way:

$$
\begin{align*}
x^{m} & \rightarrow x^{m}+i \theta \sigma^{m} \bar{\xi}-i \xi \sigma^{m} \bar{\theta} \\
\theta & \rightarrow \theta+\xi  \tag{2.45}\\
\bar{\theta} & \rightarrow \bar{\theta}+\bar{\xi} .
\end{align*}
$$

Considering an infinitesimal transformation of $G(0, \xi, \bar{\xi})$, we can understand that the aforementioned change of variables can only be generated if the following expression is valid:

$$
\begin{equation*}
\xi Q+\bar{\xi} \bar{Q}=\xi^{a}\left(\frac{\partial}{\partial \theta^{a}}-i \sigma_{a \dot{a}}{ }^{m} \bar{\theta}^{\dot{a}} \partial_{m}\right)+\bar{\xi}_{\dot{a}}\left(\frac{\partial}{\partial \bar{\theta}_{\dot{a}}}-i \theta^{a} \sigma_{a \dot{b}}^{m} \epsilon^{\dot{b} a} \partial_{m}\right) . \tag{2.46}
\end{equation*}
$$

Therefore, we obtain differential expressions that correspond to the operators $Q$ and $\bar{Q}:$

$$
\begin{align*}
Q_{a} & =\frac{\partial}{\partial \theta^{a}}-i \sigma_{a \dot{a}}^{m} \bar{\theta}^{\dot{a}} \partial_{m}  \tag{2.47}\\
\bar{Q}_{\dot{a}} & =-\frac{\partial}{\partial \bar{\theta}^{\dot{a}}}+i \theta^{a} \sigma_{a \dot{a}}^{m} \partial_{m} .
\end{align*}
$$

We could have studied right multiplication instead of left multiplication in the product of group elements. Then, we would have the following operators:

$$
\begin{align*}
D_{a} & =\frac{\partial}{\partial \theta^{a}}+i \sigma_{a \dot{a}}^{m} \bar{\theta}^{\dot{a}} \partial_{m} \\
\bar{D}_{\dot{a}} & =-\frac{\partial}{\partial \bar{\theta}^{\dot{a}}}-i \theta^{a} \sigma_{a \dot{a}}^{m} \partial_{m}, \tag{2.48}
\end{align*}
$$

which anticommute with the operators $Q$ and $\bar{Q}$. We can also prove the following anticommutation relations:

$$
\begin{align*}
& \left\{D_{a}, \bar{D}_{\dot{a}}\right\}=-2 i \sigma_{a \dot{a}}^{m} \partial_{m}  \tag{2.49}\\
& \left\{D_{a}, D_{b}\right\}=0  \tag{2.50}\\
& \left\{\bar{D}_{\dot{a}}, \bar{D}_{\dot{b}}\right\}=0 . \tag{2.51}
\end{align*}
$$

Now, the most general superfield can be expressed in terms of its power series expansion in $\theta$ and $\bar{\theta}$ :

$$
\begin{align*}
F(x, \theta, \bar{\theta})= & f(x)+\theta \phi(x)+\bar{\theta} \bar{\chi}(x) \\
& +\theta \theta m(x)+\bar{\theta} \bar{\theta} n(x)+\theta \sigma^{m} \bar{\theta} v_{m}(x)  \tag{2.52}\\
& +\theta \theta \bar{\theta} \bar{\lambda}(x)+\bar{\theta} \bar{\theta} \theta \psi(x)+\theta \theta \bar{\theta} \bar{\theta} d(x) .
\end{align*}
$$

Products with higher powers of $\theta$ and $\bar{\theta}$ are zero due to the fact that $\theta$ and $\bar{\theta}$ are anticommuting parameters with spinor indices that run from 1 to 2 .

Having in mind that the linear infinitesimal supersymmetric transformation of a field is defined in Eq. (2.28), the transformation law for a superfield can be defined as follows:

$$
\begin{align*}
\delta_{\xi} F(x, \theta, \bar{\theta}) \equiv & (\xi Q+\bar{\xi} \bar{Q}) \times F=(\xi Q+\bar{\xi} \bar{Q}) F \\
= & \left(\delta_{\xi} f(x)\right)+\theta\left(\delta_{\xi} \phi(x)\right)+\bar{\theta}\left(\delta_{\xi} \bar{\chi}(x)\right)  \tag{2.53}\\
& +\theta \theta\left(\delta_{\xi} m(x)\right)+\bar{\theta} \bar{\theta}\left(\delta_{\xi} n(x)\right)+\theta \sigma^{m} \bar{\theta}\left(\delta_{\xi} v_{m}(x)\right) \\
& +\theta \theta \bar{\theta}\left(\delta_{\xi} \bar{\lambda}(x)\right)+\bar{\theta} \bar{\theta} \theta\left(\delta_{\xi} \psi(x)\right)+\theta \theta \bar{\theta} \bar{\theta}\left(\delta_{\xi} d(x)\right) .
\end{align*}
$$

When the operator $(\xi Q+\bar{\xi} \bar{Q})$ of the Eq. (2.46) acts on the superfield $F(x, \theta, \bar{\theta})$ of the Eq. (2.52), we take a result with different powers of $\theta$ and $\bar{\theta}$. By matching the appropriate powers of $\theta$ and $\bar{\theta}$ of this result with the powers of $\theta$ and $\bar{\theta}$ of the transformation $\delta_{\xi} F(x, \theta, \bar{\theta})$ of Eq. (2.53), we can generate the transformation laws for each component field. It is worth noticing that products or linear combination of superfields are also superfields due to the linearity of the operators $Q$ and $\bar{Q}$.

In general, superfields form reducible representations of the supersymmetric algebra. The number of the component fields of a general superfield is high. However, we can reduce this number by imposing covariant constraints on superfields. In other words, superfields can satisfy an equation which can relate some component fields and thus, the number of independent component fields decreases. Examples of these constraints are $\bar{D} F=0$ or $F=F^{\dagger}$. The former constraint characterize chiral or scalar superfields whilst the latter characterize vector superfields. There are some rules for the constraints of superfields. For instance, the supersymmetric transformed superfields must satisfy the constraints, as well. Furthermore, constraints, which yield the trivial value for superfield $\Phi=a=$ constant, are not accepted. Note that we can construct all renormalizable supersymmetric Lagrangians by using only scalar and vector superfields.

Imposing constraints on superfields is very useful especially for supersymmetric theories with $\mathcal{N}>1$ as in these theories, there are $\mathcal{N}$ parameters of $\theta$ and the number of component fields increases significantly. Therefore, we impose constraints on superfields so as to simplify these theories.

### 2.4 Chiral Superfields

In the previous section, we presented superfields. In this section, we study a special case of them, the chiral superfields that are characterized by the condition:

$$
\begin{equation*}
\bar{D}_{\dot{a}} \Phi=0 . \tag{2.54}
\end{equation*}
$$

Matter fields can be described by chiral superfields, which consist a spinor field and a scalar field like the scalar multiplet.

Note that, in this section, it is convenient to use the variables $y^{m}=x^{m}+i \theta \sigma^{m} \bar{\theta}, \theta$ and $\bar{\theta}$ instead of $x^{m}, \theta$ and $\bar{\theta}$. By using chain rule, we can express the partial derivative $\frac{\partial}{\partial \theta}$ as:

$$
\begin{equation*}
\frac{\partial}{\partial \theta}=i \sigma^{m} \bar{\theta} \frac{\partial}{\partial y^{m}}+\frac{\partial}{\partial \theta} . \tag{2.55}
\end{equation*}
$$

Likewise, we can express the partial derivatives $\partial / \partial \bar{\theta}$ and $\partial / \partial x^{m}$ in terms of the new variables. Therefore, operators $D_{a}$ and $\bar{D}_{\dot{a}}$ take the following expressions:

$$
\begin{gather*}
D_{a}=\frac{\partial}{\partial \theta^{a}}+2 i \sigma_{a \dot{a}}^{m} \bar{\theta}^{\dot{a}} \frac{\partial}{\partial y^{m}}  \tag{2.56}\\
\bar{D}_{\dot{a}}=-\frac{\partial}{\partial \bar{\theta}_{\bar{a}}} . \tag{2.57}
\end{gather*}
$$

Now, the most general superfield that satisfy the constraint of Eq. (2.54) is:

$$
\begin{align*}
\Phi= & A(y)+\sqrt{2} \theta \psi(y)+\theta \theta F(y) \\
= & A(x)+i \theta \sigma^{m} \bar{\theta} \partial_{m} A(x)+\frac{1}{4} \theta \theta \bar{\theta} \bar{\theta} \square A(x)  \tag{2.58}\\
& +\sqrt{2} \theta \psi(x)-\frac{i}{\sqrt{2}} \theta \theta \partial_{m} \psi(x) \sigma^{m} \bar{\theta}+\theta \theta F(x),
\end{align*}
$$

where we substitute $y^{m}=x^{m}+i \theta \sigma^{m} \bar{\theta}$ and we use Taylor expansion. It is apparent that the field $\Phi$ contains two scalar fields $A$ and $F$ and a spinor field $\psi$ (Weyl spinor). We choose the names of these fields to coincide with the names of the fields of the scalar multiplet since they transform by the same way under an infinitesimal supersymmetric transformation.

Now, the hermitian conjugate of a chiral superfield $\Phi^{\dagger}$, which is a function of $y^{\dagger m}=$ $x^{m}-i \theta \sigma^{m} \bar{\theta}$ and $\bar{\theta}$, can be expressed as:

$$
\begin{align*}
\Phi^{\dagger}= & A^{*}\left(y^{\dagger}\right)+\sqrt{2} \bar{\theta} \bar{\psi}\left(y^{\dagger}\right)+\bar{\theta} \bar{\theta} F^{*}\left(y^{\dagger}\right) \\
= & A^{*}(x)-i \theta \sigma^{m} \bar{\theta} \partial_{m} A^{*}(x)+\frac{1}{4} \theta \theta \bar{\theta} \bar{\theta} \square A^{*}(x)+\sqrt{2} \bar{\theta} \bar{\psi}(x)  \tag{2.59}\\
& +\frac{i}{\sqrt{2}} \bar{\theta} \bar{\theta} \theta \sigma^{m} \partial_{m} \bar{\psi}(x)+\bar{\theta} \bar{\theta} F^{*}(x) .
\end{align*}
$$

We can also express the operators $D_{a}$ and $\bar{D}_{\dot{a}}$ in terms of the parameters $y^{\dagger m}, \theta$ and $\bar{\theta}$ :

$$
\begin{gather*}
D_{a}=\frac{\partial}{\partial \theta^{a}}  \tag{2.60}\\
\bar{D}_{\dot{a}}=-\frac{\partial}{\partial \theta^{\dot{a}}}-2 i \theta^{a} \sigma_{a \dot{a}}^{m} \frac{\partial}{\partial y^{\dagger m}} \tag{2.61}
\end{gather*}
$$

and we notice that $D_{a} \Phi^{\dagger}=0$, which is the constraint that an antichiral superfield ( $\Phi^{\dagger}$ ) satisfies. The product of chiral superfields $\Phi_{1} \Phi_{2} \cdots \Phi_{n}$ also satisfies the constraint of Eq. (2.54) and thus, is a chiral superfield and likewise for the product of antichiral superfields $\Phi_{1}^{\dagger} \Phi_{2}^{\dagger} \cdots \Phi_{n}^{\dagger}$.

We can prove that the $\theta \theta$ component of the products $\Phi_{i} \Phi_{j}$ and $\Phi_{i} \Phi_{j} \Phi_{k}$ and the $\theta \theta \bar{\theta} \bar{\theta}$ component of the product $\Phi_{i}^{\dagger} \Phi_{j}$ transform into a spacetime derivative under an infinitesimal supersymmetric transformation. Consequently, we can use the aforementioned components in order to construct a Lagrangian density as the corresponding action would be invariant under these transformations.

The most general supersymmetric renormalizable Lagrangian density that consists only chiral fields is:

$$
\begin{equation*}
L=\left.\Phi_{i}^{\dagger} \Phi_{i}\right|_{\theta \theta \bar{\theta} \bar{\theta}}+\left[\left.\left(\frac{1}{2} m_{i j} \Phi_{i} \Phi_{j}+\frac{1}{3} g_{i j k} \Phi_{i} \Phi_{j} \Phi_{k}+\lambda_{i} \Phi_{i}\right)\right|_{\theta \theta}+h . c .\right] \tag{2.62}
\end{equation*}
$$

where h.c. refers to the hermitian conjugate. Note that, the expression of the Lagrangian density is the same for the two sets of variables $x^{m}, \theta, \bar{\theta}$ and $y^{m}, \theta, \bar{\theta}$. The second term of the above Lagrangian density is a mass term and the third one is an interacting term. The parameters $g_{i j k}$ and $m_{i j}$ are symmetric under the change of their indices.

At this point, we represent the Lagrangian density in terms of the component fields:

$$
\begin{align*}
L= & i \partial_{m} \bar{\psi}_{i} \bar{\sigma}^{m} \psi_{i}+A_{i}^{*} \square A_{i}+F_{i}^{*} F_{i}+\left[m_{i j}\left(A_{i} F_{j}-\frac{1}{2} \psi_{i} \psi_{j}\right)\right.  \tag{2.63}\\
& \left.+g_{i j k}\left(A_{i} A_{j} F_{k}-\psi_{i} \psi_{j} A_{k}\right)+\lambda_{i} F_{i}+h . c .\right],
\end{align*}
$$

where we have dropped all the total derivatives. By computing the equations of motion, we observe that the field $F_{i}$ is auxiliary:

$$
\begin{align*}
& \frac{\partial L}{\partial F_{k}^{*}}=F_{k}+\lambda_{k}^{*}+m_{i k}^{*} A_{i}^{*}+g_{i j k}^{*} A_{i}^{*} A_{j}^{*}=0 \\
& \quad \Rightarrow F_{k}=-\left(\lambda_{k}^{*}+m_{i k}^{*} A_{i}^{*}+g_{i j k}^{*} A_{i}^{*} A_{j}^{*}\right)  \tag{2.64}\\
& \frac{\partial L}{\partial F_{k}}=F_{k}^{*}+\lambda_{k}+m_{i k} A_{i}+g_{i j k} A_{i} A_{j}=0 \\
& \quad \Rightarrow F_{k}^{*}=-\left(\lambda_{k}+m_{i k} A_{i}+g_{i j k} A_{i} A_{j}\right) \tag{2.65}
\end{align*}
$$

The expression of the Lagrangian density only in terms of the two independent fields $A_{i}$ and $\psi_{i}$ is:

$$
\begin{align*}
L= & i \partial_{m} \bar{\psi}_{i} \bar{\sigma}^{m} \psi_{i}+A_{i}^{*} \square A_{i}-\frac{1}{2} m_{i k} \psi_{i} \psi_{k}-\frac{1}{2} m_{i k}^{*} \psi_{i} \bar{\psi}_{k}  \tag{2.66}\\
& -g_{i j k} \psi_{i} \psi_{j} A_{k}-g_{i j k}^{*} \bar{\psi}_{i} \bar{\psi}_{j} A_{k}^{*}-\mathcal{V}\left(A_{i}, A_{j}^{*}\right),
\end{align*}
$$

where the potential takes the form $\mathcal{V}=F_{k}^{*} F_{k}$. Due to supersymmetry, this potential is greater or equal to zero. Absolute minima of the potential are the points where $F_{k}=0$. In order to find the mass of the component fields, we firstly have to eliminate the linear terms of the fields by making a shift $\Phi_{i} \rightarrow \Phi_{i}+a_{i}$. Masses of the fermionic field and of the bosonic field have to be the same.

### 2.5 Vector Superfields

Vector superfields are superfields which satisfy the following condition:

$$
\begin{equation*}
V=V^{\dagger} \tag{2.67}
\end{equation*}
$$

They describe gauge fields and they consist spinor fields, scalar fields and a vector field. We can achieve a more comprehensive understanding of them by analyzing their power
series expansions in $\theta$ and $\bar{\theta}$.

$$
\begin{align*}
V(x, \theta, \bar{\theta})= & C(x)+i \theta \chi(x)-i \bar{\theta} \bar{\chi}(x)+\frac{i}{2} \theta \theta[M(x)+i N(x)]-\frac{i}{2} \bar{\theta} \bar{\theta}[M(x)-i N(x)] \\
& -\theta \sigma^{m} \bar{\theta} v_{m}(x)+i \theta \theta \bar{\theta}\left[\bar{\lambda}(x)+\frac{i}{2} \bar{\sigma}^{m} \partial_{m} \chi(x)\right]-i \bar{\theta} \bar{\theta} \theta\left[\lambda(x)+\frac{i}{2} \sigma^{m} \partial_{m} \bar{\chi}(x)\right] \\
& +\frac{1}{2} \theta \theta \bar{\theta} \bar{\theta}\left[D(x)+\frac{1}{2} \square C(x)\right] . \tag{2.68}
\end{align*}
$$

The fields $C, D, M, N$ and $v_{m}$ have to be real so as $V(x, \theta, \bar{\theta})$ satisfy the constraint of Eq. (2.67). The component fields $C, D, M$ and $N$ are scalar fields, the fields $\chi$ and $\lambda$ are Weyl spinors and the field $v_{m}$ is a vector field.

Note that, without loss of generality, the coefficients of the powers of $\theta$ and $\bar{\theta}$ have been chosen in this way so as to transform in a simple way under the following transformation:

$$
\begin{equation*}
V \rightarrow V+\Phi+\Phi^{\dagger} \tag{2.69}
\end{equation*}
$$

where $\Phi$ and $\Phi^{\dagger}$ are chiral and antichiral superfields, respectively. From the definitions of the previous section:

$$
\begin{align*}
\Phi+\Phi^{\dagger}= & A+A^{*}+\sqrt{2}(\theta \psi+\bar{\theta} \bar{\psi})+\theta \theta F+\bar{\theta} \bar{\theta} F^{*} \\
& +i \theta \sigma^{m} \bar{\theta} \partial_{m}\left(A-A^{*}\right)+\frac{i}{\sqrt{2}} \theta \theta \bar{\theta} \bar{\sigma}^{m} \partial_{m} \psi  \tag{2.70}\\
& +\frac{i}{\sqrt{2}} \bar{\theta} \bar{\theta} \theta \sigma^{m} \partial_{m} \bar{\psi}+\frac{1}{4} \theta \theta \bar{\theta} \bar{\theta} \square\left(A+A^{*}\right) .
\end{align*}
$$

Therefore, under the transformation of Eq. (2.69) component fields transform as:

$$
\begin{align*}
& C \rightarrow C+A+A^{*} \\
& \chi \rightarrow \chi-i \sqrt{2} \psi \\
& M+i N \rightarrow M+i N-2 i F  \tag{2.71}\\
& v_{m} \rightarrow v_{m}-i \partial_{m}\left(A-A^{*}\right) \\
& \lambda \rightarrow \lambda \\
& D \rightarrow D .
\end{align*}
$$

We observe that the transformation of the vector field $v_{m}$ reminds a gauge transformation as the quantity $A-A^{*}$ is imaginary. Thus, we call the transformation
of Eq. (2.69) gauge transformation.
Now, we can choose a special gauge which is called Wess-Zumino gauge. In this gauge the fields $C, \chi, M$ and $N$ are all zero whilst the vector field $v_{m}$ transforms in the usual gauge transformation $v_{m} \rightarrow v_{m}+\partial_{m} \alpha$ (where $\alpha$ is a scalar quantity) and the fields $\lambda$ and $D$ are invariant.

Below, we present powers of $V$ in this gauge:

$$
\begin{gather*}
V=-\theta \sigma^{m} \bar{\theta} v_{m}(x)+i \theta \theta \bar{\theta} \bar{\lambda}(x)-i \bar{\theta} \bar{\theta} \theta \lambda(x)+\frac{1}{2} \theta \theta \bar{\theta} \bar{\theta} D(x)  \tag{2.72}\\
V^{2}=-\frac{1}{2} \theta \theta \bar{\theta} \bar{\theta} v_{m} v^{m}  \tag{2.73}\\
V^{3}=0 . \tag{2.74}
\end{gather*}
$$

It is worth mentioning that to compute the terms $V^{2}$ and $V^{3}$, we zero terms with products of three or more parameters of $\theta$ or/and $\bar{\theta}$ due to antisymetrization of them.

We use the variables $y^{m}=x^{m}+i \theta \sigma^{m} \bar{\theta}$ and $y^{\dagger m}=x^{m}-i \theta \sigma^{m} \bar{\theta}$ in order to simplify the computation. Then, $V$ takes the form:

$$
\begin{align*}
V= & -\theta \sigma^{m} \bar{\theta} v_{m}(y)+i \theta \theta \bar{\theta} \bar{\lambda}(y)-i \bar{\theta} \bar{\theta} \theta \lambda(y) \\
& +\frac{1}{2} \theta \theta \bar{\theta} \bar{\theta}\left[D(y)-i \partial_{m} v^{m}(y)\right]  \tag{2.75}\\
= & -\theta \sigma^{m} \bar{\theta} v_{m}\left(y^{\dagger}\right)-i \bar{\theta} \bar{\theta} \theta \lambda\left(y^{\dagger}\right)+i \theta \theta \bar{\theta} \bar{\lambda}\left(y^{\dagger}\right) \\
& +\frac{1}{2} \theta \theta \bar{\theta} \bar{\theta}\left[D\left(y^{\dagger}\right)+i \partial_{m} v^{m}\left(y^{\dagger}\right)\right] .
\end{align*}
$$

Note that the vector superfield $V$ can be considered as the supersymetric generalization of the Yang-Mills potential. The next step is to find a quantity that would be the supersymmetric generalization of the electromagnetic or gluon field strength. In this section, we study the abelian case and the aforementioned quantities are the fields $W_{a}$ and $\bar{W}_{\dot{a}}$ which are defined as:

$$
\begin{align*}
W_{a} & =-\frac{1}{4} \bar{D} \bar{D} D_{a} V  \tag{2.76}\\
\bar{W}_{\dot{a}} & =-\frac{1}{4} D D \bar{D}_{\dot{a}} V . \tag{2.77}
\end{align*}
$$

The above fields are chiral and antichiral superfields, respectively since they satisfy the following conditions:

$$
\begin{align*}
\bar{D}_{\dot{b}} W_{a} & =0  \tag{2.78}\\
D_{b} \bar{W}_{\dot{a}} & =0 .
\end{align*}
$$

The tensor $W_{a}$ is gauge invariant:

$$
\begin{align*}
W_{a} & \rightarrow-\frac{1}{4} \bar{D} \bar{D} D_{a}\left(V+\Phi+\Phi^{\dagger}\right)  \tag{2.79}\\
& =W_{a}-\frac{1}{4} \bar{D}\left\{\bar{D}, D_{a}\right\} \Phi=W_{a} .
\end{align*}
$$

Likewise, we can prove that the tensor $\bar{W}_{\dot{a}}$ is also gauge invariant.
Now, using the Eqs.(2.75), (2.76) and (2.77) and the definitions of the operators $D_{a}$ and $\bar{D}_{\dot{a}}$, we present:

$$
\begin{align*}
W_{a}= & -i \lambda_{a}(y)+\left[\delta_{a}{ }^{b} D(y)-\frac{i}{2}\left(\sigma^{m} \bar{\sigma}^{n}\right)_{a}{ }^{b}\left(\partial_{m} v_{n}(y)-\partial_{n} v_{m}(y)\right)\right] \theta_{b}  \tag{2.80}\\
& +\theta \theta \sigma_{a \dot{a}}{ }^{m} \partial_{m} \bar{\lambda}^{\dot{a}}(y),
\end{align*}
$$

and

$$
\begin{align*}
\bar{W}_{\dot{a}}= & i \bar{\lambda}_{\dot{a}}\left(y^{\dagger}\right)+\left[\epsilon_{\dot{a} \dot{b}} D\left(y^{\dagger}\right)+\frac{i}{2} \epsilon_{\dot{a} \dot{c}}\left(\bar{\sigma}^{m} \sigma^{n}\right)^{\dot{c}}{ }_{\dot{b}}\left(\partial_{m} v_{n}\left(y^{\dagger}\right)-\partial_{n} v_{m}\left(y^{\dagger}\right)\right)\right] \bar{\theta}^{\dot{b}}  \tag{2.81}\\
& -\epsilon_{\dot{a} \dot{b}} \bar{\theta} \bar{\theta} \bar{\sigma}^{m \dot{b} a} \partial_{m} \lambda_{a}\left(y^{\dagger}\right) .
\end{align*}
$$

We observe that these superfields contain only the gauge invariant fields $D, \lambda_{a}$ and $v_{m n}=\partial_{m} v_{n}-\partial_{n} v_{m}$. Furthermore, they satisfy the additional constraint:

$$
\begin{equation*}
D^{a} W_{a}=\bar{D}_{\dot{a}} \bar{W}^{\dot{a}} \tag{2.82}
\end{equation*}
$$

The most general Lagrangian density for a free vector field, which is gauge invariant, is:

$$
\begin{equation*}
L=\frac{1}{4}\left(\left.W^{a} W_{a}\right|_{\theta \theta}+\left.\bar{W}_{\dot{a}} \bar{W}^{\dot{a}}\right|_{\bar{\theta} \bar{\theta}}\right) . \tag{2.83}
\end{equation*}
$$

The above Lagrangian density contains $\theta \theta$ components of chiral superfields and thus, they transform into spacetime derivatives. Consequently, the corresponding action is invariant under an infinitesimal supersymmetric transformation. Furthermore, the

Lagrangian density of the Eq. (2.83) consists only scalar quantities so it is invariant under Lorentz transformations. It is also invariant under gauge transformations as the chiral superfields $W_{a}$ and $\bar{W}_{\dot{a}}$ are invariant under this transformation.

The Lagrangian density can be written in terms of the component fields as:

$$
\begin{equation*}
L=\frac{i}{2}\left(\partial_{m} \lambda\right) \sigma^{m} \bar{\lambda}-\frac{i}{2} \lambda \sigma^{m}\left(\partial_{m} \bar{\lambda}\right)+\frac{1}{2} D^{2}-\frac{1}{4} v^{m n} v_{m n} . \tag{2.84}
\end{equation*}
$$

The first two terms remind the terms that appear in Dirac equation and the last term reminds the kinetic term of a photon or a gluon field. Computing the equations of motion, we observe that the vector field $v_{m}$ satisfies Maxwell equations, the field $D=0$ and the field $\lambda$ satisfy the following equation:

$$
\begin{equation*}
\partial_{m} \lambda \sigma^{m}=0 . \tag{2.85}
\end{equation*}
$$

Therefore, in this theory there are a gauge field and a field with spin $\frac{1}{2}$, which is the superpartner of the gauge field and it is called gaugino. Gaugino has no mass as we expected and it is free since in the Lagrangian density there are no interaction terms.

### 2.6 Supersymmetric QCD in the Continuum

In this section, we study the Lagrangian density of Supersymmetric QCD (SQCD) in the continuum. This Lagrangian density consists interaction terms between chiral and vector superfields. Chiral and vector superfields correspond to matter and gauge fields, respectively. In this theory, we have a spinor field $\psi$ and its superpartner, the field $A$ (both with mass m ), which originate from the scalar multiplet. We have also a vector field $v_{\mu}$, which corresponds to the vector potential, and a spinor field $\lambda$ that is the superpartner of $v_{\mu}$ [44-47].

In order to construct a renormalizable supersymmetric generalization of the Lagrangian density of QCD, we have to multiply superfields so as the dimensionality of their products be less or equal than 4. This Lagrangian density must also be Lorentz invariant and invariant under the following supersymmetric gauge
transformations [48]:

$$
\begin{align*}
\Phi_{+}^{\prime} & =e^{-i \Lambda} \Phi_{+} \\
\Phi_{-}^{\prime} & =\Phi_{-} e^{i \Lambda}  \tag{2.86}\\
e^{2 g V^{\prime}} & =e^{-i \Lambda^{\dagger}} e^{2 g V} e^{i \Lambda}
\end{align*}
$$

where $\Lambda_{i j}=\Lambda^{a} T_{i j}^{a}$ is an arbitrary chiral superfield and $T^{a}$ are the generators of the non-abelian group. These generators obey the following equations:

$$
\begin{align*}
\operatorname{Tr}\left(T^{\alpha} T^{\beta}\right) & =k \delta^{\alpha \beta}, k>0  \tag{2.87}\\
{\left[T_{a}, T_{b}\right] } & =i f_{a b c} T_{c} \tag{2.88}
\end{align*}
$$

where $f_{a b c}$ are the structure constants of the algebra, which are completely antisymmetric. Note that, the vector superfield can also be expressed in terms of these generators $V_{i j}=V^{a} T_{i j}^{a}$.

The most general Lagrangian density, which is renormalizable, Lorentz invariant as well as invariant under supersymmetric gauge transformations, is:

$$
\begin{align*}
\mathcal{L}_{S Q C D}= & \frac{1}{16 k g^{2}} \operatorname{Tr}\left(\left.W^{a} W_{a}\right|_{\theta \theta}+\left.\bar{W}_{\dot{a}} \bar{W}^{\dot{a}}\right|_{\bar{\theta} \bar{\theta}}\right)+\left.\Phi_{+}^{\dagger} e^{2 g V} \Phi_{+}\right|_{\theta \theta \bar{\theta} \bar{\theta}}  \tag{2.89}\\
& +\left.\Phi_{-} e^{-2 g V} \Phi_{-}^{\dagger}\right|_{\theta \theta \bar{\theta} \bar{\theta}}+m\left(\left.\Phi_{-} \Phi_{+}\right|_{\theta \theta}+\left.\Phi_{+}^{\dagger} \Phi_{-}^{\dagger}\right|_{\bar{\theta} \bar{\theta}}\right),
\end{align*}
$$

where the supersymmetric field strength is defined now as:

$$
\begin{equation*}
W_{a}=-\frac{1}{4} \overline{\mathcal{D}} \overline{\mathcal{D}} e^{-2 g V} \mathcal{D}_{a} e^{2 g V}, \tag{2.90}
\end{equation*}
$$

and it transforms covarianlty:

$$
\begin{equation*}
W_{a}^{\prime}=e^{-i \Lambda} W_{a} e^{i \Lambda} \tag{2.91}
\end{equation*}
$$

It is worth mentioning that the Lagrangian density of Eq. (2.89) looks non-renormalizable since it contains the term with $e^{2 g V}$ that consists all the powers of the vector superfield $V$. However, it can be evaluated in the Wess-Zumino gauge. Consequently, the term can be expanded as:

$$
\begin{equation*}
e^{2 g V}=1+2 g V+\frac{(2 g V)^{2}}{2} \tag{2.92}
\end{equation*}
$$

as the higher powers of V are zero in this special gauge.
In the context of $\mathcal{N}=1$ supersymmetry in 4 dimensions, the SQCD Lagrangian is composed of several components for each flavor of matter fields. These components include two complex scalar fields referred to as squarks, denoted as $A_{+}$and $A_{-}$, a Dirac spinor representing quarks, denoted as $\psi_{+}, \psi_{-}$, and two auxiliary complex scalar fields, $F_{+}$and $F_{-}$. Additionally, the Lagrangian incorporates a gauge field representing gluons, denoted as $u_{\mu}$, a Majorana spinor representing gluinos, denoted as $\lambda$, and an extra real auxiliary field, $D$. Beginning with Eq. (2.89) and extracting the relevant components of the superfields (including appropriate powers of $\theta$ and $\bar{\theta}$ ), we derive the continuum Lagrangian density for $\mathcal{N}=1$ SQCD in 4 dimensions in the framework of the Wess-Zumino gauge:

$$
\begin{align*}
\mathcal{L}_{\mathrm{SQCD}} & =-\frac{1}{4} u_{\mu \nu}^{\alpha} \mu^{\mu \nu \alpha}+\frac{1}{2} D^{\alpha} D^{\alpha}-i \bar{\lambda}^{\alpha} \bar{\sigma}^{\mu} \mathcal{D}_{\mu} \lambda^{\alpha} \\
& -\mathcal{D}_{\mu} A_{+}^{\dagger} \mathcal{D}^{\mu} A_{+}-\mathcal{D}_{\mu} A_{-}^{\dagger} \mathcal{D}^{\mu} A_{-}-i \bar{\psi}_{+} \bar{\sigma}^{\mu} \mathcal{D}_{\mu} \psi_{+}-i \bar{\psi}_{-} \bar{\sigma}^{\mu} \mathcal{D}_{\mu} \psi_{-}+F_{+}^{\dagger} F_{+}+F_{-} F_{-}^{\dagger} \\
& +i \sqrt{2} g\left(A_{+}^{\dagger} \lambda^{\alpha} T^{\alpha} \psi_{+}-\bar{\psi}_{+} \bar{\lambda}^{\alpha} T^{\alpha} A_{+}+A_{-} \bar{\lambda}^{\alpha} T^{\alpha} \bar{\psi}_{-}-\psi_{-} \lambda^{\alpha} T^{\alpha} A_{-}\right) \\
& +g\left(A_{+}^{\dagger} D^{\alpha} T^{\alpha} A_{+}-A_{-} D^{\alpha} T^{\alpha} A_{-}^{\dagger}\right) \\
& +m\left(A_{-} F_{+}+F_{-} A_{+}-\psi_{-} \psi_{+}+A_{+}^{\dagger} F_{-}^{\dagger}+F_{+}^{\dagger} A_{-}^{\dagger}-\bar{\psi}_{+} \bar{\psi}_{-}\right), \tag{2.93}
\end{align*}
$$

where:

$$
\begin{align*}
\mathcal{D}_{\mu} A_{+} & =\partial_{\mu} A_{+}+i g u_{\mu}^{\alpha} T^{\alpha} A_{+} \\
\mathcal{D}_{\mu} A_{-}^{\dagger} & =\partial_{\mu} A_{-}^{\dagger}+i g u_{\mu}^{\alpha} T^{\alpha} A_{-}^{\dagger} \\
\mathcal{D}_{\mu} A_{-} & =\partial_{\mu} A_{-}-i g A_{-} T^{\alpha} u_{\mu}^{\alpha} \\
\mathcal{D}_{\mu} A_{+}^{\dagger} & =\partial_{\mu} A_{+}^{\dagger}-i g A_{+}^{\dagger} T^{\alpha} u_{\mu}^{\alpha} \\
\mathcal{D}_{\mu} \psi_{+} & =\partial_{\mu} \psi_{+}+i g u_{\mu}^{\alpha} T^{\alpha} \psi_{+} \\
\mathcal{D}_{\mu} \psi_{-} & =\partial_{\mu} \psi_{-}-i g \psi_{-} T^{\alpha} u_{\mu}^{\alpha} \\
\mathcal{D}_{\mu} \lambda & =\partial_{\mu} \lambda+i g\left[u_{\mu}, \lambda\right] \\
u_{\mu \nu} & =\partial_{\mu} u_{\nu}-\partial_{\nu} u_{\mu}+i g\left[u_{\mu}, u_{\nu}\right] . \tag{2.94}
\end{align*}
$$

In this Lagrangian density, there is a gluonic tensor $u_{\mu \nu}^{\alpha}$ that consists the gluon field $u_{\mu}^{\alpha}$. Furthermore, there is a field $\lambda^{\alpha}$, the gluino that has spin $\frac{1}{2}$ and it is the superpartner of gluon. The gluino field $\lambda^{\alpha}$, the gluon field $v_{\mu}^{\alpha}$ and the auxiliary field $D^{\alpha}$, which are
the component fields of the vector superfield, carry color indices since they are in the adjoint representation of the non-abelian group. Components of the chiral superfield, which are the auxiliary field $F$, the quark field $\psi$ and the squark field $A$, are in the fundamental representation of the non-abelian group. Note that the indices coming from the color in fundamental representation and the Dirac indices are left implicit. On contrary, the color in the adjoint representation is shown explicitly. For the SQCD theory, this group is $\mathrm{SU}(3)$ and thus the indices $\alpha$ run from 1 to 8 . In the Eq. (2.93), the squark field $A$ is a particle with 0 spin and it is the superpartner of quark $\psi$.

Below, we represent the transformation of every component field that relates each particle with its superpartner and preserves the SQCD action unchanged:

$$
\begin{align*}
\delta_{\xi} A_{+} & =\sqrt{2} \xi \psi_{+}, \\
\delta_{\xi} A_{-} & =\sqrt{2} \psi_{-} \xi \\
\delta_{\xi} \psi_{+a} & =i \sqrt{2} \sigma_{a}^{\mu} \bar{\xi}^{\dot{b}} \mathcal{D}_{\mu} A_{+}+\sqrt{2} \xi_{a} F_{+}, \\
\delta_{\xi} \psi_{-}^{a} & =-i \sqrt{2} \bar{\xi}_{b} \bar{\sigma}^{\dot{b} a} \mathcal{D}_{\mu} A_{-}+\sqrt{2} F_{-} \xi^{a}, \\
\delta_{\xi} F_{+} & =i \sqrt{2} \bar{\xi} \bar{\sigma}^{\mu} \mathcal{D}_{\mu} \psi_{+}+2 i g T^{\alpha} A_{+} \bar{\xi} \bar{\lambda}^{\alpha}, \\
\delta_{\xi} F_{-} & =-i \sqrt{2} \mathcal{D}_{\mu} \psi_{-} \sigma^{\mu} \bar{\xi}-2 i g A_{-} T^{\alpha} \bar{\xi} \bar{\lambda}^{\alpha}, \\
\delta_{\xi} u_{\mu}^{\alpha} & =-i \bar{\lambda}^{\alpha} \bar{\sigma}^{\mu} \xi+i \bar{\xi} \bar{\sigma}^{\mu} \lambda^{\alpha}, \\
\delta_{\xi} \lambda^{\alpha} & =\sigma^{\mu \nu} \xi u_{\mu \nu}^{\alpha}+i \xi D^{\alpha}, \\
\delta_{\xi} D^{\alpha} & =-\xi \sigma^{\mu} \mathcal{D}_{\mu} \bar{\lambda}^{\alpha}-\mathcal{D}_{\mu} \lambda^{\alpha} \sigma^{\mu} \bar{\xi}, \tag{2.95}
\end{align*}
$$

where $\xi$ and $\bar{\xi}$ are Majorana spinor parameters. It is worth mentioning that these transformations are not linear as we are in the Wess-Zumino gauge. In order to make them linear, we have to reintroduce those field components which are absent in the WZ gauge.

Eq. (2.93) can be represented in 4 dimensions using Dirac notation and in the Weyl basis as shown below:

$$
\begin{align*}
\mathcal{L}_{\mathrm{SQCD}} & =-\frac{1}{4} u_{\mu \nu}^{\alpha} u^{\mu \nu \alpha}+\frac{1}{2} D^{\alpha} D^{\alpha}+\frac{i}{2} \bar{\lambda}_{M}^{\alpha} \gamma^{\mu} \mathcal{D}_{\mu} \lambda_{M}^{\alpha} \\
& -\mathcal{D}_{\mu} A_{+}^{\dagger} \mathcal{D}^{\mu} A_{+}-\mathcal{D}_{\mu} A_{-} \mathcal{D}^{\mu} A_{-}^{\dagger}+i \bar{\psi}_{D} \gamma^{\mu} \mathcal{D}_{\mu} \psi_{D}+F_{+}^{\dagger} F_{+}+F_{-} F_{-}^{\dagger} \\
& -i \sqrt{2} g\left(A_{+}^{\dagger} \bar{\lambda}_{M}^{\alpha} T^{\alpha} P_{+} \psi_{D}-\bar{\psi}_{D} P_{-} \lambda_{M}^{\alpha} T^{\alpha} A_{+}+A_{-} \bar{\lambda}_{M}^{\alpha} T^{\alpha} P_{-} \psi_{D}-\bar{\psi}_{D} P_{+} \lambda_{M}^{\alpha} T^{\alpha} A_{-}^{\dagger}\right) \\
& +g\left(A_{+}^{\dagger} D^{\alpha} T^{\alpha} A_{+}-A_{-} D^{\alpha} T^{\alpha} A_{-}^{\dagger}\right) \\
& +m\left(A_{-} F_{+}+F_{-} A_{+}+\bar{\psi}_{D} \psi_{D}+A_{+}^{\dagger} F_{-}^{\dagger}+F_{+}^{\dagger} A_{-}^{\dagger}\right), \tag{2.96}
\end{align*}
$$

where $P_{ \pm}=\frac{1 \pm \gamma_{5}}{2}, \gamma_{5}=i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}, \lambda_{M}=\binom{\lambda_{a}}{\bar{\lambda}^{\dot{a}}}$ and $\psi_{D}^{T}=\binom{\psi_{+a}}{\overline{\psi_{-}^{\dot{a}}}}$.
We can remove the auxiliary fields by either using their equations of motion (in the classical case) or by performing functional integration over them (in the quantum case). In either scenario, the action of SQCD in Minkowski space assumes the following form:

$$
\begin{align*}
\mathcal{S}_{\mathrm{SQCD}} & =\int d^{4} x\left[-\frac{1}{4} u_{\mu \nu}^{\alpha} u^{\mu \nu \alpha}+\frac{i}{2} \bar{\lambda}_{M}^{\alpha} \gamma^{\mu} \mathcal{D}_{\mu} \lambda_{M}^{\alpha}\right. \\
& -\mathcal{D}_{\mu} A_{+}^{\dagger} \mathcal{D}^{\mu} A_{+}-\mathcal{D}_{\mu} A_{-} \mathcal{D}^{\mu} A_{-}^{\dagger}+i \bar{\psi}_{D} \gamma^{\mu} \mathcal{D}_{\mu} \psi_{D} \\
& -i \sqrt{2} g\left(A_{+}^{\dagger} \bar{\lambda}_{M}^{\alpha} T^{\alpha} P_{+} \psi_{D}-\bar{\psi}_{D} P_{-} \lambda_{M}^{\alpha} T^{\alpha} A_{+}+A_{-} \bar{\lambda}_{M}^{\alpha} T^{\alpha} P_{-} \psi_{D}-\bar{\psi}_{D} P_{+} \lambda_{M}^{\alpha} T^{\alpha} A_{-}^{\dagger}\right) \\
& \left.-\frac{1}{2} g^{2}\left(A_{+}^{\dagger} T^{\alpha} A_{+}-A_{-} T^{\alpha} A_{-}^{\dagger}\right)^{2}+m\left(\bar{\psi}_{D} \psi_{D}-m A_{+}^{\dagger} A_{+}-m A_{-} A_{-}^{\dagger}\right)\right] . \tag{2.97}
\end{align*}
$$

The above action remains invariant under the following supersymmetric transformations:

$$
\begin{align*}
\delta_{\xi} A_{+} & =-\sqrt{2} \bar{\xi}_{M} P_{+} \psi_{D}, \\
\delta_{\xi} A_{-} & =-\sqrt{2} \bar{\psi}_{D} P_{+} \xi_{M}, \\
\delta_{\xi}\left(P_{+} \psi_{D}\right) & =i \sqrt{2}\left(\mathcal{D}_{\mu} A_{+}\right) P_{+} \gamma^{\mu} \xi_{M}-\sqrt{2} m P_{+} \xi_{M} A_{-}^{\dagger}, \\
\delta_{\xi}\left(P_{-} \psi_{D}\right) & =i \sqrt{2}\left(\mathcal{D}_{\mu} A_{-}\right)^{\dagger} P_{-} \gamma^{\mu} \xi_{M}-\sqrt{2} m A_{+} P_{-} \xi_{M}, \\
\delta_{\xi} u_{\mu}^{\alpha} & =-i \bar{\xi}_{M} \gamma^{\mu} \lambda_{M}^{\alpha}, \\
\delta_{\xi} \lambda_{M}^{\alpha} & =\frac{1}{4} u_{\mu \nu}^{\alpha}\left[\gamma^{\mu}, \gamma^{\nu}\right] \xi_{M}-2 i g \gamma^{5} \xi_{M}\left(A_{+}^{\dagger} T^{\alpha} A_{+}-A_{-} T^{\alpha} A_{-}^{\dagger}\right) . \tag{2.98}
\end{align*}
$$

The parts of the continuum and lattice SQCD actions that are associated with the quark and the squark fields (Eqs. (2.97) and (3.2), respectively) involve a summation over flavor indices; these flavor indices are implicit within our expressions. A double summation over flavors is also implicit in the 4 -squark term of the action (last line of Eqs. (2.97) and (3.2)). Note that matter fields are in the fundamental representation of the gauge group, as in ordinary QCD; also, in the interest of studying the simplest manifestly renormalizable supersymmetric extension of QCD, we have not included any additional superpotential terms in the SQCD Lagrangian.

Following a Wick rotation, the derived expression for the Euclidean action in Dirac notation, denoted as $\mathcal{S}_{\mathrm{SQCD}}^{E}$, is as follows:

$$
\begin{align*}
\mathcal{S}_{\mathrm{SQCD}}^{E} & =\int d^{4} x\left[\frac{1}{4} u_{\mu \nu}^{\alpha} u_{\mu \nu}^{\alpha}+\frac{1}{2} \bar{\lambda}_{M}^{\alpha} \gamma_{\mu}^{E} \mathcal{D}_{\mu} \lambda_{M}^{\alpha}\right. \\
& +\mathcal{D}_{\mu} A_{+}^{\dagger} \mathcal{D}_{\mu} A_{+}+\mathcal{D}_{\mu} A_{-} \mathcal{D}_{\mu} A_{-}^{\dagger}+\bar{\psi}_{D} \gamma_{\mu}^{E} \mathcal{D}_{\mu} \psi_{D} \\
& +i \sqrt{2} g\left(A_{+}^{\dagger} \bar{\lambda}_{M}^{\alpha} T^{\alpha} P_{+}^{E} \psi_{D}-\bar{\psi}_{D} P_{-}^{E} \lambda_{M}^{\alpha} T^{\alpha} A_{+}+A_{-} \bar{\lambda}_{M}^{\alpha} T^{\alpha} P_{-}^{E} \psi_{D}-\bar{\psi}_{D} P_{+}^{E} \lambda_{M}^{\alpha} T^{\alpha} A_{-}^{\dagger}\right) \\
& \left.+\frac{1}{2} g^{2}\left(A_{+}^{\dagger} T^{\alpha} A_{+}-A_{-} T^{\alpha} A_{-}^{\dagger}\right)^{2}-m\left(\bar{\psi}_{D} \psi_{D}-m A_{+}^{\dagger} A_{+}-m A_{-} A_{-}^{\dagger}\right)\right], \tag{2.99}
\end{align*}
$$

where $P_{ \pm}^{E}=\frac{1 \pm \gamma_{5}^{E}}{2}, \gamma_{5}^{E}=\gamma_{1}^{E} \gamma_{2}^{E} \gamma_{3}^{E} \gamma_{4}^{E}$. Euclidean $\gamma$ matrices are defined as: $\gamma_{4}^{E}=\gamma^{0}$, $\gamma_{i}^{E}=-i \gamma_{i}$ and they satisfy: $\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=2 \delta_{\mu \nu}$.

As in the case with the quantization of ordinary gauge theories, additional infinities will appear upon functionally integrating over gauge orbits. The standard remedy is to introduce a gauge-fixing term in the Lagrangian, along with a compensating FaddeevPopov ghost term. The resulting Lagrangian, though no longer gauge invariant, is still invariant under BRST transformations [49]. This procedure of gauge fixing guarantees that Green's functions of gauge invariant objects will be gauge independent to all orders in perturbation theory.

The supersymmetric generalization of covariant gauge fixing term is shown below [50]:

$$
\begin{align*}
S_{G F}^{S U S Y}= & -\left.\frac{1}{8 \alpha} \int d^{4} x\left(\overline{\mathcal{D}}^{2} V\right)\left(\mathcal{D}^{2} V\right)\right|_{\theta \theta \theta \bar{\theta} \bar{\theta}}  \tag{2.100}\\
= & -\frac{1}{8 \alpha k} \int d^{4} x \operatorname{Tr}\left(4 M \square M+4 N \square N+4(D+\square C)^{2}+4\left(\partial_{\mu} u^{\mu}\right)^{2}\right. \\
& \left.-8 \lambda \square \chi-8 \bar{\lambda} \square \bar{\chi}-8 i \bar{\lambda} \bar{\sigma}^{\mu} \partial_{\mu} \lambda-8 i \bar{\chi} \bar{\sigma}^{\mu} \partial_{\mu} \square \chi\right) .
\end{align*}
$$

We note that this gauge fixing term does not break supersymmetry due to the fact that it is a $\theta \theta \bar{\theta} \bar{\theta}$ term. Therefore, if we use a regulator which strives to preserve exact supersymmetry at all intermediate steps of the calculation of renormalized Green's functions, it is a reasonable choice. However, having in mind that the renormalized theory does not depend on the choice of the gauge fixing term, and that many regularizations, especially the lattice regularization, violate supersymmetry at intermediate steps, we choose the standard covariant gauge fixing term, proportional to $\left(\partial_{\mu} u^{\mu}\right)^{2}$, which breaks supersymmetry as well. Actually, this simpler choice is most often used also in continuum perturbative calculations of supersymmetric models. We present this simpler gauge fixing term and the ghost contribution arising from the

Faddeev-Popov gauge fixing procedure:

$$
\begin{equation*}
\mathcal{S}_{G F}^{E}=\frac{1}{\alpha} \int d^{4} x \operatorname{Tr}\left(\partial^{\mu} u_{\mu}\right)^{2}, \tag{2.101}
\end{equation*}
$$

where $\alpha$ is the gauge parameter ( $\alpha=1(0)$ corresponds to Feynman (Landau) gauge), and

$$
\begin{equation*}
\mathcal{S}_{\text {Ghost }}^{E}=-2 \int d^{4} x \operatorname{Tr}\left(\bar{c} \partial^{\mu} D_{\mu} c\right), \quad \mathcal{D}_{\mu} c=\partial_{\mu} c-i g\left[u_{\mu}, c\right], \tag{2.102}
\end{equation*}
$$

where the ghost field, $c$, is a Grassmann scalar which transforms in the adjoint representation of the gauge group. We note that the term $S_{G F}^{E}$ is quadratic in terms of $u_{\mu}$, thereby contributing to the tree-level gluon propagator. In addition, $S_{G h o s t}^{E}$ involves an interaction between gluon and ghost fields.

The corresponding continuum action has the form:

$$
\begin{equation*}
\mathcal{S}_{\text {total }}^{E}=\mathcal{S}_{\mathrm{SQCD}}^{E}+\mathcal{S}_{G F}^{E}+\mathcal{S}_{G h o s t}^{E} . \tag{2.103}
\end{equation*}
$$

Figure 2.1 illustrates all vertices of the action of SQCD of the Eq. (2.103) [48]. Four of these vertices exist also in the non-supersymmetric case $(1,5,10,16)$. The algebraic expression for each vertex, $V_{i}(i=1, \ldots, 16)$, has the following form:

$$
\begin{align*}
V_{1}\left(k_{1}, k_{2}, k_{3}\right) & =i g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right) \gamma_{\mu_{1}} T_{a_{2} a_{3}}^{\alpha_{1}}  \tag{2.104}\\
V_{2}\left(k_{1}, k_{2}, k_{3}\right) & =g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right)\left(k_{2 \mu_{1}}+k_{3 \mu_{1}}\right) T_{a_{2} a_{3}}^{\alpha_{1}}  \tag{2.105}\\
V_{3}\left(k_{1}, k_{2}, k_{3}\right) & =-g(2 \pi)^{4} \delta\left(k_{1}+k_{2}-k_{3}\right)\left(k_{2 \mu_{1}}+k_{3 \mu_{1}}\right) T_{a_{3} a_{2}}^{\alpha_{1}}  \tag{2.106}\\
V_{4}\left(k_{1}, k_{2}, k_{3}\right) & =\frac{1}{2} g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right) \gamma_{\mu_{1}} f^{\alpha_{1} \alpha_{2} \alpha_{3}}  \tag{2.107}\\
V_{5}\left(k_{1}, k_{2}, k_{3}\right) & =-i g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right) k_{2 \mu} f^{\alpha_{1} \alpha_{2} \alpha_{3}}  \tag{2.108}\\
V_{6}\left(k_{1}, k_{2}, k_{3}\right) & =-i \sqrt{2} g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right) \frac{1-\gamma_{5}}{2} T_{a_{2} a_{3}}^{\alpha_{1}}  \tag{2.109}\\
V_{7}\left(k_{1}, k_{2}, k_{3}\right) & =-i \sqrt{2} g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right) \frac{1+\gamma_{5}}{2} T_{a_{2} a_{3}}^{\alpha_{1}}  \tag{2.110}\\
V_{8}\left(k_{1}, k_{2}, k_{3}\right) & =i \sqrt{2} g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right) \frac{1+\gamma_{5}}{2} T_{a_{3} a_{2}}^{\alpha_{1}}  \tag{2.111}\\
V_{9}\left(k_{1}, k_{2}, k_{3}\right) & =i \sqrt{2} g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right) \frac{1-\gamma_{5}}{2} T_{a_{3} a_{2}}^{\alpha_{1}}  \tag{2.112}\\
V_{10}\left(k_{1}, k_{2}, k_{3}\right) & =-\frac{i}{2} g(2 \pi)^{4} \delta\left(k_{1}+k_{2}+k_{3}\right) f^{\alpha_{1} \alpha_{2} \alpha_{3}} \delta_{\mu_{1} \mu_{2}}\left(k_{2 \mu_{3}}-k_{1 \mu_{3}}\right)  \tag{2.113}\\
V_{11}\left(k_{1}, k_{2}, k_{3}, k_{4}\right) & =\frac{1}{2} g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}-k_{3}-k_{4}\right) T_{a_{1} a_{3}}^{\alpha} T_{a_{2} a_{4}}^{\alpha} \tag{2.114}
\end{align*}
$$

$$
\begin{align*}
& V_{12}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=\frac{1}{2} g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}-k_{3}-k_{4}\right) T_{a_{3} a_{1}}^{\alpha} T_{a_{4} a_{2}}^{\alpha}  \tag{2.115}\\
& V_{13}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=-g^{2}(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}-k_{4}\right) T_{a_{1} a_{2}}^{\alpha} T_{a_{4} a_{3}}^{\alpha}  \tag{2.116}\\
& V_{14}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}-k_{3}+k_{4}\right)\left(T^{\alpha_{1}} T^{\alpha_{2}}\right)_{a_{3} a_{4}} \delta_{\mu_{1} \mu_{2}}  \tag{2.117}\\
& V_{15}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}+k_{3}-k_{4}\right)\left(T^{\alpha_{1}} T^{\alpha_{2}}\right)_{a_{4} a_{3}} \delta_{\mu_{1} \mu_{2}}  \tag{2.118}\\
& V_{16}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=\frac{1}{4} g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}+k_{3}+k_{4}\right) f^{\alpha_{1} \alpha_{2} \alpha} f^{\alpha \alpha_{3} \alpha_{4}} \delta_{\mu_{1} \mu_{3}} \delta_{\mu_{2} \mu_{4}} \tag{2.119}
\end{align*}
$$

where $k_{j}$ denote momenta; $\alpha_{j}\left(a_{j}\right)$ are color indices in the adjoint(fundamental) representation; $\mu_{j}$ are Lorentz indices. A factor of $\int d^{4} k /(2 \pi)^{4} \tilde{X}(k)$ is understood for each field $X$ appearing in the vertex; saturation of the vertices' indices (Dirac, color, Lorentz) with those of the corresponding external fields is also implied. All these vertices are intended to be symmetrized over identical fields before contraction among the fields and creation of Feynman diagrams.





Figure 2.1: Vertices of the supersymmetric QCD action $\mathcal{S}_{\text {total }}^{E}$. A wavy (solid) line represents gluons (quarks). A dotted (dashed) line corresponds to squarks (gluinos). The "double dashed" line represents the ghost field. Squark lines are further marked with a $+(-)$ sign, to denote an $A_{+}\left(A_{-}\right)$field. An arrow entering (exiting) a vertex denotes a $\lambda, \psi, A_{+}, A_{-}^{\dagger}\left(\bar{\lambda}, \bar{\psi}, A_{+}^{\dagger}, A_{-}\right)$field.

## Chapter 3

## Supersymmetry on the Lattice

### 3.1 Motivation and Challenges

Unbroken SUSY dictates equal fermionic and bosonic degrees of freedom within supermultiplets. However, SUSY particles have remained elusive [51], necessitating the nonperturbative study of the SUSY breaking mechanism [43, 52]. Supersymmetric models of strongly coupled theories are a very promising models for new physics Beyond the SM and lattice investigations of supersymmetric extensions of QCD are becoming within reach. However, there are several well-known obstacles arising from the breaking of SUSY in a regularized theory on the lattice [13], including the necessity for fine tuning of the theory's bare Lagrangian [14-16].

The only way to obtain nonperturbative information for strong interacting systems is the study of QCD on the lattice. In recent years nonperturbative information for supersymmetric theories through lattice simulations is also extracted and there are many motivations for this. We can obtain nonperturbative information by supersymmetric lattice field theories that cannot be obtained by other means. From Beyond Standard Model physics side, if we want to understand mechanisms for supersymmetry breaking and why supersymmetry is not observed in low energy scales, we should study supersymmetry on the lattice. Due to asymptotic freedom, we have confinement in low energy scales so the gauge coupling of the supersymmetric action is high and hence we cannot perform a perturbative study in these energy regimes.

In addition, it is possible for a theory, which is well-defined in the perturbation theory, to arise a nonperturbative anomaly. Specifically, there is a nonperturbative, supersymmetric anomaly which can be studied only on the lattice as it is referred to [53]. Furthermore, Monte Carlo simulations on the lattice can be used as a tool to study actions which consist nonholomorphic quantities that are related to supersymmetry-breaking soft-terms that determine spectra and couplings in supersymmetric extensions to the Standard Model [14]. Another motivation for studying supersymmetry on the lattice is for better understand of dynamical supersymmetry breaking. A good formalism of the supersymmetric Yang-Mills theory (SYM) on the lattice would help us to understand the strong interactions which split the superpartners from the observed Standard Model spectrum. Moreover, for specific supersymmetric theories there are many quantities that are known precisely and thus, when they are calculated again on the lattice, the lattice analytic methods and simulations can be improved. For example, we can study the chiral symmetry breaking for $\mathcal{N}=2$ SYM [54].

An additional significant incentive for delving into nonperturbative explorations of supersymmetric theories stems from theoretical conjectures concerning confinement mechanisms and their connections to Gauge/Gravity duality; in particular, to string/M-theory. These have their foundations in the enhanced symmetries of supersymmetric gauge theories and it would be interesting to extend and relate them to QCD or Yang-Mills theory. This requires more general insights into the nonperturbative regime of supersymmetric theories. Numerical lattice simulations would be an ideal nonperturbative first-principles tool to investigate gauge theories with SUSY. However, it is unavoidable to break SUSY in any non-trivial theory on the lattice. In general, fine tuning is required to restore supersymmetry in the continuum limit (see, e.g., Ref. [55]), which can be guided by signals provided by the SUSY Ward identities [56, 57]. The analysis of SUSY Ward identities requires the renormalization of the supercurrent [58], which can mix due to broken supersymmetry with other operators of the same or lower dimension. Even though lattice breaks $\mathcal{N}=1$ supersymmetry explicitly [12], it is the best method at present to obtain quantitative results. There are also other theories with extended supersymmetry [59-61], which preserve some supercharges on the lattice; however in this work we focus on $\mathcal{N}=1$ supersymmetric QCD (SQCD) which is more realistic in the sense that it is directly related to extensions of the SM.

As we referred, many notorious problems arise when formulating supersymmetric models on the lattice. Unfortunately, the lattice discretization of spacetime breaks supersymmetry for three main reasons [15]. At first, as we can observe from Eq. (2.2), the supersymmetric algebra closes on the generator of infinitesimal spacetime translations by the following anti-commutation relation:

$$
\begin{equation*}
\left\{Q_{a}, \bar{Q}_{\dot{b}}\right\}=2 \sigma_{a \dot{b}}^{m} P_{m} \tag{3.1}
\end{equation*}
$$

where $Q_{a}$ and $\bar{Q}_{\dot{b}}$ are the spinorial generators of supersymmetry transformations. However, on the lattice there only discrete translations; there is an absent of infinitesimal translations and thus, supersymmetry breaks.

The second main reason of the supersymmetry breaking on the lattice is the fact that bosonic and fermionic fields are discretized on the lattice in different way. Specifically, in the standard discretization gauginos, which are fermionic fields, are defined on the lattice sites whilst gauge fields, which are bosonic fields, are defined on the links of the lattice. A naïve lattice formulation would produce too many fermions on the lattice and a lattice formulation without fermion doubling and with continuous chiral symmetry have been shown not to exist. Therefore, supersymmetry and chiral symmetry breaking is inevitable.

Finally, knowing that a derivative operator that obeys Leibniz rule is required for supersymmetry, we conclude that supersymmetry breaks on the lattice [11]. The reason for this is the fact that the derivative operators in discrete spacetime are finite-difference operators which do not obey Leibniz rule. Only non-local derivative and product operators can obey Leibniz rule on the lattice and many recent researches make an effort to construct formulations that balance locality and supersymmetry [62-64].

Using the lattice as a regulator requires not only breaking of supersymmetry but also breaking of symmetries, including Lorentz/rotational symmetry and chiral symmetry. However, our requirement is that all of these symmetries should only be recovered at the continuum limit [12]. In the absence of anomalies, in order to achieve this, we introduce the appropriate counterterms to the regularised Lagrangian so as to fine-tune the bare parameters since these parameters receive divergent non-supersymmetric corrections in the continuum limit. Nevertheless, some fine-tuning problems arise in theories with scalar fields regarding the scalars' mass terms. These problems are similar to that of the Higgs boson in the Standard Model. Fermion masses, Yukawa and quartic couplings
have to be fine-tuned as well and thus, they imply a high-dimensional parameter space which makes numerical lattice calculations difficult. In addition, the aforementioned counterterms can diverge with inverse powers of the lattice spacing.

However, there are some ways to reduce the amount of the parameters that need fine-tuning and thus, supersymmetry on the lattice can be analyzed numerically much easier. The first one is to consider lower-dimensional systems of supersymmetric theories. In other words, we should study theories with fewer than four spacetime dimensions by reviewing dimensional reduction. Now, in many cases, not only does the system have smaller number of degrees of freedom but supersymmetry can be also restored in the continuum limit only by a one-loop calculation.

Another way to make the numerical analysis easier is to consider the special case of minimal $(\mathcal{N}=1)$ SYM where there are no scalar fields. SYM action contains only one gauge field and its superpartner gaugino, which is a massless Majorana fermion in the adjoint representation of the gauge group. Therefore, only one parameter, the gaugino mass, has to be fine-tuned in order to obtain the correct continuum limit. If we use Ginsparg-Wilson (overlap or domain-wall) lattice fermions, we can even avoid this single fine-tuning [65]. Nevertheless, the Ginsparg-Wilson lattice fermions are not used due to high computational expense and thus, the current researches concentrate on the fine-tuning of the gaugino mass so as to keep computational costs under control. In general, we can exploit some symmetries of the action so as to reduce the number of counterterms significantly. Furthermore, we can study another special case of maximal $(\mathcal{N}=4)$ SYM, for which a closed supersymmetry subalgebra can be preserved on the lattice.

Therefore, we conclude that asymptotically free supersymmetric gauge theories can be studied nonperturbatively on the lattice. Nevertheless, we must evoke both perturbative and nonperturbative methods in order to achieve a reliable renormalization of the theory. Firstly, we should start on very small lattices and perform calculations perturbatively so as to get a good idea where to begin for weak bare couplings. These calculations are important ingredients in extracting nonperturbative information for supersymmetric theories through lattice simulations. Consequently, after the perturbative calculations, we should perform nonperturbative calculations by doing simulations into stronger coupling regimes.

### 3.2 Supersymmetric QCD on the Lattice and its Symmetries

In this section we concentrate on $\mathcal{N}=1$ supersymmetry on the lattice in the WessZumino (WZ) gauge. In this gauge, the SQCD Lagrangian contains the following fields: the gluon together with the gluino and one real auxiliary scalar; in addition, for each quark flavor, a Dirac fermion, two squarks and two complex auxiliary scalars. The squark fields, which are the superpartners of quarks, are complex scalar bosons whilst the gluino field, which is the superpartner of gluon, is a Majorana fermion. Note that, supersymmetry requires that the renormalized masses for quark and squark fields have to be the same.

From this point on, we switch to Euclidean space. In our lattice calculation, we extend Wilson's formulation of the QCD action, to encompass SUSY partner fields as well. In this standard discretization quarks $(\psi)$, squarks $\left(A_{ \pm}\right)$and gluinos $(\lambda)$ live on the lattice sites, and gluons $\left(u_{\mu}\right)$ live on the links of the lattice: $U_{\mu}(x)=e^{i g a T^{\alpha} u_{\mu}^{\alpha}(x+a \hat{\mu} / 2)}$; $\alpha$ is a color index in the adjoint representation of the gauge group. This formulation leaves no SUSY generators intact, and it also breaks chiral symmetry; hence, the need for fine-tuning will arise in numerical simulations of SQCD. For Wilson-type quarks and gluinos, the Euclidean action $\mathcal{S}_{\text {SQCD }}^{L}$ on the lattice becomes:

$$
\begin{align*}
\mathcal{S}_{\mathrm{SQCD}}^{L} & =a^{4} \sum_{x}\left[\frac{N_{c}}{g^{2}} \sum_{\mu, \nu}\left(1-\frac{1}{N_{c}} \operatorname{Tr} U_{\mu \nu}\right)+\sum_{\mu} \operatorname{Tr}\left(\bar{\lambda} \gamma_{\mu} \mathcal{D}_{\mu} \lambda\right)-a \frac{r}{2} \operatorname{Tr}\left(\bar{\lambda} \mathcal{D}^{2} \lambda\right)\right. \\
& +\sum_{\mu}\left(\mathcal{D}_{\mu} A_{+}^{\dagger} \mathcal{D}_{\mu} A_{+}+\mathcal{D}_{\mu} A_{-} \mathcal{D}_{\mu} A_{-}^{\dagger}+\bar{\psi} \gamma_{\mu} \mathcal{D}_{\mu} \psi\right)-a \frac{r}{2} \bar{\psi} \mathcal{D}^{2} \psi \\
& +i \sqrt{2} g\left(A_{+}^{\dagger} \bar{\lambda}^{\alpha} T^{\alpha} P_{+} \psi-\bar{\psi} P_{-} \lambda^{\alpha} T^{\alpha} A_{+}+A_{-} \bar{\lambda}^{\alpha} T^{\alpha} P_{-} \psi-\bar{\psi} P_{+} \lambda^{\alpha} T^{\alpha} A_{-}^{\dagger}\right) \\
& \left.+\frac{1}{2} g^{2}\left(A_{+}^{\dagger} T^{\alpha} A_{+}-A_{-} T^{\alpha} A_{-}^{\dagger}\right)^{2}-m\left(\bar{\psi} \psi-m A_{+}^{\dagger} A_{+}-m A_{-} A_{-}^{\dagger}\right)\right] \tag{3.2}
\end{align*}
$$

where: $P_{ \pm}=\left(1 \pm \gamma_{5}\right) / 2, U_{\mu \nu}(x)=U_{\mu}(x) U_{\nu}(x+a \hat{\mu}) U_{\mu}^{\dagger}(x+a \hat{\nu}) U_{\nu}^{\dagger}(x), a$ is the lattice spacing, and a summation over flavors is understood in the last three lines of Eq. (3.2). The 4 -vector $x$ is restricted to the values $x=n a$, with $n$ being an integer 4 -vector. Therefore, the integration of momentum, following a Fourier transformation, is confined to the initial Brillouin zone (BZ) $[-\pi / a, \pi / a]^{4}$, and considering the summation over $x$ ensures momentum conservation at every vertex. The terms proportional to the Wilson parameter, $r$, eliminate the problem of fermion doubling, at the expense of breaking chiral invariance. In the limit $a \rightarrow 0$ the lattice action reproduces the continuum
(Euclidean) one. As we will describe below, the bare coupling for the Yukawa terms (third line of Eq. (3.2)) and the bare coupling for the four-squark interactions (fourth line of Eq. (3.2)) need not coincide with the gauge coupling $g$; this requirement will be imposed on the respective renormalized values.

The definitions of the covariant derivatives are as follows:

$$
\begin{align*}
\mathcal{D}_{\mu} \lambda(x) & \equiv \frac{1}{2 a}\left[U_{\mu}(x) \lambda(x+a \hat{\mu}) U_{\mu}^{\dagger}(x)-U_{\mu}^{\dagger}(x-a \hat{\mu}) \lambda(x-a \hat{\mu}) U_{\mu}(x-a \hat{\mu})\right]  \tag{3.3}\\
\mathcal{D}^{2} \lambda(x) & \equiv \frac{1}{a^{2}} \sum_{\mu}\left[U_{\mu}(x) \lambda(x+a \hat{\mu}) U_{\mu}^{\dagger}(x)-2 \lambda(x)+U_{\mu}^{\dagger}(x-a \hat{\mu}) \lambda(x-a \hat{\mu}) U_{\mu}(x-a \hat{\mu})\right] \\
\mathcal{D}_{\mu} \psi(x) & \equiv \frac{1}{2 a}\left[U_{\mu}(x) \psi(x+a \hat{\mu})-U_{\mu}^{\dagger}(x-a \hat{\mu}) \psi(x-a \hat{\mu})\right]  \tag{3.4}\\
\mathcal{D}^{2} \psi(x) & \equiv \frac{1}{a^{2}} \sum_{\mu}\left[U_{\mu}(x) \psi(x+a \hat{\mu})-2 \psi(x)+U_{\mu}^{\dagger}(x-a \hat{\mu}) \psi(x-a \hat{\mu})\right]  \tag{3.6}\\
\mathcal{D}_{\mu} A_{+}(x) & \equiv \frac{1}{a}\left[U_{\mu}(x) A_{+}(x+a \hat{\mu})-A_{+}(x)\right]  \tag{3.7}\\
\mathcal{D}_{\mu} A_{+}^{\dagger}(x) & \equiv \frac{1}{a}\left[A_{+}^{\dagger}(x+a \hat{\mu}) U_{\mu}^{\dagger}(x)-A_{+}^{\dagger}(x)\right]  \tag{3.8}\\
\mathcal{D}_{\mu} A_{-}(x) & \equiv \frac{1}{a}\left[A_{-}(x+a \hat{\mu}) U_{\mu}^{\dagger}(x)-A_{-}(x)\right]  \tag{3.9}\\
\mathcal{D}_{\mu} A_{-}^{\dagger}(x) & \equiv \frac{1}{a}\left[U_{\mu}(x) A_{-}^{\dagger}(x+a \hat{\mu})-A_{-}^{\dagger}(x)\right] \tag{3.10}
\end{align*}
$$

In Eqs. (3.7)-(3.10) in order to avoid a "doubling" problem for squarks we do not use the symmetric derivative; note, however, that the symmetries of the action are the same for both types of derivatives.

A discrete version of a gauge-fixing term, together with the compensating ghost field term, must be added to the action, in order to avoid divergences from the integration over gauge orbits; these terms are the same as in the non-supersymmetric case. Below, we present this appropriate gauge-fixing term:

$$
\begin{equation*}
S_{G F}^{L}=\frac{1}{2 \alpha} a^{2} \sum_{x} \sum_{\mu} \operatorname{Tr}\left(u_{\mu}(x+a \hat{\mu} / 2)-u_{\mu}(x-a \hat{\mu} / 2)\right)^{2} \tag{3.11}
\end{equation*}
$$

and the compensating ghost field term:

$$
\begin{align*}
S_{\text {Ghost }}^{L}= & 2 a^{2} \sum_{x} \sum_{\mu} \operatorname{Tr}\{(\bar{c}(x+a \hat{\mu})-\bar{c}(x))(c(x+a \hat{\mu})-c(x)  \tag{3.12}\\
& +i g\left[u_{\mu}(x+a \hat{\mu} / 2), c(x)\right]+\frac{1}{2} i g\left[u_{\mu}(x+a \hat{\mu} / 2), c(x+a \hat{\mu})-c(x)\right] \\
& \left.\left.-\frac{1}{12} g^{2}\left[u_{\mu}(x+a \hat{\mu} / 2),\left[u_{\mu}(x+a \hat{\mu} / 2), c(x+a \hat{\mu})-c(x)\right]\right]\right)\right\}+\mathcal{O}\left(g^{3}\right) .
\end{align*}
$$

It is worth mentioning that in simulations there is no need for gauge fixing since functional integration is performed over a finite number of degrees of freedom (d.o.f.), each of which ranges within the compact domain of the group manifold. However, in perturbation theory, where an infinite number of d.o.f. takes values over the noncompact algebra, gauge fixing is necessary in order to avoid divergences from the integration over gauge orbits.

Similarly, a standard "measure" term must be added to the action, in order to account for the Jacobian in the change of integration variables: $U_{\mu} \rightarrow u_{\mu}$ :

$$
\begin{equation*}
S_{M}^{L}=\frac{g^{2} N_{c}}{12} a^{2} \sum_{x} \sum_{\mu} \operatorname{Tr}\left(u_{\mu}(x+a \hat{\mu} / 2)\right)^{2}+\mathcal{O}\left(g^{4}\right) \tag{3.13}
\end{equation*}
$$

Therefore, the total lattice action of SQCD is:

$$
\begin{equation*}
\mathcal{S}_{\text {total }}^{L}=\mathcal{S}_{\mathrm{SQCD}}^{L}+\mathcal{S}_{G F}^{L}+\mathcal{S}_{\text {Ghost }}^{L}+S_{M}^{L} . \tag{3.14}
\end{equation*}
$$

Note that computations on the lattice are much more complicated than continuum computations. One main reason for this is that there are more vertices stemming from the discretized action and thus, they lead to more Feynman diagrams; what is harder, the propagators and vertices, with which one builds the Feynman diagrams, are also more complicated on the lattice than they are in the continuum, which can lead to expressions containing a very large number of terms.

At this point, we present the tree-level propagators on the lattice as they have been calculated in [48]:

$$
\text { Quark Propagator : } \quad \frac{1}{i \dot{q}+\frac{2 r}{a} \sum_{\mu} \sin ^{2}\left(a q_{\mu} / 2\right)-m}
$$

$$
\begin{array}{ll}
\text { Gluon Propagator : } & \frac{1}{\hat{q}^{2}}\left(\delta_{\mu \nu}-(1-\alpha) \frac{\hat{q}_{\mu} \hat{q}_{\nu}}{\hat{q}^{2}}\right) \\
\text { Ghost Propagator : } & \frac{1}{\hat{q}^{2}} \\
\text { Squark Propagator : } & \frac{1}{\hat{q}^{2}+m^{2}} \\
\text { Gluino Propagator : } & \frac{2}{i q+\frac{2 r}{a} \sum_{\mu} \sin ^{2}\left(a q_{\mu} / 2\right)},
\end{array}
$$

where:

$$
\begin{aligned}
\dot{q} & =\frac{1}{a} \sum_{\mu} \gamma_{\mu} \sin \left(a q_{\mu}\right) \\
\hat{q}_{\mu} & =\frac{2}{a} \sin \frac{a q_{\mu}}{2}, \quad \hat{q}^{2}=\sum_{\mu} \hat{q}_{\mu}^{2}
\end{aligned}
$$

Below, we also illustrate the algebraic expressions of the vertices of the lattice action of SQCD of the Eq. (3.14) in momentum space [48]. The additional vertices on the lattice are presented in Fig. 3.1. In these expressions we have rescaled all momenta $k_{i}$ to the range $[-\pi, \pi]$ and omitted overall powers of $a$.

$$
\begin{align*}
& V_{1}\left(k_{1}, k_{2}, k_{3}\right)=i g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right) T_{a_{2} a_{3}}^{\alpha_{1}}\left(\gamma_{\mu_{1}} \cos \left(\frac{\left(k_{2}+k_{3}\right)_{\mu_{1}}}{2}\right)-i r \sin \left(\frac{\left(k_{2}+k_{3}\right)_{\mu_{1}}}{2}\right)\right)(3.15 \\
& V_{2}\left(k_{1}, k_{2}, k_{3}\right)=2 g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right) T_{a_{2} a_{3}}^{\alpha_{1}} \sin \left(\frac{\left(k_{2}+k_{3}\right)_{\mu_{1}}}{2}\right)  \tag{3.16}\\
& V_{3}\left(k_{1}, k_{2}, k_{3}\right)=-2 g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right) T_{a_{3} a_{2}}^{\alpha_{1}} \sin \left(\frac{\left(k_{2}+k_{3}\right)_{\mu_{1}}}{2}\right)  \tag{3.17}\\
& V_{4}\left(k_{1}, k_{2}, k_{3}\right)=\frac{1}{2} g(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}\right) f^{\alpha_{1} \alpha_{2} \alpha_{3}}\left(\gamma_{\mu_{1}} \cos \left(\frac{\left(k_{2}+k_{3}\right)_{\mu_{1}}}{2}\right)-i r \sin \left(\frac{\left(k_{2}+k_{3}\right)_{\mu_{1}}}{2}\right)\right) \tag{3.18}
\end{align*}
$$

$$
\begin{align*}
& V_{9}\left(k_{1}, k_{2}, k_{3}\right)=i \sqrt{2} g(2 \pi)^{4} \delta\left(-k_{1}+k_{2}+k_{3}\right) \frac{1-\gamma_{5}}{2} T_{a_{3} a_{2}}^{\alpha_{1}}  \tag{3.23}\\
& V_{10}\left(k_{1}, k_{2}, k_{3}\right)=i g(2 \pi)^{4} \delta\left(k_{1}+k_{2}+k_{3}\right) \delta_{\mu_{1} \mu_{2}} f^{\alpha_{1} \alpha_{2} \alpha_{3}} \cos \left(\frac{k_{3 \mu_{1}}}{2}\right) \sin \left(\frac{\left(k_{1}-k_{2}\right)_{\mu_{3}}}{2}\right)  \tag{3.24}\\
& V_{11}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=\frac{1}{2} g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}-k_{3}-k_{4}\right) T_{a_{1} a_{3}}^{\alpha} T_{a_{2} a_{4}}^{\alpha}  \tag{3.25}\\
& V_{12}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=\frac{1}{2} g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}-k_{3}-k_{4}\right) T_{a_{3} a_{1}}^{\alpha} T_{a_{4} a_{2}}^{\alpha}  \tag{3.26}\\
& V_{13}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=-g^{2}(2 \pi)^{4} \delta\left(k_{1}-k_{2}+k_{3}-k_{4}\right) T_{a_{1} a_{2}}^{\alpha} T_{a_{4} a_{3}}^{\alpha}  \tag{3.27}\\
& V_{14}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}-k_{3}+k_{4}\right) \delta_{\mu_{1} \mu_{2}}\left(T^{\alpha_{1}} T^{\alpha_{2}}\right)_{a_{3} a_{4}} \cos \left(\frac{\left(k_{3}+k_{4}\right)_{\mu_{1}}}{2}\right)  \tag{3.28}\\
& V_{15}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}-k_{3}+k_{4}\right) \delta_{\mu_{1} \mu_{2}}\left(T^{\alpha_{1}} T^{\alpha_{2}}\right)_{a_{4} a_{3}} \cos \left(\frac{\left(k_{3}+k_{4}\right)_{\mu_{1}}}{2}\right)  \tag{3.29}\\
& V_{16}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=-g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}+k_{3}+k_{4}\right) \operatorname{Tr}\left(T^{\alpha_{1}} T^{\alpha_{2}} T^{\alpha_{3}} T^{\alpha_{4}}\right) \times \\
& {\left[\delta_{\mu_{1} \mu_{2} \mu_{3} \mu_{4}}\left(\frac{2}{3}-\frac{2}{3} \sum_{\rho} \cos \left(k_{1 \rho}\right)+\frac{1}{2} \sum_{\rho} \cos \left(k_{1}+k_{2}\right)_{\rho}\right)\right.} \\
& +\delta_{\mu_{1} \mu_{2} \mu_{3}}\left(-\frac{4}{3} \sin \left(\frac{k_{4 \mu_{1}}}{2}\right) \sin \left(\frac{k_{4 \mu_{4}}}{2}\right)+2 \sin \left(\frac{k_{4 \mu_{1}}}{2}\right) \sin \left(\frac{\left(2 k_{1}+k_{4}\right)_{\mu_{4}}}{2}\right)+2 \sin \left(\frac{k_{4 \mu_{1}}}{2}\right) \sin \left(\frac{\left(2 k_{3}+k_{4}\right)_{\mu_{4}}}{2}\right)\right) \\
& +\delta_{\mu_{1} \mu_{2}} \delta_{\mu_{3} \mu_{4}}\left(\cos \left(\frac{\left(k_{3}+k_{4}\right)_{\mu_{1}}}{2}\right) \cos \left(\frac{\left(k_{3}+k_{4}\right)_{\mu_{3}}}{2}\right)-2 \cos \left(\frac{\left(k_{3}-k_{4}\right)_{\mu_{1}}}{2}\right) \cos \left(\frac{\left(k_{3}+k_{4}\right)_{\mu_{3}}}{2}\right)\right) \\
& \left.+\delta_{\mu_{1} \mu_{3}} \delta_{\mu_{2} \mu_{4}}\left(\cos \left(\frac{\left(k_{1}-k_{3}\right)_{\mu_{2}}}{2}\right) \cos \left(\frac{\left(k_{2}-k_{4}\right)_{\mu_{1}}}{2}\right)\right)\right]  \tag{3.30}\\
& V_{17}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=\frac{1}{2} g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}-k_{3}+k_{4}\right) \delta_{\mu_{1} \mu_{2}}\left(T^{\alpha_{1}} T^{\alpha_{2}}\right)_{a_{3} a_{4}} \times \\
& \left(-i \gamma_{\mu_{1}} \sin \left(\frac{\left(k_{3}+k_{4}\right)_{\mu_{1}}}{2}\right)+r \cos \left(\frac{\left(k_{3}+k_{4}\right)_{\mu_{1}}}{2}\right)\right)  \tag{3.31}\\
& V_{18}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=\frac{1}{4} g^{2}(2 \pi)^{4} \delta\left(k_{1}+k_{2}-k_{3}+k_{4}\right) \delta_{\mu_{1} \mu_{2}} f^{\alpha_{1} \alpha_{3} \alpha} f^{\alpha_{2} \alpha_{4} \alpha} \times \\
& \left(-i \gamma_{\mu_{1}} \sin \left(\frac{\left(k_{3}+k_{4}\right) \mu_{\mu_{1}}}{2}\right)+r \cos \left(\frac{\left(k_{3}+k_{4}\right)_{\mu_{1}}}{2}\right)\right)  \tag{3.32}\\
& V_{19}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=-\frac{1}{3} g^{2} \delta_{\mu_{1} \mu_{2}}(2 \pi)^{4} \delta\left(k_{1}+k_{2}-k_{3}+k_{4}\right) f^{\alpha_{1} \alpha_{3} \alpha} f^{\alpha_{2} \alpha_{4} \alpha} \sin \left(\frac{k_{3 \mu_{1}}}{2}\right) \sin \left(\frac{k_{4 \mu_{1}}}{2}\right)  \tag{3.33}\\
& V_{20}\left(k_{1}, k_{2}\right)=\frac{1}{12} N_{c} g^{2} \delta_{\mu_{1} \mu_{2}}(2 \pi)^{4} \delta\left(k_{1}+k_{2}\right) \operatorname{Tr}\left(T^{\alpha_{1}} T^{\alpha_{2}}\right) . \tag{3.34}
\end{align*}
$$

The Eq. (3.14) represents the most general lattice action for SQCD consistent with the symmetries that the lattice preserve. The gauge group of the action depends on the number of color of the theory, $N_{c}$, and hence the gauge group is $S U\left(N_{c}\right)$. The action also depends on the number of flavors, $N_{f}$. We could write down an action with non zero gluino mass for numerical stability and then extrapolate to chiral limit $m_{\lambda} \rightarrow 0$. Obviously, this chiral limit coincides with the supersymmetric limit.

As in the continuum, the matter fields, which are the quark and squark fields, are in the fundamental representation of the gauge group whereas the gauge fields, which are the gluon and gluino fields, are in adjoint representation of the gauge group. Although
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Figure 3.1: Additional vertices of SQCD on the lattice. We have the same notation as in Fig. 2.1. The solid box of the vertex 20 comes from the measure part of the lattice action.
the action is not gauge invariant due to the gauge-fixing and ghost field terms, it is invariant under the BRS transformations which are presented below [48, 49, 66]:

$$
\begin{align*}
u_{\mu}^{\alpha} & \rightarrow u_{\mu}^{\alpha}+\left(\partial_{\mu} c^{a}+g c_{\alpha \beta \gamma} c^{\beta} A_{\mu}^{\gamma}\right) \xi \\
\lambda & \rightarrow \lambda+g c^{\alpha} \lambda^{\beta} f^{\beta \alpha \gamma} T^{\gamma} \xi \\
c^{\alpha} & \rightarrow c^{\alpha}-\frac{g}{2} f^{\alpha \beta \gamma} c^{\beta} c^{\gamma} \xi \\
\bar{c}^{\alpha} & \rightarrow \bar{c}^{\alpha}+\partial_{\mu} u_{\mu}^{\alpha} \xi \\
\psi & \rightarrow \psi+i g T^{\alpha} c^{\alpha} \psi \xi \\
\bar{\psi} & \rightarrow \bar{\psi}+i g \bar{\psi} T^{\alpha} c^{\alpha} \xi \\
A_{+} & \rightarrow A_{+}-i g c^{\alpha} T^{\alpha} A_{+} \xi \\
A_{+}^{\dagger} & \rightarrow A_{+}^{\dagger}+i g A_{+}^{\dagger} c^{\alpha} T^{\alpha} \xi \\
A_{-} & \rightarrow A_{-}+i g A_{-} c^{\alpha} T^{\alpha} \xi \\
A_{-}^{\dagger} & \rightarrow A_{-}^{\dagger}-i g c^{\alpha} T^{\alpha} A_{-}^{\dagger} \xi \tag{3.35}
\end{align*}
$$

where $\xi$ is an infinitesimal Grassmann variable.

Parity $(\mathcal{P})$ and charge conjugation $(\mathcal{C})$ are symmetries of the continuum theory that are preserved exactly in the lattice formulation. Their definitions are presented below:

$$
\mathcal{P}:\left\{\begin{array}{l}
U_{0}(x) \rightarrow U_{0}\left(x_{\mathcal{P}}\right), \quad U_{k}(x) \rightarrow U_{k}^{\dagger}\left(x_{\mathcal{P}}-a \hat{k}\right), \quad k=1,2,3  \tag{3.36}\\
\psi(x) \rightarrow \gamma_{0} \psi\left(x_{\mathcal{P}}\right) \\
\bar{\psi}(x) \rightarrow \bar{\psi}\left(x_{\mathcal{P}}\right) \gamma_{0} \\
\lambda^{\alpha}(x) \rightarrow \gamma_{0} \lambda^{\alpha}\left(x_{\mathcal{P}}\right) \\
\bar{\lambda}^{\alpha}(x) \rightarrow \bar{\lambda}^{\alpha}\left(x_{\mathcal{P}}\right) \gamma_{0} \\
A_{ \pm}(x) \rightarrow A_{\mp}^{\dagger}\left(x_{\mathcal{P}}\right) \\
A_{ \pm}^{\dagger}(x) \rightarrow A_{\mp}\left(x_{\mathcal{P}}\right)
\end{array}\right.
$$

where $x_{\mathcal{P}}=\left(-\mathbf{x}, x_{0}\right)$.

$$
\mathcal{C}:\left\{\begin{array}{l}
U_{\mu}(x) \rightarrow U_{\mu}^{\star}(x), \quad \mu=0,1,2,3  \tag{3.37}\\
\psi(x) \rightarrow-C \bar{\psi}(x)^{T} \\
\bar{\psi}(x) \rightarrow \psi(x)^{T} C^{\dagger} \\
\lambda(x) \rightarrow C \bar{\lambda}(x)^{T} \\
\bar{\lambda}(x) \rightarrow-\lambda(x)^{T} C^{\dagger} \\
A_{ \pm}(x) \rightarrow A_{\mp}(x) \\
A_{ \pm}^{\dagger}(x) \rightarrow A_{\mp}^{\dagger}(x)
\end{array}\right.
$$

where ${ }^{T}$ means transpose (also in the $S U\left(N_{c}\right)$ generators implicit in the gluino fields). The matrix $C$ satisfies: $\left(C \gamma_{\mu}\right)^{T}=C \gamma_{\mu}, C^{T}=-C$ and $C^{\dagger} C=1$. In four dimensions, in a standard basis for $\gamma$ matrices, in which $\gamma_{0}, \gamma_{2}\left(\gamma_{1}, \gamma_{3}\right)$ are symmetric (antisymmetric), $C=-\mathrm{i} \gamma_{0} \gamma_{2}$.

Further symmetries of the continuum action, at the classical level, are $\mathcal{R}$ and $\chi$. The $U(1)_{R}$ symmetry, $\mathcal{R}$, rotates the quark and gluino fields in opposite direction:

$$
\mathcal{R}:\left\{\begin{align*}
& \psi(x) \rightarrow e^{i \theta \gamma_{5}} \psi(x)  \tag{3.38}\\
& \bar{\psi}(x) \rightarrow \bar{\psi}(x) e^{i \theta \gamma_{5}} \\
& \lambda(x) \rightarrow e^{-i \theta \gamma_{5}} \lambda(x) \\
& \bar{\lambda}(x) \rightarrow \bar{\lambda}(x) e^{-i \theta \gamma_{5}}
\end{align*}\right.
$$

$\mathcal{R}$-symmetry does not commute with the SUSY transformation. The $U(1)_{A}$ symmetry, $\chi$, rotates the squark and the quark fields in the same direction as follows:

$$
\chi:\left\{\begin{array}{l}
\psi(x) \rightarrow e^{i \theta^{\prime} \gamma_{5}} \psi(x)  \tag{3.39}\\
\bar{\psi}(x) \rightarrow \bar{\psi}(x) e^{i \theta^{\prime} \gamma_{5}} \\
A_{ \pm}(x) \rightarrow e^{i \theta^{\prime}} A_{ \pm}(x) \\
A_{ \pm}^{\dagger}(x) \rightarrow e^{-i \theta^{\prime}} A_{ \pm}^{\dagger}(x)
\end{array}\right.
$$

However, the two terms with the Wilson parameter of the lattice action break these two symmetries in order to remedy the fermion doubling problem.

## Chapter 4

## Fine-tuning of the Yukawa and Quartic Couplings in SQCD

### 4.1 Introduction

As we mentioned in the previous chapter, there are several obstacles arising from the breaking of supersymmetry in a regularized theory on the lattice, including the necessity for fine-tuning of the theory's bare Lagrangian. We address these problems via perturbative calculations, to one loop and to the lowest order in the lattice spacing so as to restore supersymmetry in the continuum limit. The quantities, which we calculate in this chapter, are important ingredients in extracting nonperturbative information for supersymmetric theories through lattice simulations. Furthermore, the renormalization factors are necessary ingredients in relating lattice matrix elements to physical amplitudes.

Note that the coupling constants appearing in the lattice action are not all identical. The gauge invariance of the lattice SQCD action dictates that some of the action's interaction terms will share the same coupling constant, $g$ (gauge coupling). This is particularly applicable to the kinematic terms containing covariant derivatives, resulting in gluons coupling with quarks, squarks, gluinos, and other gluons, all governed by the same gauge coupling constant. The Yukawa interactions involving quarks, squarks, and gluinos, as well as the four-squark interactions, have the potential to feature distinct couplings, at the quantum level. Furthermore, new terms may also emerge, necessitating careful fine-tuning on the lattice. By exploiting the
symmetries of the Wilson lattice action, we can predict these potentially novel interaction terms. Moreover, with the actual computation we can understand if they will arise at the quantum level, and more importantly we can determine their renormalizations to certain perturbative order. It is desirable to employ a lattice discretization that preserves as many continuum symmetries as possible, thereby reducing the number of relevant parameters requiring fine-tuning.

In this chapter, we investigate the fine-tuning of parameters in $\mathcal{N}=1$ Supersymmetric QCD, discretized on a Euclidean lattice with the gauge group $S U\left(N_{c}\right)$ and $N_{f}$ flavors in the fundamental representation. Specifically, we study the renormalization of the Yukawa (gluino-squark-quark interactions) and the quartic (four-squark interactions) couplings. To deduce the renormalization factors and the coefficients of the counterterms we compute, perturbatively to one-loop and to the lowest order in the lattice spacing, the relevant three-point and four-point Green's functions using both dimensional and lattice regularizations.

Note that in Refs. [48] and [66], the first lattice perturbative computations in the context of SQCD were presented; apart from the Yukawa and the quartic couplings [67, $68]$, the renormalization of all parameters and fields appearing in Eq. (3.2) have been extracted by using Wilson gluons and fermions. The results in Refs. [48] and [66] will find further use in the present work.

### 4.2 Fine-Tuning of the Yukawa Couplings

### 4.2.1 Computational Setup

In some previous works [69-71], the mixing of certain composite operators upon renormalization was studied. The symmetries of the action play a crucial role to identify the candidate mixing operators. Similarly, in this work, we examine the transformation properties of Yukawa-type operators (gauge-invariant operators of dimension-four, composed of one gluino, one quark, and one squark field) under both parity $\mathcal{P}$ and charge conjugation $\mathcal{C}$, and we have determined which specific linear combinations of them remain unchanged. All potential Yukawa terms and their transformation properties are detailed in Table 4.1. Note that all operators that we consider here are flavor singlets.

| Operators | $\mathcal{C}$ | $\mathcal{P}$ |
| :---: | :---: | :---: |
| $A_{+}^{\dagger} \bar{\lambda} P_{+} \psi$ | $-\bar{\psi} P_{+} \lambda A_{-}^{\dagger}$ | $A_{-} \bar{\lambda} P_{-} \psi$ |
| $\bar{\psi} P_{-} \lambda A_{+}$ | $-A_{-} \bar{\lambda} P_{-} \psi$ | $\bar{\psi} P_{+} \lambda A_{-}^{\dagger}$ |
| $A_{-} \bar{\lambda} P_{-} \psi$ | $-\bar{\psi} P_{-} \lambda A_{+}$ | $A_{+}^{\dagger} \bar{\lambda} P_{+} \psi$ |
| $\bar{\psi} P_{+} \lambda A_{-}^{\dagger}$ | $-A_{+}^{\dagger} \bar{\lambda} P_{+} \psi$ | $\bar{\psi} P_{-} \lambda A_{+}$ |
| $A_{+}^{\dagger} \bar{\lambda} P_{-} \psi$ | $-\bar{\psi} P_{-} \lambda A_{-}^{\dagger}$ | $A_{-} \bar{\lambda} P_{+} \psi$ |
| $\bar{\psi} P_{+} \lambda A_{+}$ | $-A_{-} \bar{\lambda} P_{+} \psi$ | $\bar{\psi} P_{-} \lambda A_{-}^{\dagger}$ |
| $A_{-} \bar{\lambda} P_{+} \psi$ | $-\bar{\psi} P_{+} \lambda A_{+}$ | $A_{+}^{\dagger} \bar{\lambda} P_{-} \psi$ |
| $\bar{\psi} P_{-} \lambda A_{-}^{\dagger}$ | $-A_{+}^{\dagger} \bar{\lambda} P_{-} \psi$ | $\bar{\psi} P_{+} \lambda A_{+}$ |

Table 4.1: Gluino-squark-quark dimension-4 operators which are gauge invariant and flavor singlet. All matter fields carry an implicit flavor index.

The transformation properties of the Yukawa terms, as shown in Table 4.1, allow two distinct linear combinations of Yukawa-type operators:

$$
\begin{align*}
& Y_{1} \equiv A_{+}^{\dagger} \bar{\lambda} P_{+} \psi-\bar{\psi} P_{-} \lambda A_{+}+A_{-} \bar{\lambda} P_{-} \psi-\bar{\psi} P_{+} \lambda A_{-}^{\dagger},  \tag{4.1}\\
& Y_{2} \equiv A_{+}^{\dagger} \bar{\lambda} P_{-} \psi-\bar{\psi} P_{+} \lambda A_{+}+A_{-} \bar{\lambda} P_{+} \psi-\bar{\psi} P_{-} \lambda A_{-}^{\dagger} \tag{4.2}
\end{align*}
$$

The first combination aligns with the third line of Eq. (3.2). However, at the quantum level, the second combination may emerge, having a potentially different Yukawa coupling. All terms within each of the combinations in Eqs. (4.1) and (4.2) are multiplied by a Yukawa coupling, denoted as $g_{Y_{1}}$ and $g_{Y_{2}}$, respectively. In the classical continuum limit, $g_{Y_{1}}$ corresponds to $g$, while $g_{Y_{2}}$ vanishes.

Both Yukawa terms commute with $\mathcal{R}$. However the quark mass terms do not. Thus, if we insist on a theory with massive quarks, $\mathcal{R}$ is not a symmetry. $\chi$ leaves invariant each of the four constituents of the Yukawa term (Eq. (4.1)), but it changes the constituents of the "mirror" Yukawa term (i.e. a term with all $P_{+}$and $P_{-}$interchanged) by phases $e^{2 i \theta^{\prime}}$ and $e^{-2 i \theta^{\prime}}$.

Thus the continuum action is classically invariant separately under $\chi$ and $\mathcal{R}$ (for massless quarks), or under $\chi \times \mathcal{R}$ (where the phases in $\chi$ and $\mathcal{R}$ are chosen to be opposite, so that quarks are left unchanged) for massive quarks. The lattice action with Ginsparg-Wilson (GW) gluinos, even in the presence of Wilson quarks and/or a quark mass, will also be classically invariant under $\chi \times \mathcal{R}$ (with opposite phases:
$\theta=-\theta^{\prime}$ ); it is interesting to study how this symmetry will develop an anomaly in the quantum level. The structure of counterterms on the lattice becomes simpler if both GW gluinos and GW quarks is employed: Even in such a case, terms proportional to the tree-level Green's functions of the mirror Yukawa will appear in lattice Green's functions, just as they do in the continuum Green's functions, as a consequence of the anomalous symmetries; however, these terms will coincide in the bare lattice and continuum Green's functions, and no further lattice counterterms [such as our Eq. (4.43)] will be required. Another interesting feature of the SQCD action which can be investigated on the lattice, making use of GW gluinos and massless GW quarks, is the conservation of an anomaly-free combination of $\chi \times \mathcal{R}$, taking into account the values of the parameters $N_{c}$ and $N_{f}$ [72] which enter the phases of $\chi$ and $\mathcal{R}$.

In our investigation, we compute perturbatively the relevant three-point Green's functions with external gluino, quark and squark fields, using both the Dimensional Regularization $(D R)$ and the Lattice Regularization $(L R)$. In $D R$ the regulator, $\epsilon$, is defined by $D \equiv 4-2 \epsilon$; in the $L R$ the lattice spacing, $a$, serves as regulator for the $U V$ divergences. Each Green's function which contributes to the one-loop expression of the Yukawa couplings, consists of three Feynman diagrams shown in Fig. 4.1. The renormalizations of fundamental fields and the gauge coupling are a prerequisite for the renormalization of the Yukawa coupling, since renormalization conditions in 3-point-vertex corrections (with external gluino, quark and squark fields) involve these quantities. More specifically, combining the results for the bare Green's functions on the lattice with the renormalized Green's functions (obtained in $\overline{\mathrm{MS}}$ via DR ), and using the renormalization factors for the gluino, quark, squark fields as well as the renormalization of the gauge coupling, we extract the renormalization and counterterms of the Yukawa couplings appropriate to the lattice regularization and the $\overline{\mathrm{MS}}$ renormalization scheme.

Before we turn our attention to the calculation, notice that there exist several prescriptions $[73,74]$ for defining $\gamma_{5}$ in $D$ dimensions, such as the naïve dimensional regularization (NDR) [75], the t'Hooft-Veltman (HV) [76], the $D R E D$ [77] and the $D R \overline{E Z}$ prescriptions (see, e.g., Ref. [78]). These prescriptions are linked via finite conversion relations [79]. In our calculation, we apply the NDR and HV prescriptions. The latter does not violate Ward identities involving pseudoscalar and axial-vector operators in $D$ dimensions [75]. The Dirac matrices, $\gamma_{\mu}$, are Hermitian in


Figure 4.1: One-loop Feynman diagrams leading to the fine-tuning of $g_{Y_{1}}$ and $g_{Y_{2}}$. A wavy (solid) line represents gluons (quarks). A dotted (dashed) line corresponds to squarks (gluinos). In the above diagrams the directions of the external line depend on the particular Green's function under study. An arrow entering (exiting) a vertex denotes a $\lambda, \psi, A_{+}, A_{-}^{\dagger}\left(\bar{\lambda}, \bar{\psi}, A_{+}^{\dagger}, A_{-}\right)$field. Squark lines could be further marked with a $+(-)$ sign, to denote an $A_{+}\left(A_{-}\right)$field.

D-dimensional Euclidean space and satisfy the following relations:

$$
\begin{equation*}
\eta_{\mu \nu} \eta_{\mu \nu}=D, \quad\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=2 \delta_{\mu \nu} \mathbb{1} \tag{4.3}
\end{equation*}
$$

In NDR, the definition of $\gamma_{5}$ satisfies:

$$
\begin{equation*}
\left\{\gamma_{5}, \gamma_{\mu}\right\}=0, \forall \mu \tag{4.4}
\end{equation*}
$$

whereas in HV it satisfies:

$$
\begin{equation*}
\left\{\gamma_{5}, \gamma_{\mu}\right\}=0, \mu=1,2,3,4, \quad\left[\gamma_{5}, \gamma_{\mu}\right]=0, \mu>4 \tag{4.5}
\end{equation*}
$$

NDR is known to be an inconsistent regularization; in particular, a calculation of the triangle diagram does not reproduce the axial anomaly, leading to the incorrect result that the axial current is conserved. Thus, our use of NDR will serve only to highlight its effect on Green's functions such as Eqs. (4.14)-(4.19), pointing out how some opposite chirality terms are absent in NDR. Our end results [see Eqs. (4.42)-(4.43)] will employ the HV prescription $\left(c_{\mathrm{hv}}=1\right)$.

### 4.2.2 Renormalization in Dimensional Regularization

At this point we will present our one-loop results for the bare three-point Green's functions and the renormalization factors of the Yukawa couplings in the $\overline{\mathrm{MS}}$ scheme, using both dimensional $(D R)$ and lattice $(L R)$ regularizations [80]. For the renormalization of $g_{Y_{1}}$ and $g_{Y_{2}}$, we impose renormalization conditions which result in the cancellation of divergences of the corresponding bare three-point amputated

Green's functions with external gluino-squark-quark fields. The application of the renormalization factors on the bare Green's functions leads to the renormalized Green's functions, which are independent of the regulator ( $\epsilon$ in $D R, a$ in $L R$ ).

Given that we are interested in the $\overline{\mathrm{MS}}$ renormalization of the Yukawa couplings, and that $\overline{\mathrm{MS}}$ is a mass-independent renormalization scheme, we are free to treat all particles (in particular, quarks and squarks) as massless. In the next section [81], regarding the quartic (4-squark) couplings in SQCD, we choose instead to treat quarks and squarks as massive, in order to avoid the emergence of spurious infrared divergences. A mass-independent scheme allows us to make use of techniques for evaluating Feynman diagrams which have been developed to very high perturbative order (see, e.g., [82-87]). Still perturbative calculations become exceedingly complicated on the lattice, and consequently, calculations beyond two loops are practically unfeasible.

The calculation of the amputated tree-level Green's functions is straightforward and their expressions are ${ }^{1}$ :

$$
\begin{align*}
&\left\langle\lambda^{\alpha_{1}}\left(q_{1}\right) A_{+}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle^{\text {tree }}=-\frac{i}{2} g_{Y_{1}}(2 \pi)^{4} \delta\left(q_{1}-q_{2}+q_{3}\right)\left(1+\gamma_{5}\right) T^{\alpha_{1}} / \sqrt{2}  \tag{4.6}\\
&\left\langle\psi\left(q_{2}\right) A_{+}^{\dagger}\left(q_{3}\right) \bar{\lambda}^{\alpha_{1}}\left(q_{1}\right)\right\rangle^{\text {tree }}=\frac{i}{2} g_{Y_{1}}(2 \pi)^{4} \delta\left(q_{1}-q_{2}+q_{3}\right)\left(1-\gamma_{5}\right) T^{\alpha_{1}} / \sqrt{2}  \tag{4.7}\\
&\left\langle\lambda^{\alpha_{1}}\left(q_{1}\right) A_{-}^{\dagger}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle^{\text {tree }}=-\frac{i}{2} g_{Y_{1}}(2 \pi)^{4} \delta\left(q_{1}-q_{2}+q_{3}\right)\left(1-\gamma_{5}\right) T^{\alpha_{1}} / \sqrt{2}  \tag{4.8}\\
&\left\langle\psi\left(q_{2}\right) A_{-}\left(q_{3}\right) \bar{\lambda}^{\alpha_{1}}\left(q_{1}\right)\right\rangle^{\text {tree }}=\frac{i}{2} g_{Y_{1}}(2 \pi)^{4} \delta\left(q_{1}-q_{2}+q_{3}\right)\left(1+\gamma_{5}\right) T^{\alpha_{1}} / \sqrt{2}, \tag{4.9}
\end{align*}
$$

where our conventions for Fourier transformations are:

$$
\begin{align*}
\tilde{\psi}(q) & =\int d^{4} x e^{-i q \cdot x} \psi(x),  \tag{4.10}\\
\tilde{A}_{ \pm}(q) & =\int d^{4} x e^{\mp i q \cdot x} A_{ \pm}(x),  \tag{4.11}\\
\tilde{u}_{\mu}(q) & =\int d^{4} x e^{-i q \cdot x} u_{\mu}(x),  \tag{4.12}\\
\tilde{\lambda}(q) & =\int d^{4} x e^{-i q \cdot x} \lambda(x) . \tag{4.13}
\end{align*}
$$

[^0]The procedure of calculating the renormalization in the $\overline{\mathrm{MS}}$ scheme entails performing first the perturbative calculations of the Green's function in $D R$; this is unavoidable by the very nature of the $\overline{\mathrm{MS}}$ scheme. The comparison with the same Green's functions calculated in $L R$ will lead to the lattice renormalizations in the $\overline{\mathrm{MS}}$ scheme.

The calculations presented in this section could ideally be performed using generic external momenta. However, for convenience of computation, we are free to make appropriate choices of these momenta; the resulting renormalization factors will not be affected at all. By inspection of the propagators and vertices in the diagrams of Fig. 4.1, we conclude that no superficial infrared divergences will be generated, if any one of the three external momenta is set to zero; in what follows, we calculate the corresponding diagrams by setting to zero only one of these momenta. The choice of the external momenta for Green's functions will not affect their pole parts in $D R$ or their logarithmic dependence on the lattice spacing in $L R$. Therefore, the three choices for each three-point Green's function will provide a useful consistency check.

There are, in total, 4 different gluino-squark-quark Green's functions, depending on whether the external squark field is $A_{+} / A_{+}^{\dagger} / A_{-} / A_{-}^{\dagger}$. We present first the four Green's functions for the three choices of external momentum in $D R$. To avoid heavy notation we have omitted Dirac/flavor/color indices ${ }^{2}$ on the Green's functions of Eqs. (4.14)(4.19).

$$
\begin{gather*}
\left\langle\lambda^{\alpha_{1}}(0) A_{+}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle^{D R, 1 \text { loop }}=-\left\langle\psi\left(q_{2}\right) A_{-}\left(q_{3}\right) \bar{\lambda}^{\alpha_{1}}(0)\right\rangle^{D R, 1 \text { loop }}=-i(2 \pi)^{4} \delta\left(q_{2}-q_{3}\right) \frac{g_{Y_{1}} g^{2}}{16 \pi^{2}} \frac{1}{4 \sqrt{2} N_{c}} T^{\alpha_{1}} \times \\
{\left[-3\left(1+\gamma_{5}\right)+\left((1+\alpha)\left(1+\gamma_{5}\right)+8 \gamma_{5} c_{\text {hv }}\right) N_{c}^{2}+\left(1+\gamma_{5}\right)\left(-\alpha+(3+2 \alpha) N_{c}^{2}\right)\left(\frac{1}{\epsilon}+\log \left(\frac{\bar{\mu}^{2}}{q_{2}^{2}}\right)\right)\right]} \tag{4.14}
\end{gather*}
$$

$$
\begin{gathered}
\left\langle\lambda^{\alpha_{1}}\left(q_{1}\right) A_{+}\left(q_{3}\right) \bar{\psi}(0)\right\rangle^{D R, 1 \text { loop }}=-\left\langle\psi(0) A_{-}\left(q_{3}\right) \bar{\lambda}^{\alpha_{1}}\left(q_{1}\right)\right\rangle^{D R, 1 \text { loop }}=-i(2 \pi)^{4} \delta\left(q_{1}+q_{3}\right) \frac{g_{Y_{1}} g^{2}}{16 \pi^{2}} \frac{1}{4 \sqrt{2} N_{c}} T^{\alpha_{1}} \times \\
{\left[\left((4+\alpha)\left(1+\gamma_{5}\right)+8 \gamma_{5} c_{\text {hv }}\right) N_{c}^{2}+\left(1+\gamma_{5}\right)\left(-\alpha+(3+2 \alpha) N_{c}^{2}\right)\left(\frac{1}{\epsilon}+\log \left(\frac{\bar{\mu}^{2}}{q_{1}^{2}}\right)\right)\right]}
\end{gathered}
$$

$$
\begin{align*}
& \left\langle\lambda^{\alpha_{1}}\left(q_{1}\right) A_{+}(0) \bar{\psi}\left(q_{2}\right)\right\rangle^{D R, 11 \text { loop }}=-\left\langle\psi\left(q_{2}\right) A_{-}(0) \bar{\lambda}^{\alpha_{1}}\left(q_{1}\right)\right\rangle^{D R, 1 \text { loop }}=-i(2 \pi)^{4} \delta\left(q_{1}-q_{2}\right) \frac{g_{Y_{1}} g^{2}}{16 \pi^{2}} \frac{1}{4 \sqrt{2} N_{c}} T^{\alpha_{1}} \times  \tag{4.15}\\
& {\left[-\alpha\left(1+\gamma_{5}\right)+\left((4+3 \alpha)\left(1+\gamma_{5}\right)+8 \gamma_{5} c_{\text {hv }}\right) N_{c}^{2}+\left(1+\gamma_{5}\right)\left(-\alpha+(3+2 \alpha) N_{c}^{2}\right)\left(\frac{1}{\epsilon}+\log \left(\frac{\bar{\mu}^{2}}{q_{1}^{2}}\right)\right)\right]} \tag{4.16}
\end{align*}
$$

[^1]\[

$$
\begin{gathered}
\left\langle\psi\left(q_{2}\right) A_{+}^{\dagger}\left(q_{3}\right) \bar{\lambda}^{\alpha_{1}}(0)\right\rangle^{D R, 1 \text { loop }}=-\left\langle\lambda^{\alpha_{1}}(0) A_{-}^{\dagger}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle^{D R, 1 \text { loop }}=-i(2 \pi)^{4} \delta\left(q_{2}-q_{3}\right) \frac{g_{Y_{1}} g^{2}}{16 \pi^{2}} \frac{1}{4 \sqrt{2} N_{c}} T^{\alpha_{1}} \times \\
{\left[3\left(1-\gamma_{5}\right)-\left((1+\alpha)\left(1-\gamma_{5}\right)-8 \gamma_{5} c_{\text {hv }}\right) N_{c}^{2}-\left(1-\gamma_{5}\right)\left(-\alpha+(3+2 \alpha) N_{c}^{2}\right)\left(\frac{1}{\epsilon}+\log \left(\frac{\bar{\mu}^{2}}{q_{2}^{2}}\right)\right)\right]}
\end{gathered}
$$
\]

$$
\begin{gather*}
\left\langle\psi(0) A_{+}^{\dagger}\left(q_{3}\right) \bar{\lambda}^{\alpha_{1}}\left(q_{1}\right)\right\rangle^{D R, \text { lloop }}=-\left\langle\lambda^{\alpha_{1}}\left(q_{1}\right) A_{-}^{\dagger}\left(q_{3}\right) \bar{\psi}(0)\right\rangle^{D R, \text { lloop }}=-i(2 \pi)^{4} \delta\left(q_{1}+q_{3}\right) \frac{g_{Y_{1}} g^{2}}{16 \pi^{2}} \frac{1}{4 \sqrt{2} N_{c}} T^{\alpha_{1}} \times  \tag{4.17}\\
{\left[\left(-(4+\alpha)\left(1-\gamma_{5}\right) N_{c}^{2}+8 \gamma_{5} c_{\text {hv }}\right) N_{c}^{2}-\left(1-\gamma_{5}\right)\left(-\alpha+(3+2 \alpha) N_{c}^{2}\right)\left(\frac{1}{\epsilon}+\log \left(\frac{\bar{\mu}^{2}}{q_{1}^{2}}\right)\right)\right]}
\end{gather*}
$$

$$
\begin{gather*}
\left\langle\psi\left(q_{2}\right) A_{+}^{\dagger}(0) \bar{\lambda}^{\alpha_{1}}\left(q_{1}\right)\right\rangle^{D R, \text { lloop }}=-\left\langle\lambda^{\alpha_{1}}\left(q_{1}\right) A_{-}^{\dagger}(0) \bar{\psi}\left(q_{2}\right)\right\rangle^{D R, \text { lloop }}=-i(2 \pi)^{4} \delta\left(q_{1}-q_{2}\right) \frac{g_{Y_{1}} g^{2}}{16 \pi^{2}} \frac{1}{4 \sqrt{2} N_{c}} T^{\alpha_{1}} \times  \tag{4.18}\\
{\left[\alpha\left(1-\gamma_{5}\right)+\left(-(4+3 \alpha)\left(1-\gamma_{5}\right)+8 \gamma_{5} c_{\mathrm{hv}}\right) N_{c}^{2}-\left(1-\gamma_{5}\right)\left(-\alpha+(3+2 \alpha) N_{c}^{2}\right)\left(\frac{1}{\epsilon}+\log \left(\frac{\bar{\mu}^{2}}{q_{1}^{2}}\right)\right)\right]} \tag{4.19}
\end{gather*}
$$

where $c_{\mathrm{hv}}=0(1)$ for the NDR (HV) prescription of $\gamma_{5}$. The pole parts do not depend on $c_{\text {hv }}$. Further, in the NDR prescription, all one-loop bare Green's functions are proportional to the tree-level ones. The above one-loop Green's functions indeed confirm that the pole parts are the same for different choices of the external momenta and that they are proportional to the tree-level value. In $H V$, the fact that the first quantum corrections (one-loop) of these Green's functions have finite parts which are not proportional to their tree-level counterparts [i.e., in addition to terms with $\left(1 \pm \gamma_{5}\right)$, they contain also terms with $\left(1 \mp \gamma_{5}\right)$ ], is a consequence of the chiral anomaly; the same finite parts will necessarily appear also in $L R$. The need for introducing appropriate counterterms, which connect $\overline{\mathrm{MS}}$ renormalized Green's functions to SUSY invariant Green's functions, is indicated by the supersymmetric Ward Identities [88]. The value of the coefficients multiplying these counterterms requires a purely continuum calculation, including Eqs. (4.14)-(4.19); the same coefficients can be applied to the renormalization functions extracted in $L R$. The appearance of such counterterms, which are crucial to restore all SUSY relations among couplings, was extensively discussed within the algebraic renormalization approach to SUSY theories [89-91].

Note that the terms in Eqs. (4.14)-(4.19) involving multiplication by $c_{\text {hv }} \gamma_{5}$ can be equivalently expressed as: $\frac{1}{2} c_{\text {hv }}\left(\left(1+\gamma_{5}\right)-\left(1-\gamma_{5}\right)\right)$. Terms with reversed chirality account for the mirror Yukawa interactions; given that they are pole free, they will
have no effect on a straightforward $\overline{\mathrm{MS}}$ renormalization. However, if one opts for a renormalization scheme in which these terms are absent, one must add a finite $Y_{2}$ counterterm to the action of the form:

$$
\begin{equation*}
\mathcal{L}_{Y_{2}}^{\mathrm{ct}} \equiv i \sqrt{2} g_{Y_{2}} Y_{2}, \quad \text { where }: g_{Y_{2}}=2 g^{3} N_{c} c_{\mathrm{hv}} /\left(16 \pi^{2}\right)+\mathcal{O}\left(g^{5}\right) \tag{4.20}
\end{equation*}
$$

This term, as well as Eqs. (4.14)-(4.19), become relevant in our lattice calculations as they contribute to finite fine-tuning terms in the lattice action.

The difference between the renormalized Green's functions and the corresponding Green's functions regularized on the lattice allows us to deduce the one-loop lattice renormalizations factors. The renormalization factors of the fields and the gauge coupling constant can be found in Ref. [48]. For the sake of completeness we present their definition here:

$$
\begin{align*}
\psi \equiv \psi^{B} & =Z_{\psi}^{-1 / 2} \psi^{R},  \tag{4.21}\\
u_{\mu} \equiv u_{\mu}^{B} & =Z_{u}^{-1 / 2} u_{\mu}^{R},  \tag{4.22}\\
\lambda \equiv \lambda^{B} & =Z_{\lambda}^{-1 / 2} \lambda^{R},  \tag{4.23}\\
c \equiv c^{B} & =Z_{c}^{-1 / 2} c^{R}  \tag{4.24}\\
g \equiv g^{B} & =Z_{g}^{-1} \mu^{\epsilon} g^{R}, \tag{4.25}
\end{align*}
$$

where $B$ stands for the bare and $R$ for renormalized quantities and $\mu$ is an arbitrary scale with dimensions of inverse length. For one-loop calculations, the distinction between $g^{R}$ and $g^{B}$ is inessential in many cases; we will simply use $g$ in those cases. The Yukawa coupling is renormalized as follows:

$$
\begin{equation*}
g_{Y_{1}} \equiv g_{Y_{1}}^{B}=Z_{Y_{1}}^{-1} Z_{g}^{-1} \mu^{\epsilon} g^{R} \tag{4.26}
\end{equation*}
$$

where at the lowest perturbative order $Z_{g} Z_{Y_{1}}=1$, and the renormalized Yukawa coupling coincides with the gauge coupling.

In $D R$, we are interested in getting rid of the pole parts in bare continuum Green's functions; this requires not only the renormalization factors of the fields and of the gauge coupling, $Z_{g}$, but also a further factor $Z_{Y_{1}}$ for the bare Yukawa coupling. Note also that the components of the squark fields may mix at the quantum level, via a $2 \times 2$ mixing matrix $\left(Z_{A}\right)$. We define the renormalization mixing matrix for the squark fields
as follows:

$$
\begin{equation*}
\binom{A_{+}^{R}}{A_{-}^{R \dagger}}=\left(Z_{A}^{1 / 2}\right)\binom{A_{+}^{B}}{A_{-}^{B \dagger}} \tag{4.27}
\end{equation*}
$$

In Ref. [48] we found that in the $D R$ and $\overline{\mathrm{MS}}$ scheme this $2 \times 2$ mixing matrix is diagonal. On the lattice, this matrix is non-diagonal, leading to a mixing of the components $A_{+}$ and $A_{-}$with $A_{-}^{\dagger}$ and $A_{+}^{\dagger}$, respectively. Consequently, the renormalization conditions on the lattice become more intricate. As we referred, we focus on the $\overline{\mathrm{MS}}$ scheme, using both $D R$ and $L R$ regularizations. Given that SUSY is broken by either regulator and that SUSY-noninvariant gauge fixing is employed, it is anticipated that a nontrivial fine-tuning for the Yukawa coupling will be necessary.

Taking as an example the Green's function in $D R$ with external squark field $A_{+}$, the renormalization condition up to $g^{2}$ will be given by:

$$
\begin{equation*}
\left.\left\langle\lambda\left(q_{1}\right) A_{+}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle\right|^{\overline{\mathrm{MS}}}=\left.Z_{\psi}^{-1 / 2} Z_{\lambda}^{-1 / 2}\left(Z_{A}^{-1 / 2}\right)_{++}\left\langle\lambda\left(q_{1}\right) A_{+}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle\right|^{\text {bare }} . \tag{4.28}
\end{equation*}
$$

All appearances of coupling constants in the right-hand side of Eq. (4.28) must be expressed in terms of their renormalized values, via Eqs. (4.25)-(4.26). The left-hand side of Eq. (4.28) is just the $\overline{\mathrm{MS}}$ (free of pole parts) renormalized Green's function. Similar to Eq. (4.28), the other renormalization conditions which involve the external squark fields $A_{+}^{\dagger}, A_{-}, A_{-}^{\dagger}$ are understood. The renormalization factors $Z=\mathbb{1}+\mathcal{O}\left(g^{2}\right)$ should more properly be denoted as $Z^{X, Y}$, where $X$ is the regularization and $Y$ the renormalization scheme.

For the sake of clarity and comprehensiveness, the updated expressions for the renormalization factors of the fields and of the gauge coupling in $D R$ which are involved in the right-hand side of Eq. (4.28) are $^{3}$ :

$$
\begin{align*}
& Z_{\psi}^{D R, \overline{\mathrm{MS}}}=1+\frac{g^{2} C_{F}}{16 \pi^{2}} \frac{1}{\epsilon}(1+\alpha)  \tag{4.29}\\
& Z_{A_{ \pm}}^{D R, \overline{\mathrm{MS}}}=1+\frac{g^{2} C_{F}}{16 \pi^{2}} \frac{1}{\epsilon}(-1+\alpha)  \tag{4.30}\\
& Z_{\lambda}^{D R, \overline{\mathrm{MS}}}=1+\frac{g^{2}}{16 \pi^{2}} \frac{1}{\epsilon}\left(\alpha N_{c}+N_{f}\right)  \tag{4.31}\\
& Z_{g}^{D R, \overline{\mathrm{MS}}}=1+\frac{g^{2}}{16 \pi^{2}} \frac{1}{\epsilon}\left(\frac{3}{2} N_{c}-\frac{1}{2} N_{f}\right), \tag{4.32}
\end{align*}
$$

[^2]where $C_{F}=\left(N_{c}^{2}-1\right) /\left(2 N_{c}\right)$ is the quadratic Casimir operator in the fundamental representation. The expressions in Eqs. (4.29)-(4.32) take carefully into account the effect of the Majorana nature of gluinos in the functional integral. In Appendix A, we provide a more comprehensive discussion and treatment of the gluino field; in particular, we focus on the effect of Yukawa terms in SQCD, which are clearly absent in pure SUSY Yang-Mills.

Substituting Eqs. (4.29)-(4.32) in Eq. (4.28), and by virtue of the fact that the counterterm Eq. (4.20) contains no pole parts, we extract the value of $Z_{Y_{1}}^{D R, \overline{\mathrm{MS}}}$; this value is the same for all gluino-squark-quark Green's functions and for all choices of the external momenta which we have considered:

$$
\begin{equation*}
Z_{Y_{1}}^{D R, \overline{\mathrm{MS}}}=1+\mathcal{O}\left(g^{4}\right) . \tag{4.33}
\end{equation*}
$$

Eq. (4.33) means that, at the quantum-level, the renormalization of the Yukawa coupling in DR is not affected by one-loop corrections. This observation has important implications for our understanding of the renormalization scheme in SQCD. It shows also that the corresponding renormalization on the lattice will be finite. Although, the mirror Yukawa term does not appear in $\overline{\mathrm{MS}}$ renormalization using DR, a finite admixture of this term will arise in $\overline{\mathrm{MS}}$ on the lattice. We expect that the $\overline{\mathrm{MS}}$ renormalization factors of gauge invariant quantities will turn out to be gauge-independent also on the lattice, as was the case of $Z_{Y_{1}}^{D R, \overline{\mathrm{MS}}}$.

### 4.2.3 Renormalization in Lattice Regularization

We now turn to the lattice regularization. As emphasized earlier, even though the renormalization of the squark fields in the $\overline{\mathrm{MS}}$ scheme and in $D R$ is diagonal, on the lattice it is not; the mixing between the squark components ( $A_{+}, A_{-}^{\dagger}$ ) (and, similarly, $\left(A_{+}^{\dagger}, A_{-}\right)$) appears on the lattice through the $2 \times 2$ symmetric matrix $Z_{A}$, whose nondiagonal matrix elements are nonzero. The renormalization conditions are not as simple as is shown in Eq. (4.28); instead, they involve the following pairs of Green's functions:

$$
\begin{array}{ll}
\left\langle\lambda\left(q_{1}\right) A_{+}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle & \text { with }\left\langle\lambda\left(q_{1}\right) A_{-}^{\dagger}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle \\
\left\langle\psi\left(q_{2}\right) A_{+}^{\dagger}\left(q_{3}\right) \bar{\lambda}\left(q_{1}\right)\right\rangle & \text { with }\left\langle\psi\left(q_{2}\right) A_{-}\left(q_{3}\right) \bar{\lambda}\left(q_{1}\right)\right\rangle \tag{4.34}
\end{array}
$$

The appearance of the mirror Yukawa coupling, $g_{Y_{2}}$, is another feature of the use of Wilson gluinos, which increases the degree of difficulty on the lattice. The $\chi \times$ $\mathcal{R}$ symmetry is broken by using Wilson discretization and thus lattice bare Green's functions are not invariant under $\chi \times \mathcal{R}$ at the quantum level. This difficulty may be avoided with chirality preserving actions, but the implementation of these actions in numerical simulations is very time consuming.

Thus, in the calculation of bare Green's functions on the lattice, one-loop spurious contributions will arise, which will need to be removed by introducing mirror Yukawa counterterms in the action. The renormalization condition is the following:

$$
\begin{equation*}
\left.\left\langle\lambda\left(q_{1}\right) A_{+}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle\right|^{\overline{\mathrm{MS}}}=\left.Z_{\psi}^{-1 / 2} Z_{\lambda}^{-1 / 2}\left\langle\lambda\left(q_{1}\right)\left(\left(Z_{A}^{-1 / 2}\right)_{++} A_{+}\left(q_{3}\right)+\left(Z_{A}^{-1 / 2}\right)_{+-} A_{-}^{\dagger}\left(q_{3}\right)\right) \bar{\psi}\left(q_{2}\right)\right\rangle\right|^{\text {bare }} \tag{4.35}
\end{equation*}
$$

It is understood that the bare couplings on the right-hand side of this equation must be converted into the corresponding renormalized ones, making use of $Z_{g}$ and $Z_{Y_{1}}$; a mirror Yukawa term also contributes, with a coupling constant $g_{Y_{2}}$ which will be determined in what follows. Eq. (4.35) consists of two types of contributions with opposite chiralities; matching each of these to the $\overline{\mathrm{MS}}$ expressions found in DR, Eqs. (4.14)-(4.16), amounts to two separate conditions, which will be used to determine the two unknowns $Z_{Y_{1}}$ and $g_{Y_{2}}$. Analogous equations hold for the other gluino-squark-quark Green's functions and may be calculated for consistency checks.

To offer a self-contained presentation, we revisit a collection of lattice results outlined in Ref. [48]:

$$
\begin{align*}
& Z_{\psi}^{L R, \overline{\mathrm{MS}}}= 1+\frac{g^{2} C_{F}}{16 \pi^{2}}\left(-16.7235+3.7920 \alpha-(1+\alpha) \log \left(a^{2} \bar{\mu}^{2}\right)\right),  \tag{4.36}\\
&\left(Z_{A}^{1 / 2}\right)^{L R, \overline{\mathrm{MS}}}= \mathbb{1}-\frac{g^{2} C_{F}}{16 \pi^{2}}\left\{\left[16.9216-3.7920 \alpha-(1-\alpha) \log \left(a^{2} \bar{\mu}^{2}\right)\right]\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right. \\
&\left.\quad-0.1623\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right\},  \tag{4.37}\\
& Z_{\lambda}^{L R, \overline{\mathrm{MS}}}=1-\frac{g^{2}}{16 \pi^{2}}\left[N_{c}\left(16.6444-3.7920 \alpha+2 \alpha \log \left(a^{2} \bar{\mu}^{2}\right)\right)\right. \\
&\left.\quad+N_{f}\left(0.07907+2 \log \left(a^{2} \bar{\mu}^{2}\right)\right)\right], \tag{4.38}
\end{align*}
$$

$$
\begin{gather*}
Z_{g}^{L R, \overline{\mathrm{MS}}}=1+\frac{g^{2}}{16 \pi^{2}}\left[-9.8696 \frac{1}{N_{c}}+N_{c}\left(12.8904-\frac{3}{2} \log \left(a^{2} \bar{\mu}^{2}\right)\right)\right. \\
\left.-N_{f}\left(0.4811-\frac{1}{2} \log \left(a^{2} \bar{\mu}^{2}\right)\right)\right] . \tag{4.39}
\end{gather*}
$$

The lattice three-point Green's functions involve the same Feynman diagrams as in Fig. 4.1. At first perturbative order, $\mathcal{O}\left(g^{2}\right)$, Eq. (4.35) and its counterparts involve only the difference between the one-loop $\overline{\mathrm{MS}}$-renormalized and bare lattice Green's functions. Having checked that alternative choices of the external momenta give the same results for these differences, we present them only for zero gluino momentum. Additionally, we should mention that the errors on our lattice expressions are smaller than the last shown digit and the Wilson parameter, $r$ was set to its default value: $r=1$.

$$
\begin{align*}
& \left\langle\lambda^{\alpha_{1}}(0) A_{+}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle^{\overline{\mathrm{MS}}, 1 \text { loop }}-\left\langle\lambda^{\alpha_{1}}(0) A_{+}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle^{L R, 1 \text { loop }} \\
& =-\left\langle\psi\left(q_{2}\right) A_{-}\left(q_{3}\right) \bar{\lambda}^{\alpha_{1}}(0)\right\rangle^{\overline{\mathrm{MS}}, 1 \text { loop }}+\left\langle\psi\left(q_{2}\right) A_{-}\left(q_{3}\right) \bar{\lambda}^{\alpha_{1}}(0)\right\rangle^{L R, 1 \text { loop }} \\
& =i(2 \pi)^{4} \delta\left(q_{2}-q_{3}\right) \frac{g_{Y_{1}} g^{2}}{16 \pi^{2}} \frac{1}{8 \sqrt{2} N_{c}} T^{\alpha_{1}} \times\left[-3.7920 \alpha\left(1+\gamma_{5}\right)+\left(1+\gamma_{5}\right)\left(\alpha-(3+2 \alpha) N_{c}^{2}\right) \log \left(a^{2} \bar{\mu}^{2}\right)\right. \\
& \left.+\left(-3.6920+5.9510 \gamma_{5}+7.5840 \alpha\left(1+\gamma_{5}\right)-8 \gamma_{5} c_{\mathrm{hv}}\right) N_{c}^{2}\right],  \tag{4.40}\\
& \left\langle\psi\left(q_{2}\right) A_{+}^{\dagger}\left(q_{3}\right) \bar{\lambda}^{\alpha_{1}}(0)\right\rangle^{\overline{\mathrm{MS}}, 1 \mathrm{loop}}-\left\langle\psi\left(q_{2}\right) A_{+}^{\dagger}\left(q_{3}\right) \bar{\lambda}^{\alpha_{1}}(0)\right\rangle^{L R, 1 \text { loop }} \\
& =-\left\langle\lambda^{\alpha_{1}}(0) A_{-}^{\dagger}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle^{\overline{\mathrm{MS}}, 1 \text { loop }}+\left\langle\lambda^{\alpha_{1}}(0) A_{-}^{\dagger}\left(q_{3}\right) \bar{\psi}\left(q_{2}\right)\right\rangle^{L R, 1 \text { loop }} \\
& =i(2 \pi)^{4} \delta\left(q_{2}-q_{3}\right) \frac{g_{Y_{1}} g^{2}}{16 \pi^{2}} \frac{1}{8 \sqrt{2} N_{c}} T^{\alpha_{1}} \times\left[3.79201 \alpha\left(1-\gamma_{5}\right)+\left(1-\gamma_{5}\right)\left(-\alpha+(3+2 \alpha) N_{c}^{2}\right) \log \left(a^{2} \bar{\mu}^{2}\right)\right. \\
& \left.+\left(3.6920+5.9510 \gamma_{5}-7.5840 \alpha\left(1-\gamma_{5}\right)-8 \gamma_{5} c_{\mathrm{hv}}\right) N_{c}^{2}\right] . \tag{4.41}
\end{align*}
$$

As expected, the above expressions are momentum-independent, and they are linear combinations of the tree-level expressions stemming from the Yukawa vertex and its mirror; also, all corresponding decimal coefficients between Eqs. (4.40) and (4.41) coincide, and we have checked that they are the same for any other choice of external momenta, as they should. Thus, we are led to a unique result for $Z_{Y_{1}}{ }^{L R, \overline{\mathrm{MS}}}$ and also for $g_{Y_{2}}{ }^{L R, \overline{\mathrm{MS}}}$. By combining the lattice expressions with the $\overline{\mathrm{MS}}$-renormalized Green's functions calculated in the continuum (see Eq. (4.35)), we find for the renormalization
factors:

$$
\begin{align*}
Z_{Y_{1}}{ }^{L R, \overline{\mathrm{MS}}} & =1+\frac{g^{2}}{16 \pi^{2}}\left(\frac{1.45833}{N_{c}}+2.40768 N_{c}+0.520616 N_{f}\right)  \tag{4.42}\\
g_{Y_{2}}{ }^{L R, \overline{\mathrm{MS}}} & =\frac{g^{3}}{16 \pi^{2}}\left(\frac{-0.040580}{N_{c}}+0.45134 N_{c}\right) \tag{4.43}
\end{align*}
$$

We note that the above factors are gauge independent in the $\overline{\mathrm{MS}}$ scheme, as expected from the principles of renormalization and gauge invariance. Furthermore, the multiplicative renormalization $Z_{Y_{1}}^{L R, \overline{\mathrm{MS}}}$ and the coefficient $g_{Y_{2}}^{L R, \overline{\mathrm{MS}}}$ of the mirror Yukawa counterterm are finite as one can predict from the continuum calculation. These findings shed light on the fine-tunings for the lattice SQCD action. They suggest that while the renormalization process in $\overline{\mathrm{MS}}$ is well-behaved on the lattice, it still exhibits an intriguing connection with the mirror Yukawa term through $g_{Y_{2}}^{L R, \overline{\mathrm{MS}}}$.

### 4.3 Fine-Tuning and Counterterms for the Quartic Couplings

### 4.3.1 Computational Setup

As previously mentioned the coupling constants appearing in the lattice action are not all identical. In the previous section we study the fine-tuning of the Yukawa interaction, an interaction between quarks, squarks and gluinos. In this section our focus shifts to investigating the fine-tuning of the quartic couplings, which characterize the four-squark interactions. Our methodology involves calculations of Green's functions with four external squarks, extending up to one loop and to the lowest order in the lattice spacing. These Green's functions are not only crucial for understanding the perturbative aspects of the theory but also play a pivotal role in unraveling nonperturbative insights into supersymmetric theories. For instance, they are instrumental in studying phenomena such as the supersymmetric phase transition through the analysis of the four-squark effective potential [50].

In this section, we present our one-loop calculations for the bare 4-point Green's functions and the renormalization factors of the quartic couplings in the $\overline{\mathrm{MS}}$ scheme, employing both dimensional regularization $(D R)$ and lattice regularization $(L R)$. To renormalize the quartic couplings, we impose specific renormalization conditions,
ensuring the cancellation of divergences in the corresponding bare 4-point amputated Green's functions with four external squark fields. Applying these renormalization factors to the bare Green's functions yields the renormalized Green's functions, which are independent of the regulator ( $\epsilon$ in $\mathrm{DR}, a$ in LR).

To identify the four external squark fields, we consider gauge symmetry constraints. Consequently, we determine that two squark fields must belong to the fundamental representation, while the other two must belong to the antifundamental representation; ignoring flavor indices, there are ten possibilities for choosing the four external fields:

$$
\begin{array}{llll}
\left(A_{+}^{\dagger} A_{+}\right)\left(A_{+}^{\dagger} A_{+}\right), & \left(A_{-} A_{-}^{\dagger}\right)\left(A_{-} A_{-}^{\dagger}\right), & (4 .  \tag{4.44}\\
\left(A_{+}^{\dagger} A_{+}\right)\left(A_{-} A_{-}^{\dagger}\right), & \left(A_{+}^{\dagger} A_{-}^{\dagger}\right)\left(A_{+}^{\dagger} A_{-}^{\dagger}\right), & \left(A_{-} A_{+}\right)\left(A_{-} A_{+}\right), & \left(A_{-} A_{+}\right)\left(A_{+}^{\dagger} A_{-}^{\dagger}\right), \\
\left(A_{+}^{\dagger} A_{+}\right)\left(A_{+}^{\dagger} A_{-}^{\dagger}\right), & \left(A_{+}^{\dagger} A_{+}\right)\left(A_{-} A_{+}\right), & \left(A_{-} A_{-}^{\dagger}\right)\left(A_{+}^{\dagger} A_{-}^{\dagger}\right), & \left(A_{-} A_{-}^{\dagger}\right)\left(A_{-} A_{+}\right) .
\end{array}
$$

Pairs of squark fields in parenthesis denote color-singlet combinations. Noting that the Green's function with the four external squark fields $\left(A_{+}^{\dagger} A_{+}\right)\left(A_{-} A_{-}^{\dagger}\right)$ yields identical outcomes as the Green's function with the four external squark fields $\left(A_{-} A_{+}\right)\left(A_{+}^{\dagger} A_{-}^{\dagger}\right)$. We also notice that only the four external squark fields of the first three terms from Eq. (4.44) appear in the SQCD action.

By requiring that the above terms must be also invariant under symmetries of the SQCD action; one must further take into account $\mathcal{C}$ and $\mathcal{P}$ to construct combinations which are invariant under these symmetries. There are five combinations as shown in Table 4.2.

| Operators | $\mathcal{C}$ | $\mathcal{P}$ |
| :---: | :---: | :---: |
| $\lambda_{1}\left(A_{+}^{\dagger} T^{\alpha} A_{+}+A_{-} T^{\alpha} A_{-}^{\dagger}\right)^{2} / 2$ | + | + |
| $\lambda_{2}\left[\left(A_{+}^{\dagger} A_{-}^{\dagger}\right)^{2}+\left(A_{-} A_{+}\right)^{2}\right]$ | + | + |
| $\lambda_{3}\left(A_{+}^{\dagger} A_{+}\right)\left(A_{-} A_{-}^{\dagger}\right)$ | + | + |
| $\lambda_{4}\left(A_{+}^{\dagger} A_{-}^{\dagger}\right)\left(A_{-} A_{+}\right)$ | + | + |
| $\lambda_{5}\left(A_{+}^{\dagger} A_{-}^{\dagger}+A_{-} A_{+}\right)\left(A_{+}^{\dagger} A_{+}+A_{-} A_{-}^{\dagger}\right)$ | + | + |

Table 4.2: Dimension-4 operators which are gauge invariant and flavor singlets. All operators appearing in this table are eigenstates of charge conjugation, $\mathcal{C}$, and parity, $\mathcal{P}$, with eigenvalue 1 . In the above operators, squark fields carry flavor indices. The symbols $\lambda_{i}$ are five quartic couplings.

When applying the transformation $\chi \times \mathcal{R}$ to the combinations listed in Table 4.2, $\left(A_{+}^{\dagger} A_{-}^{\dagger}\right)^{2}+\left(A_{-} A_{+}\right)^{2}$ and $\left(A_{+}^{\dagger} A_{-}^{\dagger}+A_{-} A_{+}\right)\left(A_{+}^{\dagger} A_{+}+A_{-} A_{-}^{\dagger}\right)$ are not invariant; however, due to the potential anomaly in $\chi \times \mathcal{R}$ symmetry, they may appear in our one-loop computations.

The first combination in Table 4.2 aligns with the first term of the fourth line of Eq. (3.2). However, at the quantum level, the other combinations may emerge, having a potentially different quartic couplings, denoted as $\lambda_{2-5}$. In the classical continuum limit, $\lambda_{1}$ corresponds to $g$, while $\lambda_{2-5}$ vanishes.

### 4.3.2 Renormalization in Dimensional Regularization

Below, we present the amputated tree-level Green's functions, whose Feynman diagrams are shown in Fig. 4.2, with four external squarks:

$$
\begin{align*}
\left\langle A_{+f_{1}}^{\dagger \alpha_{1}}\left(q_{1}\right) A_{+f_{2}}^{\dagger \alpha_{2}}\left(q_{2}\right) A_{+f_{3}}^{\alpha_{3}}\left(q_{3}\right) A_{+f_{4}}^{\alpha_{4}}\left(q_{4}\right)\right\rangle^{\text {tree }} & =\frac{1}{2 N_{c}} g^{2}(-1-\alpha) \times \\
& {\left[\delta_{f_{1} f_{3}} \delta_{f_{2} f_{4}}\left(-\delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}}+N_{c} \delta^{\alpha_{1} \alpha_{4}} \delta^{\alpha_{2} \alpha_{3}}\right)\right.} \\
& \left.+\delta_{f_{1} f_{4}} \delta_{f_{2} f_{3}}\left(-\delta^{\alpha_{1} \alpha_{4}} \delta^{\alpha_{2} \alpha_{3}}+N_{c} \delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}}\right)\right] \\
\left\langle A_{-f_{1}}^{\dagger \alpha_{1}}\left(q_{1}\right) A_{-f_{2}}^{\dagger \alpha_{2}}\left(q_{2}\right) A_{-f_{3}}^{\alpha_{3}}\left(q_{3}\right) A_{-f_{4}}^{\alpha_{4}}\left(q_{4}\right)\right\rangle^{\text {tree }} & =\frac{1}{2 N_{c}} g^{2}(-1-\alpha) \times  \tag{4.45}\\
& {\left[\delta_{f_{1} f_{3}} \delta_{f_{2} f_{4}}\left(-\delta^{\alpha_{3} \alpha_{1}} \delta^{\alpha_{4} \alpha_{2}}+N_{c} \delta^{\alpha_{4} \alpha_{1}} \delta^{\alpha_{3} \alpha_{2}}\right)\right.} \\
& \left.+\delta_{f_{1} f_{4}} \delta_{f_{2} f_{3}}\left(-\delta^{\alpha_{4} \alpha_{1}} \delta^{\alpha_{3} \alpha_{2}}+N_{c} \delta^{\alpha_{3} \alpha_{1}} \delta^{\alpha_{4} \alpha_{2}}\right)\right]
\end{align*}
$$

$$
\begin{equation*}
\left\langle A_{+f_{1}}^{\dagger \alpha_{1}}\left(q_{1}\right) A_{+f_{2}}^{\alpha_{2}}\left(q_{2}\right) A_{-f_{3}}^{\dagger \alpha_{3}}\left(q_{3}\right) A_{-f_{4}}^{\alpha_{4}}\left(q_{4}\right)\right\rangle^{\text {tree }}=\frac{1}{2 N_{c}} g^{2}(1-\alpha) \delta_{f_{1} f_{2}} \delta_{f_{3} f_{4}}\left(N_{c} \delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{4} \alpha_{2}}-\delta^{\alpha_{1} \alpha_{2}} \delta^{\alpha_{4} \alpha_{3}}\right), \tag{4.46}
\end{equation*}
$$

where $f_{i}$ are the flavour indices of the external squark fields. The rest of the tree-level Green's functions with four external squarks are zero.

The tree-level values of quartic couplings which satisfy SUSY are:

$$
\begin{equation*}
\lambda_{1}=g^{2}, \quad \lambda_{2}=\lambda_{3}=\lambda_{4}=\lambda_{5}=0 \tag{4.48}
\end{equation*}
$$



Figure 4.2: Tree-level Feynman diagrams with four external squark fields. The second diagram can have mirror variants. A wavy line represents gluons and a dotted line corresponds to squarks. Squark lines could be further marked with a $+(-)$ sign, to denote an $A_{+}\left(A_{-}\right)$field. The 4 -squark vertex of the action has been denoted by a solid rectangle, in order to indicate the squark-antisquark pairing; all remaining vertices are denoted by a solid circle.

These couplings receive quantum corrections, coming from the Feynman diagrams which are one-particle irreducible (1PI) and one-particle reducible (1PR) and are shown in Figs. 4.3 and 4.4, respectively. Note that here we introduce a non-zero mass for quarks and squarks in order to avoid IR divergences. It is worth mentioning that the Majorana nature of gluinos manifests itself in some diagrams, in which $\lambda-\lambda$ as well as $\bar{\lambda}-\bar{\lambda}$ propagators appear. The Majorana condition is the following:

$$
\begin{equation*}
\left(\bar{\lambda}^{\alpha}\right)^{T}=C \lambda^{\alpha} \tag{4.49}
\end{equation*}
$$

and the tree-level propagators that relate $\lambda-\lambda$ and $\bar{\lambda}-\bar{\lambda}$ are:

$$
\begin{align*}
& \left\langle\lambda^{\alpha_{1}}\left(q_{1}\right) \lambda^{\alpha_{2}}\left(q_{2}\right)\right)^{\text {tree }}=2 i \delta^{\alpha_{1} \alpha_{2}} \delta\left(q_{1}+q_{2}\right) \frac{1}{q_{1}} C^{\dagger}  \tag{4.50}\\
& \left\langle\bar{\lambda}^{\alpha_{1}}\left(q_{1}\right) \bar{\lambda}^{\alpha_{2}}\left(q_{2}\right)\right\rangle^{\text {tree }}=-2 i C \delta^{\alpha_{1} \alpha_{2}} \delta\left(q_{1}+q_{2}\right) \frac{1}{q_{2}} . \tag{4.51}
\end{align*}
$$

In order to obtain the renormalized quartic couplings, we impose renormalization conditions which result in the cancellation of divergences in the corresponding bare four-point Green's functions with external squark fields and thus, the renormalization factors are defined in such a way as to remove all divergences.

Note that in order to compute the four-point Green's functions, we have to symmetrize over identical external fields. As in the case of the Yukawa coupling [80], for convenience of computation, we are free to make appropriate choices of the external momenta. Having checked that no superficial IR divergences are generated,


Figure 4.3: One-loop 1PI Feynman diagrams leading to the fine-tuning of the quartic couplings. A wavy (solid) line represents gluons (quarks). A dotted (dashed) line corresponds to squarks (gluinos). In the above diagrams the directions of the external line depend on the particular Green's function under study. An arrow entering (exiting) a vertex denotes a $\lambda, \psi, A_{+}, A_{-}^{\dagger}\left(\bar{\lambda}, \bar{\psi}, A_{+}^{\dagger}, A_{-}\right)$ field. The 4 -squark vertex of the action has been denoted by a solid rectangle, in order to indicate the squark-antisquark pairing; all remaining vertices are denoted by a solid circle. Squark lines could be further marked with a $+(-)$ sign, to denote an $A_{+}\left(A_{-}\right)$field. All diagrams can have mirror variants. In diagrams 4 and 5 , there are additional variants in which two external outgoing (or incoming) lines stem from a 4 -squark vertex.
we compute the diagrams by setting the 2 external momenta of the squark fields in the fundamental representation to zero.

The choice of the external momenta for Green's functions does not affect their pole parts in $D R$ or their logarithmic dependence on the lattice spacing in $L R$. Since the
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Figure 4.4: One-loop 1PR Feynman diagrams leading to the fine-tuning of the quartic couplings. Notation is identical to that of Figure 4.3. Note that the "double dashed" line is the ghost field. All diagrams can have mirror variants. Unlike gluon tadpoles which vanish in dimensional regularization, the massive squark tadpole gives a nonzero contribution (diagram 21).
difference between the $\overline{\mathrm{MS}}$-renormalized and the corresponding bare Green's function enters in the extraction of the one-loop renormalization of the quartic couplings, we
present below this difference:

$$
\begin{align*}
& \left\langle A_{+f_{1}}^{\dagger \alpha_{1}}\left(q_{1}\right) A_{+f_{2}}^{\dagger \alpha_{2}}\left(q_{2}\right) A_{+f_{3}}^{\alpha_{3}}\left(q_{3}\right) A_{+f_{4}}^{\alpha_{4}}\left(q_{4}\right)\right\rangle^{\overline{\text { MS }}, 1 \text { loop }}-\left\langle A_{+f_{1}}^{\dagger \alpha_{1}}\left(q_{1}\right) A_{+f_{2}}^{\dagger \alpha_{2}}\left(q_{2}\right) A_{+f_{3}}^{\alpha_{3}}\left(q_{3}\right) A_{+f_{4}}^{\alpha_{4}}\left(q_{4}\right)\right\rangle^{D R, \text {,1loop }} \\
& =\frac{g^{4}}{64 \pi^{2} N_{c}^{2}} \frac{1}{\epsilon}\left[\left(2+4 N_{c}^{2}+\alpha\left(-2 \alpha+3(1+\alpha) N_{c}^{2}\right)-2 N_{c} N_{f}\right) \times\right. \\
& \left(\delta_{f_{1} f_{3}} \delta_{f_{2} f_{4}}\left(-\delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}}+N_{c} \delta^{\alpha_{1} \alpha_{4}} \delta^{\alpha_{2} \alpha_{3}}\right)\right. \\
& \left.\left.+\delta_{f_{1} f_{4}} \delta_{f_{2} f_{3}}\left(-\delta^{\alpha_{1} \alpha_{4}} \delta^{\alpha_{2} \alpha_{3}}+N_{c} \delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}}\right)\right)\right]  \tag{4.52}\\
& \left\langle A_{-f_{1}}^{\dagger \alpha_{1}}\left(q_{1}\right) A_{-f_{2}}^{\dagger \alpha_{2}}\left(q_{2}\right) A_{-f_{3}}^{\alpha_{3}}\left(q_{3}\right) A_{-f_{4}}^{\alpha_{4}}\left(q_{4}\right)\right\rangle^{\overline{\mathrm{MS}}, 1 \mathrm{loop}}-\left\langle A_{-f_{1}}^{\dagger \alpha_{1}}\left(q_{1}\right) A_{-f_{2}}^{\dagger \alpha_{2}}\left(q_{2}\right) A_{-f_{3}}^{\alpha_{3}}\left(q_{3}\right) A_{-f_{4}}^{\alpha_{\alpha_{4}}}\left(q_{4}\right)\right\rangle^{D R, \text { 1loop }} \\
& =\frac{g^{4}}{64 \pi^{2} N_{c}^{2}} \frac{1}{\epsilon}\left[\left(2+4 N_{c}^{2}+\alpha\left(-2 \alpha+3(1+\alpha) N_{c}^{2}\right)-2 N_{c} N_{f}\right) \times\right. \\
& \left(\delta_{f_{1} f_{3}} \delta_{f_{2} f_{4}}\left(-\delta^{\alpha_{3} \alpha_{1}} \delta^{\alpha_{4} \alpha_{2}}+N_{c} \delta^{\alpha_{4} \alpha_{1}} \delta^{\alpha_{3} \alpha_{2}}\right)\right. \\
& \left.\left.+\delta_{f_{1} f_{4}} \delta_{f_{2} f_{3}}\left(-\delta^{\alpha_{4} \alpha_{1}} \delta^{\alpha_{3} \alpha_{2}}+N_{c} \delta^{\alpha_{3} \alpha_{1}} \delta^{\alpha_{4} \alpha_{2}}\right)\right)\right]  \tag{4.53}\\
& \left\langle A_{+f_{1}}^{\dagger \alpha_{1}}\left(q_{1}\right) A_{+f_{2}}^{\alpha_{2}}\left(q_{2}\right) A_{-f_{3}}^{\dagger \alpha_{3}}\left(q_{3}\right) A_{-f_{4}}^{\alpha_{4}}\left(q_{4}\right)\right\rangle^{\overline{\mathrm{MS}}, 1 \text { loop }}-\left\langle A_{+f_{1}}^{\dagger \alpha_{1}}\left(q_{1}\right) A_{+f_{2}}^{\alpha_{2}}\left(q_{2}\right) A_{-f_{3}}^{\dagger \alpha_{3}}\left(q_{3}\right) A_{-f_{4}}^{\alpha_{4}}\left(q_{4}\right)\right\rangle^{D R, 1 \text { loop }} \\
& =\frac{g^{4}}{64 \pi^{2} N_{c}^{2}} \frac{1}{\epsilon}\left[\left(-2-4 N_{c}^{2}+\alpha\left(4-N_{c}^{2}+\alpha\left(-2+3 N_{c}^{2}\right)\right)+2 N_{c} N_{f}\right) \times\right. \\
& \left.\left.\delta_{f_{1} f_{2}} \delta_{f_{3} f_{4}}\left(N_{c} \delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{4} \alpha_{2}}-\delta^{\alpha_{1} \alpha_{2}} \delta^{\alpha_{4} \alpha_{3}}\right)\right)\right]  \tag{4.54}\\
& \left\langle A_{+f_{1}}\left(q_{1}\right) A_{-f_{2}}\left(q_{2}\right) A_{+f_{3}}\left(q_{3}\right) A_{-f_{4}}\left(q_{4}\right)\right\rangle^{\overline{\mathrm{MS}}, 1 \mathrm{loop}}-\left\langle A_{+f_{1}}\left(q_{1}\right) A_{-f_{2}}\left(q_{2}\right) A_{+f_{3}}\left(q_{3}\right) A_{-f_{4}}\left(q_{4}\right)\right\rangle^{D R, 1 \text { loop }}=0 \tag{4.55}
\end{align*}
$$

$\left\langle A_{-f_{1}}^{\dagger}\left(q_{1}\right) A_{+f_{2}}^{\dagger}\left(q_{2}\right) A_{-f_{3}}^{\dagger}\left(q_{3}\right) A_{+f_{4}}^{\dagger}\left(q_{4}\right)\right\rangle^{\overline{\mathrm{MS}}, 1 \mathrm{loop}}-\left\langle A_{-f_{1}}^{\dagger}\left(q_{1}\right) A_{+f_{2}}^{\dagger}\left(q_{2}\right) A_{-f_{3}}^{\dagger}\left(q_{3}\right) A_{+f_{4}}^{\dagger}\left(q_{4}\right)\right\rangle^{D R, \text { 1loop }}=0$
$\left\langle A_{+f_{1}}\left(q_{1}\right) A_{+f_{2}}^{\dagger}\left(q_{2}\right) A_{+f_{3}}\left(q_{3}\right) A_{-f_{4}}\left(q_{4}\right)\right\rangle^{\overline{\mathrm{MS}}, 1 \mathrm{loop}}-\left\langle A_{+f_{1}}\left(q_{1}\right) A_{+f_{2}}^{\dagger}\left(q_{2}\right) A_{+f_{3}}\left(q_{3}\right) A_{-f_{4}}\left(q_{4}\right)\right\rangle^{D R, 1 \text { loop }}=0$
$\left\langle A_{+f_{1}}\left(q_{1}\right) A_{+f_{2}}^{\dagger}\left(q_{2}\right) A_{-f_{3}}^{\dagger}\left(q_{3}\right) A_{+f_{4}}^{\dagger}\left(q_{4}\right)\right\rangle^{\overline{\mathrm{MS}}, 1 \mathrm{loop}}-\left\langle A_{+f_{1}}\left(q_{1}\right) A_{+f_{2}}^{\dagger}\left(q_{2}\right) A_{-f_{3}}^{\dagger}\left(q_{3}\right) A_{+f_{4}}^{\dagger}\left(q_{4}\right)\right\rangle^{D R, 1 \mathrm{loop}}=0$
$\left\langle A_{-f_{1}}^{\dagger}\left(q_{1}\right) A_{-f_{2}}\left(q_{2}\right) A_{+f_{3}}\left(q_{3}\right) A_{-f_{4}}\left(q_{4}\right)\right\rangle^{\overline{\mathrm{MS}}, 1 \mathrm{loop}}-\left\langle A_{-f_{1}}^{\dagger}\left(q_{1}\right) A_{-f_{2}}\left(q_{2}\right) A_{+f_{3}}\left(q_{3}\right) A_{-f_{4}}\left(q_{4}\right)\right\rangle^{D R, 1 \mathrm{loop}}=0$
$\left\langle A_{-f_{1}}^{\dagger}\left(q_{1}\right) A_{-f_{2}}\left(q_{2}\right) A_{-f_{3}}^{\dagger}\left(q_{3}\right) A_{+f_{4}}^{\dagger}\left(q_{4}\right)\right\rangle^{\overline{\mathrm{MS}}, 1 \text { loop }}-\left\langle A_{-f_{1}}^{\dagger}\left(q_{1}\right) A_{-f_{2}}\left(q_{2}\right) A_{-f_{3}}^{\dagger}\left(q_{3}\right) A_{+f_{4}}^{\dagger}\left(q_{4}\right)\right\rangle^{D R, 1 \text { loop }}=0$.

Note that in the case of finite bare Green's functions, the $\overline{\mathrm{MS}}$-renormalized Green's functions coincide with the bare ones in $D R$.

For the renormalization conditions, we recall the definitions of the renormalization factor of the gauge coupling in Eq. (4.25) and of the renormalization mixing matrix for the squark fields in Eq. (4.27). As noted earlier, this $2 \times 2$ renormalization matrix is diagonal in the $D R$ and $\overline{\mathrm{MS}}$ scheme whereas it is non diagonal and the component $A_{+}\left(A_{-}\right)$mixes with $A_{-}^{\dagger}\left(A_{+}^{\dagger}\right)$ on the lattice.

We also revisit the renormalization factor of the gauge parameter $Z_{\alpha}$, which is defined as follows:

$$
\begin{equation*}
\alpha^{R}=Z_{\alpha}^{-1} Z_{u} \alpha^{B} \tag{4.61}
\end{equation*}
$$

By calculating the gluon self energy, it is found to be transverse, reflecting the gauge invariance of the theory. Since there is no longitudinal part for the gluon self energy, $Z_{\alpha}$ receives no one-loop contribution. $Z_{u}$ is the renormalization factor of the gluon field and its definition is shown in Eq. (4.22).

In $D R$, we are interested in getting rid of the pole parts in bare continuum Green's functions; this requires not only the renormalization factors of the fields, of the gauge coupling, $Z_{g}$, and of the gauge parameter, $Z_{\alpha}$, but requires a special treatment of the bare quartic coupling multiplying also with $Z_{\lambda_{1}}$. The quartic coupling is renormalized as follows:

$$
\begin{equation*}
\lambda_{1}=Z_{\lambda_{1}}^{-1} Z_{g}^{-2} \mu^{2 \epsilon}\left(g^{R}\right)^{2} \tag{4.62}
\end{equation*}
$$

At the lowest perturbative order, it holds that $Z_{g} Z_{\lambda_{1}}=1$, and consequently, the renormalized quartic coupling aligns with the gauge coupling.

Considering the example of the Green's function in $D R$ with four external squark fields $A_{+}$and $A_{+}^{\dagger}$, the renormalization condition up to $g^{2}$ is expressed as follows:

$$
\begin{equation*}
\left.\left\langle A_{+}\left(q_{1}\right) A_{+}^{\dagger}\left(q_{2}\right) A_{+}\left(q_{3}\right) A_{+}^{\dagger}\left(q_{4}\right)\right\rangle\right|^{\overline{\mathrm{MS}}}=\left.\left(Z_{A}^{-2}\right)_{++}\left\langle A_{+}\left(q_{1}\right) A_{+}^{\dagger}\left(q_{2}\right) A_{+}\left(q_{3}\right) A_{+}^{\dagger}\left(q_{4}\right)\right\rangle\right|^{\text {bare }} \tag{4.63}
\end{equation*}
$$

As in the case of the Yukawa coupling renormalization, all appearances of coupling constants, and the gauge parameter in the right-hand side of Eq. (4.63) must be
expressed in terms of their renormalized values, via Eq. (4.25), Eq. (4.62), and Eq. (4.61).

The renormalization factors in $D R$ which appear in the right-hand side of the renormalization condition are shown bellow [48]:

$$
\begin{align*}
Z_{A_{ \pm}}^{D R, \overline{\mathrm{MS}}} & =1+\frac{g^{2} C_{F}}{16 \pi^{2}} \frac{1}{\epsilon}(-1+\alpha)  \tag{4.64}\\
Z_{g}^{D R, \overline{\mathrm{MS}}} & =1+\frac{g^{2}}{16 \pi^{2}} \frac{1}{\epsilon}\left(\frac{3}{2} N_{c}-\frac{1}{2} N_{f}\right)  \tag{4.65}\\
Z_{u}^{D R, \overline{\mathrm{MS}}} & =1+\frac{g^{2}}{16 \pi^{2}} \frac{1}{\epsilon}\left[\left(\frac{\alpha}{2}-\frac{3}{2}\right) N_{c}+N_{f}\right]  \tag{4.66}\\
Z_{\alpha}^{D R, \overline{\mathrm{MS}}} & =1+\mathcal{O}\left(g^{4}\right) \tag{4.67}
\end{align*}
$$

where $C_{F}=\left(N_{c}^{2}-1\right) /\left(2 N_{c}\right)$ is the quadratic Casimir operator in the fundamental representation.

Utilizing Eq. (4.63) for all bare Green's functions that have pole parts (see Eqs. (4.52) - (4.54)), we obtain the same value for the renormalization factor of $\lambda_{1}^{D R, \overline{\mathrm{MS}}}$ :

$$
\begin{equation*}
Z_{\lambda_{1}}{ }^{D R, \overline{\mathrm{MS}}}=1+\mathcal{O}\left(g^{4}\right) . \tag{4.68}
\end{equation*}
$$

It is noteworthy that we obtain the same value for the renormalization factor of $\lambda_{1}^{\mathrm{DR}, \overline{\mathrm{MS}}}$ by setting the momenta of the squark fields that lie to the antifundamental representation to zero instead of those in the fundamental representation.

Eq. (4.68) implies that, at the quantum level, the renormalization of the quartic coupling in DR remains unaffected by one-loop corrections. This observation carries significant implications for our comprehension of the renormalization scheme in SQCD. Furthermore, it indicates that the corresponding renormalization on the lattice will be finite. While terms proportional to $\lambda_{2}-\lambda_{5}$ do not manifest in the $\overline{\mathrm{MS}}$ renormalization using DR , a finite mixture of these terms may emerge in $\overline{\mathrm{MS}}$ on the lattice. We anticipate that the $\overline{\mathrm{MS}}$ renormalization factors of gauge-invariant quantities will also be gauge-independent on the lattice, mirroring the behavior of $Z_{\lambda_{1}}^{\mathrm{DR}, \overline{\mathrm{MS}}}$.

### 4.3.3 Renormalization in Lattice Regularization

Shifting our focus to $L R$, it is crucial to note that despite the diagonal nature of the renormalization matrix of the squark fields in the $\overline{\mathrm{MS}}$ scheme and in $D R$, such simplicity does not carry over to the lattice. On the lattice, the mixing between squark components arises through the matrix $Z_{A}$, where the non-diagonal matrix elements are nonzero. Therefore, the renormalization conditions are not as straightforward as depicted in Eq. (4.63).

Taking into account the additional vertices on the lattice, we need to include additional one-loop Feynman diagrams to accurately calculate the fine-tuning of the quartic couplings on the lattice. These additional diagrams are illustrated in Fig. 4.5.


Figure 4.5: Additional one-loop Feynman diagrams leading to the fine-tuning of the quartic couplings on the lattice. Notation is identical to that of Fig. 4.3. Note that the "double dashed" line is the ghost field and the solid box in diagram 27 comes from the measure part of the lattice action.

Now, on the lattice the renormalization condition up to $g^{2}$ will be given by:

$$
\begin{align*}
\left.\left\langle A_{+}\left(q_{1}\right) A_{+}^{\dagger}\left(q_{2}\right) A_{+}\left(q_{3}\right) A_{+}^{\dagger}\left(q_{4}\right)\right\rangle\right|^{\overline{\mathrm{MS}}}= & \left\langle\left(\left(Z_{A}^{-1 / 2}\right)_{++}+\left(Z_{A}^{-1 / 2}\right)_{+-}\right) A_{+}\left(q_{1}\right)\right. \\
& \left(\left(Z_{A}^{-1 / 2}\right)_{++}^{\dagger}+\left(Z_{A}^{-1 / 2}\right)_{+-}^{\dagger}\right) A_{+}^{\dagger}\left(q_{2}\right) \\
& \left(\left(Z_{A}^{-1 / 2}\right)_{++}+\left(Z_{A}^{-1 / 2}\right)_{+-}\right) A_{+}\left(q_{3}\right) \\
& \left.\left(\left(Z_{A}^{-1 / 2}\right)_{++}^{\dagger}+\left(Z_{A}^{-1 / 2}\right)_{+-}^{\dagger}\right) A_{+}^{\dagger}\left(q_{4}\right)\right\rangle\left.\right|^{\text {bare }} . \tag{4.69}
\end{align*}
$$

As in the case of DR, all appearances of coupling constants, and of the gauge parameter in the right-hand side of Eq. (4.69) must be expressed in terms of their renormalized values. Analogous equations hold for the other Green's functions which involve the other matrix elements.

To provide a comprehensive overview, we revisit a collection of lattice results discussed in Ref. [48]:

$$
\begin{align*}
&\left(Z_{A}^{1 / 2}\right)^{L R, \overline{\mathrm{MS}}}=\mathbb{1}-\frac{g^{2} C_{F}}{16 \pi^{2}}\{ {\left[16.9216-3.7920 \alpha-(1-\alpha) \log \left(a^{2} \bar{\mu}^{2}\right)\right]\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) } \\
&\left.-0.1623\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right\},  \tag{4.70}\\
& Z_{g}^{L R, \overline{\mathrm{MS}}}= 1+\frac{g^{2}}{16 \pi^{2}}\left[-9.8696 \frac{1}{N_{c}}+N_{c}\left(12.8904-\frac{3}{2} \log \left(a^{2} \bar{\mu}^{2}\right)\right)\right. \\
&\left.\quad-N_{f}\left(0.4811-\frac{1}{2} \log \left(a^{2} \bar{\mu}^{2}\right)\right)\right],  \tag{4.71}\\
& Z_{u}^{L R, \overline{\mathrm{MS}}}=1+\frac{g^{2}}{16 \pi^{2}}\left[19.7392 \frac{1}{N_{c}}-N_{c}\left(18.5638-1.3863 \alpha+\left(-\frac{3}{2}+\frac{\alpha}{2}\right) \log \left(a^{2} \bar{\mu}^{2}\right)\right)\right. \\
& Z_{\alpha}^{L R, \overline{\mathrm{MS}}=} \begin{array}{l}
1+\mathcal{O}\left(g^{4}\right) .
\end{array} \tag{4.72}
\end{align*}
$$

The computation of all four-point Green's functions on the lattice is currently in progress [67, 68].

### 4.4 Possible Extensions

The perturbative renormalization of the Yukawa and quartic couplings completes the one-loop fine-tuning of the SQCD action on the lattice, paving the way for numerical simulations of SQCD. The results of this work will be particularly relevant for the setup and the calibration of lattice numerical simulations of SQCD. In the coming years, it is expected that simulations of supersymmetric theories will become ever more feasible and precise. It would be highly interesting to apply these fine-tunings in Monte Carlo simulations of the SQCD action.

A natural extension of this work would be the perturbative calulations of all finetunings in SQCD on the lattice using chirally invariant actions. In particular, the overlap action can be used for gluino and quark fields, in order to ensure correct chiral properties. There is clear risk involved in simulating overlap fermions, since this is very expensive in CPU time. On the other hand, the number of parameters which need finetuning is minimized, and this is a significant advantage for these kind of calculations. Nevertheless, fixing the correct values of these parameters still entails calculating a plethora of Green's functions.

## Chapter 5

## Gauge-invariant Renormalization of Four-quark Operators in Lattice QCD

The remarkable success of the SM in accurately describing electroweak and strong interactions at the fundamental level lies in the fact that the SM Lagrangian incorporates all pertinent operators with dimensions $\leq 4$. These operators are constructed using the elementary particle fields that have already been observed and adhere to the principles of Lorentz invariance and gauge symmetry. The potential influence of higher-dimensional ( $D>4$ ) effective operators, not encompassed within the SM Lagrangian, is anticipated to be inherently small. This is due to their suppression by negative powers of the high-energy scale $M$, characterizing physics beyond the SM, expressed as $M^{4-D}$, with allowances for logarithmic correction. In this framework, operators with a dimension of $D=6$, such as the four-quark operators, assume a particular significance, as their impact is suppressed by $M^{-2}$.

Furthermore by the high precision achieved in experimental CKM matrix element measurements, the study of four-quark operators becomes even more pertinent in the context of potential discoveries at the Large Hadron Collider (LHC), such as new tetraquarks [92-95]. Thus it is important to explore their properties numerically on the lattice; this calls for a detailed investigation of the corresponding four-quark operators.

Phenomenological bag parameters are other important lattice quantities associated with four-quark operators [96]. For instance, the kaon bag parameter, $B_{K}$, is defined as [97-103]:

$$
\begin{equation*}
\frac{8}{3} m_{K}^{2} f_{K}^{2} B_{K}(\mu)=\left\langle\bar{K}^{0}\right| \mathcal{O}\left|K^{0}\right\rangle \tag{5.1}
\end{equation*}
$$

where $m_{K}$ is the kaon mass, $f_{K}$ is the decay constant, $\mu$ is the renormalization scale and the relevant four-quark operator, $\mathcal{O}$, is:

$$
\begin{equation*}
\mathcal{O}=\bar{\psi}_{s} \gamma_{\mu}\left(1-\gamma_{5}\right) \psi_{d} \bar{\psi}_{s} \gamma_{\mu}\left(1-\gamma_{5}\right) \psi_{d} \tag{5.2}
\end{equation*}
$$

where $s$ and $d$ stand for strange and down quarks. $B_{K}$ must be calculated nonperturbatively, and this nonperturbative calculation requires the renormalization of the four-quark operator within a continuum renormalization scheme, such as the widely used $\overline{\mathrm{MS}}$ scheme. This ensures compatibility with experimental data and facilitates comparison with phenomenology. In the literature, determinations of $B_{K}$ are known to high precision $[102,103]$, and the results are all consistent.

Calculating matrix elements of four-quark operators in lattice QCD offers insights into a wide range of phenomena, including weak decays of hadrons [104] and electroweak interactions. Moreover, the renormalization of four-fermion operators find utility in models of new physics beyond the SM. In these cases, the complete basis of 4 -fermion operators plays a role in determining neutral meson mixing amplitudes. This holds true, for example, in SUSY models [105].

In this chapter, we focus on the renormalization of four-quark operators which involved in flavor-changing $\Delta F=2$ processes. The main objective laid out in this work is the study of four-quark operators under renormalization using both GIRS and $\overline{\mathrm{MS}}$ schemes. In particular, we provide the conversion matrices between GIRS and $\overline{\mathrm{MS}}$. On one hand, the conversion matrices depend on both scales. On the other hand, the conversion matrices are regularization-independent, and thus we can compute them in dimensional regularization, where perturbative computation can be performed more readily and to higher-loop order. For this purpose, we calculate the first quantum corrections for the two-point and three-point Green's functions using coordinate space in DR , where we regularize the theory in $D \equiv 4-2 \epsilon$ dimensions. By imposing the renormalization conditions on these bare one-loop Green's functions we compute the perturbative renormalization constants for a complete basis of $\Delta F=2$ four-quark operators, and we determine their gauge invariant mixing patterns. In
particular, the theoretical foundation of our study is based on the most general weak effective Hamiltonian, describing parity-even and parity-odd four-quark operators. The interplay of these operators during renormalization underline the complexity of the investigation.

In the following sections, we detail GIRS scheme, discussing both its merits and its drawbacks. We outline the formulation, presenting the definitions of the operators along with their property symmetries, providing the necessary Green's functions for studying four-quark operator renormalization in GIRS, specifying the implied renormalization conditions, and establishing the definition of the conversion matrices between GIRS and MS. Afterwards, we describe our methodology for computing the two-point and three-point GIRS Green's functions using dimensional regularization. Subsequently, we provide perturbative results for these Green's functions, along with the mixing matrices and the conversion matrices between GIRS and $\overline{\mathrm{MS}}$, in DR. Lastly, we summarize our findings and outline potential calculations for future work.

### 5.1 Gauge Invariant Renormalization Scheme (GIRS)

Gauge Invariant Renormalization Scheme (GIRS) was initially developed in Ref. [9] as an extension of the coordinate space (X-space) renormalization approach [10, 106-109]. Its purpose was to ensure applicability in both continuum and lattice regularizations, thus enabling connections with continuum schemes. GIRS is a gauge-invariant and mass-independent method for renormalizing composite operators on the lattice. This approach focuses on Green's functions of products of gauge-invariant operators at different spacetime points in order to avoid potential contact singularities. These Green's functions can be calculated nonperturbatively in numerical simulations without requiring to fix a specific gauge, allowing for a fully nonperturbative renormalization process to this "intermediate" scheme.

As of now, the utilization of the X -space scheme on the lattice remains relatively limited. Primarily, its application has focused on the multiplicative renormalization of fermion bilinear operators. However, studies involving more complex operators, like the four-fermion operators, have been explored in works such as [110].

In GIRS we examine two-point Green's functions of the form:

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}(x) \mathcal{O}_{2}(y)\right\rangle, \quad(x \neq y) \tag{5.3}
\end{equation*}
$$

where $\mathcal{O}_{1}(x)$ and $\mathcal{O}_{2}(y)$ denote gauge-invariant operators situated at distinct spacetime points. Frequently, the renormalization factors of these operators in GIRS can be determined solely by studying two-point Green's functions. However, in some cases, as in this work, the analysis of three-point Green's functions becomes necessary.

GIRS scheme offers several advantages that simplify its implementation in lattice simulations [9]:

- The Green's functions in GIRS are gauge-invariant. Therefore, when mixing occurs, the number of operators involved in the mixing is reduced as we exclude gauge-variant operators, such as operators that are invariant under BRST symmetry and operators that vanish by the equations of motion. These gauge-variant operators include ghost fields and/or gauge-fixing terms which are defined in perturbation theory and it can be challenging to study in a nonperturbative context. Consequently, excluding the aforementioned operators is advantageous when investigating the nonperturbative renormalization of gauge-invariant operators through lattice simulations.
- By utilizing GIRS, no gauge fixing is required and thus, we can evade issues of fixing a covariant gauge on the lattice [111, 112]. Furthermore, we can conduct calculations perturbatively in a gauge where the momentum-loop integrals are more straightforward, such as the Feynman gauge, since Green's functions in GIRS do not depend on the gauge-fixing parameter.
- When mixing does not occur, perturbative computations within the GIRS framework can be carried out using Feynman diagrams with only one external momentum. This approach, known as a massless renormalization scheme, allows for the application of established techniques developed for evaluating such diagrams to very high perturbative orders. (see, e.g., [82-87, 113]).
- In order to obtain the conversion factors from GIRS to $\overline{\mathrm{MS}}$, you can perform only continuum perturbative calculations since GIRS renormalization functions can be determined entirely non-perturbatively, without relying on lattice perturbation theory.
- In contrast to standard renormalization schemes in momentum space, in GIRS contact terms are naturally excluded $(x \neq y)$.

Certainly, GIRS has its drawbacks as well:

- The absence of contact terms in GIRS comes at the cost of introducing exponentials in Feynman integrals, which can complicate their computation.
- Calculations within GIRS, at a specific order in perturbation theory, necessitate diagrams with an additional loop compared to other schemes.
- When mixing arises, it often requires the study of Green's functions with more than two external points. While this complexity is not unique to GIRS and exists in other schemes as well, it still presents a challenge.

As previously stated GIRS is an intermediate scheme enabling the direct derivation of renormalization functions through lattice simulations. The primary objective entails acquiring renormalized Green's functions within the $\overline{\mathrm{MS}}$ scheme, widely used for experimental data analysis. To achieve this objective, it is essential to calculate suitable conversion factors between GIRS and $\overline{\mathrm{MS}}$ schemes. These conversion factors are finite and independent of regularization.

### 5.2 Formulation and Calculation Setup

In this section, we briefly introduce the formulation of our study, along with the notation utilized throughout this project. We provide definitions of the four-quark operators, as well as their transformation properties under parity, charge conjugation and flavor exchange symmetries. These symmetries allow mixing between specific groups of operators, which arise at the quantum level. Furthermore, we describe the required Green's functions for studying the renormalization of four-quark operators in GIRS, the implied renormalization conditions, and we define the conversion matrices between GIRS and $\overline{\mathrm{MS}}$. Note that there are multiple possibilities for defining GIRS, each leading to different conversion matrices and we present one of them in Section 5.3.

Our calculations are performed within the framework of QCD. The action of QCD in Euclidean spacetime is given by:

$$
\begin{equation*}
S_{\mathrm{QCD}}=\int d^{4} x\left[\frac{1}{4} F_{\mu \nu}^{a} F^{a \mu \nu}+\sum_{i} \bar{\psi}_{f_{i}}\left(\gamma_{\mu} D_{\mu}+m_{f_{i}}\right) \psi_{f_{i}}\right], \tag{5.4}
\end{equation*}
$$

where $F_{\mu \nu}^{a}$ represents the gluon field strength tensor, $\psi$ denotes the quark field of flavor, $f_{i}$, and $D_{\mu}$ is the covariant derivative, which accounts the interaction of quarks with the gluon $\left(A_{\mu}\right)$ fields: $D_{\mu} \psi=\partial_{\mu} \psi+i g A_{\mu} \psi$. Index $a$ is the color index in adjoint representation of the gauge group.

Note that we use a mass-idependent scheme, and the masses $m_{f_{i}}$ are kept zero throughout to preserve the chiral symmetry. In this way we will exclude complicated renormalization patterns for the four-quark operators since this procedure does not allow mixing among operators of different chirality and operators which are multiplied by masses.

### 5.2.1 Definition of the Four-quark Operators and their Symmetry Properties

We investigate four-quark composite operators of the form:

$$
\begin{equation*}
\mathcal{O}_{\Gamma \tilde{\Gamma}}(x)=\bar{\psi}_{f_{1}}(x) \Gamma \psi_{f_{3}}(x) \bar{\psi}_{f_{2}}(x) \tilde{\Gamma} \psi_{f_{4}}(x), \tag{5.5}
\end{equation*}
$$

where $\Gamma$ and $\tilde{\Gamma}$ denote products of Dirac matrices:

$$
\begin{equation*}
\Gamma, \tilde{\Gamma} \in\left\{\mathbb{1}, \gamma_{5}, \gamma_{\mu}, \gamma_{\mu} \gamma_{5}, \sigma_{\mu \nu}, \gamma_{5} \sigma_{\mu \nu}\right\} \equiv\{S, P, V, A, T, \tilde{T}\}, \quad \sigma_{\mu \nu}=\frac{1}{2}\left[\gamma_{\mu}, \gamma_{\nu}\right] \tag{5.6}
\end{equation*}
$$

and $f_{i}$ represent the flavor indices on quark fields $\psi$; color and spinor indices are implied. In our study, we focus on four-quark operators with $\Gamma=\tilde{\Gamma}$ and $\Gamma=\tilde{\Gamma} \gamma_{5}$, which are scalar or pseudoscalar quantities under rotational symmetry.

One complication in the study of these operators is that mixing is allowed among fourquark operators with different Dirac matrices, under renormalization, as dictated by symmetries. In order to study the mixing of the four-quark operators at the quantum level, it is convenient to construct operators with exchanged flavors of their quark fields, which are related to the original operators through the Fierz-Pauli-Kofink identity (the
superscript letter $F$ stands for Fierz) [22]:

$$
\begin{align*}
& \mathcal{O}_{\Gamma \tilde{\Gamma}} \equiv\left(\bar{\psi}_{f_{1}} \Gamma \psi_{f_{3}}\right)\left(\bar{\psi}_{f_{2}} \tilde{\Gamma} \psi_{f_{4}}\right) \equiv \sum_{x} \sum_{a, c}\left(\bar{\psi}_{f_{1}}^{a}(x) \Gamma \psi_{f_{3}}^{a}(x)\right)\left(\bar{\psi}_{f_{2}}^{c}(x) \tilde{\Gamma} \psi_{f_{4}}^{c}(x)\right),  \tag{5.7}\\
& \mathcal{O}_{\Gamma \tilde{\Gamma}}^{F} \equiv\left(\bar{\psi}_{f_{1}} \Gamma \psi_{f_{4}}\right)\left(\bar{\psi}_{f_{2}} \tilde{\Gamma} \psi_{f_{3}}\right) \equiv \sum_{x} \sum_{a, c}\left(\bar{\psi}_{f_{1}}^{a}(x) \Gamma \psi_{f_{4}}^{a}(x)\right)\left(\bar{\psi}_{f_{2}}^{c}(x) \tilde{\Gamma} \psi_{f_{3}}^{c}(x)\right), \tag{5.8}
\end{align*}
$$

where Dirac indices are implicit, and color indices are denoted by Latin letters $a, c$.
In order to study the renormalization of the four-quark operators, we considered the symmetries of the QCD action, with 4 degenerate quarks: Parity $\mathcal{P}$, Charge conjugation $\mathcal{C}$, Flavor exchange symmetry $\mathcal{S} \equiv\left(\psi_{f_{3}} \leftrightarrow \psi_{f_{4}}\right)$, Flavor Switching symmetries $\mathcal{S}^{\prime} \equiv\left(\psi_{f_{1}} \leftrightarrow\right.$ $\left.\psi_{f_{3}}, \psi_{f_{2}} \leftrightarrow \psi_{f_{4}}\right)$ and $\mathcal{S}^{\prime \prime} \equiv\left(\psi_{f_{1}} \leftrightarrow \psi_{f_{4}}, \psi_{f_{3}} \leftrightarrow \psi_{f_{2}}\right)$ [114]. Operators which have the same behavior under these symmetries can mix. The parity $\mathcal{P}$ and charge conjugation $\mathcal{C}$ transformations on quarks and antiquarks are defined in the Eqs. (3.36) and (3.37), respectively.

Referring to [114-116], we derive the complete basis of dimension-six, four-quark operators that undergo mixing during renormalization. This derivation is based in general symmetry principles, particularly those stemming from the flavor symmetries, which are also preserved on the lattice. Note that, four-quark operators, which involved in flavor-changing $\Delta F=2$ processes, can mix only with other dimension-six operators with the same quantum numbers and not with lower dimensional operators as they do not have the same four-flavor content.

In Table 5.1, we illustrate the transformations of the four-quark operators $\mathcal{O}_{\Gamma \tilde{\Gamma}}$ under $\mathcal{P}$, $\mathcal{C S} \mathcal{S}^{\prime}, \mathcal{C} \mathcal{S}^{\prime \prime}, \mathcal{C P} \mathcal{S}^{\prime}$ and $\mathcal{C P} \mathcal{S}^{\prime \prime}$. It is worth mentioning that the Parity Violating operators, which does not obey $\mathcal{C \mathcal { S } ^ { \prime \prime }}$ symmetry, have been symmetrized or antisymmetrized to generate eigenstates of $\mathcal{\mathcal { S }} \mathcal{S}^{\prime \prime}$. For the Fierz four-quark operators $\mathcal{O}_{\Gamma \tilde{\Gamma}}^{F}$, we must exchange the columns $\mathcal{C} \mathcal{S}^{\prime} \rightarrow \mathcal{C} \mathcal{S}^{\prime \prime}$ and $\mathcal{C P S} \mathcal{S}^{\prime} \rightarrow \mathcal{C} \mathcal{S}^{\prime \prime}$.

The new basis of operators can be further decomposed into smaller independent bases according to the discrete symmetries $\mathcal{P}, \mathcal{S}, \mathcal{C} \mathcal{S}^{\prime}$ and $\mathcal{C} \mathcal{S S}^{\prime \prime}$. Following the notation of Ref. [115], the 20 operators of Table 5.1 (including the Fierz operators) are classified into 4 categories:
(a) Parity Conserving $(\mathcal{P}=+1)$ operators with $\mathcal{S}=+1: Q_{i}^{S=+1}, \quad(i=1,2, \ldots, 5)$,
(b) Parity Conserving $(\mathcal{P}=+1)$ operators with $\mathcal{S}=-1: Q_{i}^{S=-1}, \quad(i=1,2, \ldots, 5)$,

|  | $\mathcal{P}$ | $\mathcal{C S}^{\prime}$ | $\mathcal{C S}^{\prime \prime}$ | $\mathcal{C P S}^{\prime}$ | $\mathcal{C P S}^{\prime \prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{O}_{V V}$ | + | + | + | + | + |
| $\mathcal{O}_{A A}$ | + | + | + | + | + |
| $\mathcal{O}_{P P}$ | + | + | + | + | + |
| $\mathcal{O}_{S S}$ | + | + | + | + | + |
| $\mathcal{O}_{T T}$ | + | + | + | + | + |
| $\mathcal{O}_{[V A+A V]}$ | - | - | - | + | + |
| $\mathcal{O}_{[V A-A V]}$ | - | - | + | + | - |
| $\mathcal{O}_{[S P-P S]}$ | - | + | - | - | + |
| $\mathcal{O}_{[S P+P S]}$ | - | + | + | - | - |
| $\mathcal{O}_{T \tilde{T}}$ | - | + | + | - | - |

Table 5.1: Transformations of the four-quark operators $\mathcal{O}_{\Gamma \tilde{\Gamma}}$ under $\mathcal{P}, \mathcal{C S}^{\prime}, \mathcal{C S}^{\prime \prime}$, $\mathcal{C P} \mathcal{S}^{\prime}$ and $\mathcal{C P} \mathcal{S}^{\prime \prime}$ are noted. The operators $\mathcal{O}_{\tilde{T} T}$ and $\mathcal{O}_{\tilde{T} \tilde{T}}$ are not explicitly shown in the above matrix, as they coincide with $\mathcal{O}_{T \tilde{T}}$ and $\mathcal{O}_{T T}$, respectively. For the Fierz four-quark operators $\mathcal{O}_{\Gamma \tilde{\Gamma}}^{F}$, we must exchange the columns $\mathcal{C S}^{\prime} \rightarrow \mathcal{C S}^{\prime \prime}$ and $\mathcal{C P S}{ }^{\prime} \rightarrow \mathcal{C P S}^{\prime \prime}$ [115].
(c) Parity Violating $(\mathcal{P}=-1)$ operators with $\mathcal{S}=+1: \mathcal{Q}_{i}^{S=+1}, \quad(i=1,2, \ldots, 5)$,
(d) Parity Violating $(\mathcal{P}=-1)$ operators with $\mathcal{S}=-1: \mathcal{Q}_{i}^{S=-1}, \quad(i=1,2, \ldots, 5)$,
which are given, explicitly, below:

$$
\left\{\begin{align*}
& Q_{1}^{S= \pm 1} \equiv \frac{1}{2}\left[\mathcal{O}_{V V} \pm \mathcal{O}_{V V}^{F}\right]+\frac{1}{2}\left[\mathcal{O}_{A A} \pm \mathcal{O}_{A A}^{F}\right]  \tag{5.9}\\
& Q_{2}^{S= \pm 1} \equiv \frac{1}{2}\left[\mathcal{O}_{V V} \pm \mathcal{O}_{V V}^{F}\right]-\frac{1}{2}\left[\mathcal{O}_{A A} \pm \mathcal{O}_{A A}^{F}\right] \\
& Q_{3}^{S= \pm 1} \equiv \frac{1}{2}\left[\mathcal{O}_{S S} \pm \mathcal{O}_{S S}^{F}\right]-\frac{1}{2}\left[\mathcal{O}_{P P} \pm \mathcal{O}_{P P}^{F}\right] \\
& Q_{4}^{S= \pm 1} \equiv \frac{1}{2}\left[\mathcal{O}_{S S} \pm \mathcal{O}_{S S}^{F}\right]+\frac{1}{2}\left[\mathcal{O}_{P P} \pm \mathcal{O}_{P P}^{F}\right] \\
& Q_{5}^{S= \pm 1} \equiv \frac{1}{2}\left[\mathcal{O}_{T T} \pm \mathcal{O}_{T T}^{F}\right],
\end{align*}\right.
$$

$$
\begin{align*}
& \left\{\mathcal{Q}_{1}^{S= \pm 1} \equiv \frac{1}{2}\left[\mathcal{O}_{V A} \pm \mathcal{O}_{V A}^{F}\right]+\frac{1}{2}\left[\mathcal{O}_{A V} \pm \mathcal{O}_{A V}^{F}\right],\right. \\
& \left\{\begin{array}{l}
\mathcal{Q}_{2}^{S= \pm 1} \equiv \frac{1}{2}\left[\mathcal{O}_{V A} \pm \mathcal{O}_{V A}^{F}\right]-\frac{1}{2}\left[\mathcal{O}_{A V} \pm \mathcal{O}_{A V}^{F}\right], \\
\mathcal{Q}_{3}^{S= \pm 1} \equiv \frac{1}{2}\left[\mathcal{O}_{P S} \pm \mathcal{O}_{P S}^{F}\right]-\frac{1}{2}\left[\mathcal{O}_{S P} \pm \mathcal{O}_{S P}^{F}\right],
\end{array}\right. \\
& \left\{\begin{array}{l}
\mathcal{Q}_{4}^{S= \pm 1} \equiv \frac{1}{2}\left[\mathcal{O}_{P S} \pm \mathcal{O}_{P S}^{F}\right]+\frac{1}{2}\left[\mathcal{O}_{S P} \pm \mathcal{O}_{S P}^{F}\right], \\
\mathcal{Q}_{5}^{S= \pm 1} \equiv \frac{1}{2}\left[\mathcal{O}_{T \tilde{T}} \pm \mathcal{O}_{T \tilde{T}}^{F}\right] .
\end{array}\right. \tag{5.10}
\end{align*}
$$

Note that there is a summation over all independent Lorentz indices (if any), of the Dirac matrices. The operators of Eqs. (5.9) and (5.10) are grouped together according to their mixing pattern. Therefore, the mixing matrices $Z^{S= \pm 1}\left(\mathcal{Z}^{S= \pm 1}\right)$, which renormalize the Parity Conserving (Violating) operators, take the following form:

$$
Z^{S= \pm 1}=\left(\begin{array}{ccccc}
Z_{11} & Z_{12} & Z_{13} & Z_{14} & Z_{15}  \tag{5.11}\\
Z_{21} & Z_{22} & Z_{23} & Z_{24} & Z_{25} \\
Z_{31} & Z_{32} & Z_{33} & Z_{34} & Z_{35} \\
Z_{41} & Z_{42} & Z_{43} & Z_{44} & Z_{45} \\
Z_{51} & Z_{52} & Z_{53} & Z_{54} & Z_{55}
\end{array}\right)^{S= \pm 1} \quad, \quad \mathcal{Z}^{S= \pm 1}=\left(\begin{array}{ccccc}
\mathcal{Z}_{11} & 0 & 0 & 0 & 0 \\
0 & \mathcal{Z}_{22} & \mathcal{Z}_{23} & 0 & 0 \\
0 & \mathcal{Z}_{32} & \mathcal{Z}_{33} & 0 & 0 \\
0 & 0 & 0 & \mathcal{Z}_{44} & \mathcal{Z}_{45} \\
0 & 0 & 0 & \mathcal{Z}_{54} & \mathcal{Z}_{55}
\end{array}\right)^{S= \pm 1} .
$$

The renormalized Parity Conserving (Violating) operators, $\hat{Q}^{S= \pm 1}\left(\hat{\mathcal{Q}}^{S= \pm 1}\right)$, are defined as follows:

$$
\begin{equation*}
\hat{Q}_{l}^{S= \pm 1}=Z_{l m}^{S= \pm 1} \cdot Q_{m}^{S= \pm 1}, \quad \hat{\mathcal{Q}}_{l}^{S= \pm 1}=\mathcal{Z}_{l m}^{S= \pm 1} \cdot \mathcal{Q}_{m}^{S= \pm 1} \tag{5.12}
\end{equation*}
$$

where $l, m=1, \ldots, 5$ and a sum over $m$ is implied.
In principle, the four-quark operators can also mix with a number of possible lower dimensional operators, which have the same symmetry properties. However, in this work, we focus on operators which change flavor numbers by two units $(\Delta F=2)$; thus, $f_{1} \notin\left\{f_{3}, f_{4}\right\}$ and $f_{2} \notin\left\{f_{3}, f_{4}\right\}$, which forbid such additional mixing.

### 5.2.2 Green's Functions and Feynman Diagrams

In this work, GIRS is employed for extracting the renormalization matrices $Z^{S= \pm 1}$ and $\mathcal{Z}^{S= \pm 1}$. In the case of a multiplicatively renormalizable operator, $\mathcal{O}$, a typical condition in GIRS has the following form:

$$
\begin{equation*}
\left.\left(Z_{\mathcal{O}}^{\text {GIRS }}\right)^{2}\left\langle\mathcal{O}(x) \mathcal{O}^{\dagger}(y)\right\rangle\right|_{x-y=\bar{z}}=\left.\left\langle\mathcal{O}(x) \mathcal{O}^{\dagger}(y)\right\rangle^{\text {tree }}\right|_{x-y=\bar{z}} \tag{5.13}
\end{equation*}
$$

where $\bar{z}$ is a nonzero renormalization 4 -vector scale. To ensure that discretization effects are manageable and that we can effectively connect with continuum perturbation theory, the scale $\bar{z}$ has to be within the range where the lattice spacing $a$ is much smaller than $\bar{z}$, but $\bar{z}$ itself is much smaller than the inverse of the QCD scale $\Lambda_{\mathrm{QCD}}$.

Note that the Green's function $\left\langle\mathcal{O}(x) \mathcal{O}(y)^{\dagger}\right\rangle$ is gauge independent and thus, a nonperturbative implementation of such a scheme on the lattice avoids gauge fixing
altogether and the numerical simulation becomes more straightforward and statistically robust without the issue of Gribov copies. When operator mixing occurs, we need to consider a set of conditions involving more than one Green's functions of two or more gauge-invariant operators, each of which has a similar form to Eq. (5.13), i.e., the renormalized Green's functions are set to their tree-level values when the operators' space-time separations equal to specific reference scales.

In our study, the determination of the $5 \times 5$ mixing matrices of Eq. (5.11) requires the calculation of (i) two-point Green's functions with two four-quark operators and (ii) three-point Green's functions with one four-quark operator and two lower dimensional operators, e.g., quark bilinear operators:

$$
\begin{equation*}
\mathcal{O}_{\Gamma}(x)=\bar{\psi}_{f_{1}}(x) \Gamma \psi_{f_{2}}(x) . \tag{5.14}
\end{equation*}
$$

All operators are placed at different spacetime points, in a way as to avoid potential contact singularities:

$$
\begin{align*}
G_{\mathcal{O}_{\Gamma \bar{\Gamma}} ; \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma}^{\prime}}}^{2 \mathrm{pt}}(z) & \equiv\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma}^{\prime}}^{\dagger}(y)\right\rangle, & z \equiv x-y, x \neq y, \\
G_{\mathcal{O}_{\Gamma^{\prime}} ; \mathcal{O}_{\Gamma \tilde{\Gamma}} ; \mathcal{O}_{\Gamma^{\prime \prime}}}^{3 \mathrm{pt}}\left(z, z^{\prime}\right) & \equiv\left\langle\mathcal{O}_{\Gamma^{\prime}}(x) \mathcal{O}_{\Gamma \tilde{\Gamma}}(y) \mathcal{O}_{\Gamma^{\prime \prime}}(w)\right\rangle, & z \equiv x-y, z^{\prime} \equiv y-w, x \neq y \neq w \neq x . \tag{5.16}
\end{align*}
$$

Two-point Green's functions with one four-quark operator and one bilinear operator are not considered since they vanish when $\Delta F=2$. In principle, the perturbative calculation of the Green's functions of Eqs. (5.15) and (5.16) can be performed for generic Dirac matrices $\Gamma, \tilde{\Gamma}, \Gamma^{\prime}, \tilde{\Gamma}^{\prime}, \Gamma^{\prime \prime}$, which do not lead to vanishing result. However, when we construct the renormalization conditions, we specify the Dirac matrices for both four-quark ( $Q_{i}$ and $\mathcal{Q}_{i}$ combinations) and bilinear operators.

In order to determine a consistent and solvable set of nonperturbative renormalization conditions, we need to examine multiple choices of three-point Green's functions with different bilinear operators. Also, since there is no unique way of selecting solvable conditions in GIRS, a perturbative calculation of all possible Green's functions will be useful for determining conversion factors from different variants of GIRS to $\overline{\mathrm{MS}}$. To this end, we calculate the Green's functions of Eqs. (5.15) and (5.16), up to one-loop order, in DR.

The Feynman diagrams contributing to the two-point Green's functions with two $\Delta F=$ 2 four-quark operators, to order $\mathcal{O}\left(g^{0}\right)$ (diagram 1) and $\mathcal{O}\left(g^{2}\right)$ (the remaining diagrams), are shown in Fig. 5.1.


Figure 5.1: Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma^{\prime}}}^{\dagger}(y)\right\rangle$ with two $\Delta F=2$ four-quark operators, to order $\mathcal{O}\left(g^{0}\right)$ (diagram 1) and $\mathcal{O}\left(g^{2}\right)$ (the remaining diagrams). Wavy (solid) lines represent gluons (quarks). A circled cross denotes insertion of the four-quark operator. Diagrams 2 and 4 have also mirror variants.

The Feynman diagrams contributing to the three-point Green's functions of the product of one $\Delta F=2$ four-quark operator and two quark bilinear operators are shown in Fig. 5.2.




Figure 5.2: Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma^{\prime}}(x) \mathcal{O}_{\Gamma \tilde{\Gamma}}(0) \mathcal{O}_{\Gamma^{\prime \prime}}(y)\right\rangle$ with one $\Delta F=2$ four-quark operator, to order $\mathcal{O}\left(g^{0}\right)$ (diagram 1) and $\mathcal{O}\left(g^{2}\right)$ (the remaining diagrams). Notation is identical to that of Figure 5.1. The solid squares denote the quark bilinear operators. Diagrams 2-5 have also mirror variants.

In Appendix B, we depict diagrams that are absent for $\Delta F=2$ four-quark operators but contribute to the Green's functions involving products of four-quark operators with $\Delta F<2$. Moreover, we provide additional Feynman diagrams that arise specifically within lattice calculations.

There are numerous possible variants of GIRS, depending on which Green's functions and which renormalization four-vectors are selected for imposing renormalization conditions. A variant of choice, which is expected to result in reduced statistical noise in lattice simulations, includes integration (summation on the lattice) over time slices of the operator-insertion points in all Green's functions. For instance, we integrate the Eq. (5.13) over three out of the four components of the position vector $(x-y)$, with the fourth component set to a reference scale $t$. To clarify, for scalar and pseudoscalar operators, the direction of the unintegrated component does not matter. However, for other operators, there are two possible options depending on whether this direction aligns with one of the indices carried by the operators or not. Given the anisotropic nature of the lattice used in simulations, the temporal direction holds special significance. Therefore, a natural choice for the component $t$ is to be temporal. The Green's functions for this variant of GIRS can be expressed as follows:

$$
\begin{align*}
& \tilde{G}_{\mathcal{O}_{\Gamma \bar{\Gamma}} ; \mathcal{O}_{\Gamma^{\prime} \bar{\Gamma}^{\prime}}^{2 \mathrm{j}}}^{2}\left(z_{4}\right) \equiv \int d^{3} \vec{z} G_{\mathcal{O}_{\Gamma \bar{\Gamma}} ; \mathcal{O}_{\Gamma^{\prime} \bar{\Gamma}^{\prime}}^{2 \mathrm{zt}}}\left(\vec{z}, z_{4}\right),  \tag{5.17}\\
& z_{4}>0, \\
& \tilde{G}_{\mathcal{O}_{\Gamma^{\prime}} ; \mathcal{O}_{\Gamma \Gamma} ; \mathcal{O}_{\Gamma^{\prime \prime}}}^{3 \mathrm{pt}}\left(z_{4}, z_{4}^{\prime}\right) \equiv \int d^{3} \vec{z} \int d^{3} \vec{z}^{\prime} G_{\mathcal{O}_{\Gamma^{\prime}} ; \mathcal{O}_{\Gamma \bar{\Gamma}} ; \mathcal{O}_{\Gamma^{\prime \prime}}}^{3 \mathrm{st}}\left(\left(\vec{z}, z_{4}\right),\left(\overrightarrow{z^{\prime}}, z_{4}^{\prime}\right)\right), \quad z_{4}>0, z_{4}^{\prime}>0 . \tag{5.18}
\end{align*}
$$

This method offers the advantage of reducing the four reference scales to just one. The aforementioned variant of GIRS have been employed in a number of previous studies, regarding the renormalization of fermion bilinear operators [9], the study of mixing between the gluon and quark energy-momentum tensor operators [9], as well as the renormalization of supersymmetric operators, such as gluino-glue [70] and supercurrent [71, 117] in Super-Yang-Mills theory.

### 5.2.3 Renormalization Conditions and Conversion Matrices

In the case of the Parity Conserving operators $\left(Q_{i}\right)$, the mixing matrix is $5 \times 5$ for both $S=+1$ and $S=-1$. Therefore, for each case we need 25 conditions to obtain these mixing coefficients. Computing the relevant two-point Green's functions, we extract 15 conditions and we need another 10 conditions that will be extracted from the relevant three-point Green's functions. The 15 conditions in GIRS which include two-point

Green's functions are the following:

$$
\begin{equation*}
\left[\tilde{G}_{Q_{i}^{S= \pm 1} ; Q_{j}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\mathrm{GIRS}} \equiv \sum_{k, l=1}^{5}\left(Z_{i k}^{S \pm 1}\right)^{\mathrm{GIRS}}\left(Z_{j l}^{S \pm 1}\right)^{\mathrm{GIRS}} \tilde{G}_{Q_{k}^{S \pm \pm 1} ; Q_{l}^{S= \pm 1}}^{2 \mathrm{pt}}(t)=\left[\tilde{G}_{Q_{i}^{S i} ; \mathrm{P}_{j}^{S \mathrm{pt}} ; Q_{j}^{S= \pm 1}}(t)\right]^{\text {tree }} \tag{5.19}
\end{equation*}
$$

where the indices $i$ and $j$ run from 1 to 5 and $i \leq j ; z_{4}:=t$ is the GIRS renormalization scale. We have a variety of options for selecting the remaining conditions involving three-point Green's functions:

$$
\begin{equation*}
\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; Q_{i}^{S= \pm 1} ; \mathcal{O}_{\Gamma}}^{3 \mathrm{pt}}\left(t, t^{\prime}\right)\right]^{\mathrm{GIRS}} \equiv\left(Z_{\mathcal{O}_{\Gamma}}^{\mathrm{GIRS}}\right)^{2} \sum_{k=1}^{5}\left(Z_{i k}^{S \pm 1}\right)^{\mathrm{GIRS}} \tilde{G}_{\mathcal{O}_{\Gamma} ; Q_{k}^{Q_{k}^{S \pm 1} ; \mathcal{O}_{\Gamma}}}^{3 \mathrm{pt}}\left(t, t^{\prime}\right)=\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; Q_{i}^{S= \pm 1} ; \mathcal{O}_{\Gamma}}^{\mathrm{ppt}}\left(t, t^{\prime}\right)\right]^{\text {tree }} \tag{5.20}
\end{equation*}
$$

where the index $i$ runs from 1 to $5, \Gamma \in\left\{\mathbb{1}, \gamma_{5}, \gamma_{\mu}, \gamma_{\mu} \gamma_{5}, \sigma_{\mu \nu}\right\}$, and $z_{4}:=t, z_{4}^{\prime}:=t^{\prime}$ are GIRS renormalization scales. In this case, the two bilinears must be the same in order to obtain a nonzero Green's function. $Z_{\mathcal{O}_{\Gamma}}^{\mathrm{GIRS}}$ is the renormalization factor of the bilinear operator $\mathcal{O}_{\Gamma}$ calculated in Ref. [9]. To avoid having more than one renormalization scales, a natural choice is to set $t^{\prime}=t$; in this way, the original set of two four-vector renormalization scales (given by specific values of $z$ and $z^{\prime}$, cf. Eqs. (5.15)-(5.16)), following integration over time slices and setting $t^{\prime}=t$, is reduced to just one real variable. Changing the values of $t$ and/or $t^{\prime}$ would obviously affect the results for the nonperturbative Green's functions in Eqs. (5.19)-(5.20); nevertheless, after multiplication by the appropriate conversion factors, one should arrive at the same $\overline{\mathrm{MS}}$-renormalized Green's functions, independently of $t$ and $t^{\prime}$ (assuming that various standard sources of systematic error are under control). This then provides a powerful consistency check for the renormalization of four-quark operators.

As we conclude, by doing the perturbative calculation, not all sets of conditions given in Eqs. (5.19)-(5.20) can lead to viable solutions. We will provide some feasible choices in Section 5.3. In practice, one can choose the specific conditions that provide a more stable signal in numerical simulations.

In the case of the Parity Violating operators $\left(\mathcal{Q}_{i}\right)$, the $5 \times 5$ mixing matrix is block diagonal for both $S=+1$ and $S=-1$, as dictated by symmetries. In particular, there are three mixing subsets: $\left\{\mathcal{Q}_{1}\right\},\left\{\mathcal{Q}_{2}, \mathcal{Q}_{3}\right\}$ and $\left\{\mathcal{Q}_{4}, \mathcal{Q}_{5}\right\}$, for each $S$. The first subset includes only 1 operator, which is multiplicatively renormalizable; thus, only one condition is needed and can be obtained from the two-point Green's functions. The second and third subsets include two operators and thus, 4 conditions are needed for
each subset to obtain the mixing coefficients. Three of them will be extracted from the two-point Green's functions, while the remaining 1 condition requires the calculation of three-point Green's functions. In total, we need 9 conditions for each $S$ : 7 will be extracted from two-point Green's functions, and 2 will be extracted from three-point Green's functions. The seven conditions that include two-point Green's functions are the following:

$$
\begin{align*}
& {\left[\tilde{G}_{\mathcal{Q}_{1}^{S= \pm 1} ; \mathcal{Q}_{1}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\mathrm{GIRS}} \equiv\left[\left(\mathcal{Z}_{11}^{S \pm 1}\right)^{\mathrm{GIRS}}\right]^{2} \tilde{G}_{\mathcal{Q}_{1}^{S= \pm 1} ; \mathcal{Q}_{1}^{S= \pm 1}}^{2 \mathrm{pt}}(t)=\left[\tilde{G}_{\mathcal{Q}_{1}^{S t \pm 1} ; \mathcal{Q}_{1}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\text {tree }},} \\
& {\left[\tilde{G}_{\mathcal{Q}_{i}^{S \pm \pm 1} ; \mathcal{Q}_{j}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\mathrm{GIRS}} \equiv \sum_{k, l=2}^{3}\left(\mathcal{Z}_{i k}^{S \pm 1}\right)^{\mathrm{GIRS}}\left(\mathcal{Z}_{j l}^{S \pm 1}\right)^{\mathrm{GIRS}} \tilde{G}_{\mathcal{Q}_{k}^{S= \pm 1} ; \mathcal{Q}_{l}^{S= \pm 1}}^{2 \mathrm{pt}}(t)}  \tag{5.21}\\
& =\left[\tilde{G}_{\mathcal{Q}_{i}^{S t \pm 1} ; \mathcal{Q}_{j}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\text {tree }},(i, j=2,3),  \tag{5.22}\\
& {\left[\tilde{G}_{\mathcal{Q}_{i}^{S= \pm 1} ; \mathcal{Q}_{j}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\mathrm{GIRS}} \equiv \sum_{k, l=4}^{5}\left(\mathcal{Z}_{i k}^{S \pm 1}\right)^{\mathrm{GIRS}}\left(\mathcal{Z}_{j l}^{S \pm 1}\right)^{\mathrm{GIRS}} \tilde{G}_{\mathcal{Q}_{k}^{S= \pm 1} ; \mathcal{Q}_{l}^{S= \pm 1}}^{2 \mathrm{pt}}(t)} \\
& =\left[\tilde{G}_{\mathcal{Q}_{i}^{S \pm \pm 1} ; \mathcal{Q}_{j}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\text {tree }},(i, j=4,5) \text {. } \tag{5.23}
\end{align*}
$$

Note that in the above equations $i \leq j$. The two conditions that include three-point Green's functions can be:

$$
\begin{align*}
& {\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; \mathcal{Q}_{i}^{S= \pm 1} ; \mathcal{O}_{\Gamma} \gamma_{5}}^{3 \mathrm{pt}}\left(t, t^{\prime}\right)\right]^{\mathrm{GIRS}} \equiv Z_{\mathcal{O}_{\Gamma}}^{\mathrm{GIRS}} Z_{\mathcal{O}_{\Gamma} \gamma_{5}}^{\mathrm{GIRS}} \sum_{k=2}^{3}\left(\mathcal{Z}_{i k}^{S \pm 1}\right)^{\mathrm{GIRS}} \tilde{G}_{\mathcal{O}_{\Gamma} ; \mathcal{Q}_{k}^{S= \pm 1} ; \mathcal{O}_{\Gamma} \gamma_{5}}^{3 \mathrm{pt}}\left(t, t^{\prime}\right)} \\
& =\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; \mathcal{Q}_{i}^{S= \pm 1} ; \mathcal{O}_{\Gamma \gamma_{5}}}^{\text {pt }}\left(t, t^{\prime}\right)\right]^{\text {tree }},(i=2 \text { or } 3) \text {, }  \tag{5.24}\\
& {\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; \mathcal{Q}_{i}^{S= \pm 1} ; \mathcal{O}_{\Gamma \gamma_{5}}^{3 \mathrm{pt}}}\left(t, t^{\prime}\right)\right]^{\mathrm{GIRS}} \equiv Z_{\mathcal{O}_{\Gamma}}^{\mathrm{GIRS}} Z_{\mathcal{O}_{\Gamma} \gamma_{5}}^{\mathrm{GIRS}} \sum_{k=4}^{5}\left(\mathcal{Z}_{i k}^{S \pm 1}\right)^{\mathrm{GIRS}} \tilde{G}_{\mathcal{O}_{\Gamma} ; \mathcal{Q}_{k}^{S= \pm 1} ; \mathcal{O}_{\Gamma} \gamma_{5}}^{3 \mathrm{pt}}\left(t, t^{\prime}\right)} \\
& =\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; \mathcal{Q}_{i}^{S= \pm 1} ; \mathcal{O}_{\Gamma \gamma_{5}}}^{3 \mathrm{p}}\left(t, t^{\prime}\right)\right]^{\text {tree }},(i=4 \text { or } 5) \text {, } \tag{5.25}
\end{align*}
$$

where $\Gamma \in\left\{\mathbb{1}, \gamma_{\mu}, \sigma_{\mu \nu}\right\}$. In this case, the two bilinears must differ by $\gamma_{5}$ in order to obtain a nonzero Green's function. As in the Parity Conserving operators, we simplify the conditions by setting $t^{\prime}=t$. It is not guaranteed that all possible choices can give a solution to the system of conditions. We test all options and we provide the choices that can work in Section 5.3.

To connect with phenomenological studies effectively, which mainly rely on operators renormalized within the $\overline{\mathrm{MS}}$ scheme of dimensional regularization, the conversion matrices $\left(C^{S= \pm 1}\right)^{\overline{\mathrm{MS}}, \operatorname{GIRS}}$ and $\left(\tilde{C}^{S= \pm 1}\right)^{\overline{\mathrm{MS}}, \text { GIRS }}$ between GIRS and $\overline{\mathrm{MS}}$ schemes are
necessary:

$$
\begin{equation*}
\left(Z^{S= \pm 1}\right)^{\overline{\mathrm{MS}}}=\left(C^{S= \pm 1}\right)^{\overline{\mathrm{MS}}, \operatorname{GIRS}}\left(Z^{S= \pm 1}\right)^{\mathrm{GIRS}}, \quad\left(\mathcal{Z}^{S= \pm 1}\right)^{\overline{\mathrm{MS}}}=\left(\tilde{C}^{S= \pm 1}\right)^{\overline{\mathrm{MS}}, \mathrm{GIRS}}\left(\mathcal{Z}^{S= \pm 1}\right)^{\mathrm{GIRS}} \tag{5.26}
\end{equation*}
$$

These can be computed only perturbatively due to the very nature of $\overline{M S}$. Being regularization independent, they are evaluated more easily in DR. The one-loop expressions of the conversion matrices for different variants of GIRS are extracted from our calculations and are given in Section 5.3 for a selected version of GIRS. The conversion matrices along with the lattice mixing matrices in GIRS, calculated nonperturbatively, allow the extraction of the lattice mixing matrices in the $\overline{\mathrm{MS}}$ scheme.

From the Green's functions, which are computed by using coordinate space in $D R$, we can extract directly the $\overline{\mathrm{MS}}$-renormalized Green's functions; this can be done by isolating the pole terms (negative powers of $\epsilon$ in the Laurent series expansion) in the bare two-point and three-point Green's functions. We obtain the mixing coefficients for the Parity Conserving operators in $\overline{\mathrm{MS}}$ by solving the following system of conditions:

$$
\begin{align*}
& \left.\sum_{k, l=1}^{5}\left(Z^{S= \pm 1}\right)_{i k}^{\overline{\mathrm{MS}}}\left(Z^{S= \pm 1}\right)_{j l}^{\overline{\mathrm{MS}}} G_{Q_{k}^{S \mathrm{~S}} ; Q_{l}^{S= \pm 1}}^{2 \mathrm{st}}(z)\right|_{\epsilon^{-n}}=0, \quad n \in \mathbb{Z}^{+},  \tag{5.27}\\
& \left.\left(Z_{\mathcal{O}_{\Gamma}}^{\overline{\mathrm{MS}}}\right)^{2} \sum_{k=1}^{5}\left(Z^{S= \pm 1}\right)_{i k}^{\overline{\mathrm{MS}}} G_{\mathcal{O}_{\Gamma} ; Q_{k}^{S= \pm 1} ; \mathcal{O}_{\Gamma}}^{3 \mathrm{pt}}\left(z, z^{\prime}\right)\right|_{\epsilon^{-n}}=0, \quad n \in \mathbb{Z}^{+}, \tag{5.28}
\end{align*}
$$

where the indices $i$ and $j$ run from 1 to $5, i \leq j$ and $\Gamma \in\left\{\mathbb{1}, \gamma_{5}, \gamma_{\mu}, \gamma_{\mu} \gamma_{5}, \sigma_{\mu \nu}\right\}$. $Z_{\mathcal{O}_{\Gamma}}^{\overline{\mathrm{MS}}}$ is the renormalization factor of the bilinear operator $\mathcal{O}_{\Gamma}$ in $\overline{\mathrm{MS}}$ calculated in Ref. [9]. For the Parity Violating operators the following conditions are valid:

$$
\begin{align*}
{\left.\left[\left(\mathcal{Z}_{11}^{S \pm 1}\right)^{\overline{\mathrm{MS}}}\right]^{2} G_{\mathcal{Q}_{1}^{S \pm \pm 1} ; \mathcal{Q}_{1}^{S= \pm 1}}^{2 \mathrm{st}}(z)\right|_{\epsilon^{-n}} } & =0, \quad n \in \mathbb{Z}^{+},  \tag{5.29}\\
\left.\sum_{k, l=2}^{3}\left(\mathcal{Z}_{i k}^{S \pm 1}\right)^{\overline{\mathrm{MS}}}\left(\mathcal{Z}_{j l}^{S \pm 1}\right)^{\overline{\mathrm{MS}}} G_{\mathcal{Q}_{k}^{S \pm 1} ; \mathcal{Q}_{l}^{S= \pm 1}}^{2 \mathrm{pt}}(z)\right|_{\epsilon^{-n}} & =0, \quad n \in \mathbb{Z}^{+},(i, j=2,3),  \tag{5.30}\\
\left.\sum_{k, l=4}^{5}\left(\mathcal{Z}_{i k}^{S \pm 1}\right)^{\overline{\mathrm{MS}}}\left(\mathcal{Z}_{j l}^{S \pm 1}\right)^{\overline{\mathrm{MS}}} G_{\mathcal{Q}_{k}^{S \pm \pm 1} ; \mathcal{Q}_{l}^{S= \pm 1}}^{2 \mathrm{pt}}(z)\right|_{\epsilon^{-n}} & =0, \quad n \in \mathbb{Z}^{+},(i, j=4,5) . \tag{5.31}
\end{align*}
$$

Note that in the above equations $i \leq j$. For these operators the renormalization conditions including three-point Green's functions in $\overline{\mathrm{MS}}$ are shown below:

$$
\begin{align*}
& \left.Z_{\mathcal{O}_{\Gamma}}^{\overline{\mathrm{MS}}} Z_{\mathcal{O}_{\Gamma} \gamma_{5}}^{\overline{\mathrm{MS}}} \sum_{k=2}^{3}\left(\mathcal{Z}_{i k}^{S \pm 1}\right)^{\overline{\mathrm{MS}}} G_{\mathcal{O}_{\Gamma} ; \mathcal{Q}_{k}^{S= \pm 1} ; \mathcal{O}_{\Gamma \gamma_{5}}^{3 \mathrm{pt}}}\left(z, z^{\prime}\right)\right|_{\epsilon^{-n}}=0, \quad n \in \mathbb{Z}^{+},(i=2 \text { or } 3), \\
& \left.Z_{\mathcal{O}_{\Gamma}}^{\overline{\mathrm{MS}}} Z_{\mathcal{O}_{\Gamma} \gamma_{5}}^{\overline{\mathrm{MS}}} \sum_{k=4}^{5}\left(\mathcal{Z}_{i k}^{S \pm 1}\right)^{\overline{\mathrm{MS}}} G_{\mathcal{O}_{\Gamma} ; \mathcal{Q}_{k}^{S= \pm 1} ; \mathcal{O}_{\Gamma \gamma_{5}}^{3 \mathrm{pt}}}^{3}\left(z, z^{\prime}\right)\right|_{\epsilon^{-n}}=0, \quad n \in \mathbb{Z}^{+},(i=4 \text { or } 5), \tag{5.32}
\end{align*}
$$

where $\Gamma \in\left\{\mathbb{1}, \gamma_{\mu}, \sigma_{\mu \nu}\right\}$. As we previously mentioned, the bilinear operators must be chosen in such a way as to give nonzero Green's functions.

### 5.2.4 Loop Integrals in Coordinate Space

At this point, we briefly describe the methodology that we follow for calculating the two-point and three-point GIRS Green's functions defined in the previous section using dimensional regularization.

There are two types of prototype scalar Feynman integrals that enter the calculation of the two-point Green's functions $G_{\mathcal{O}_{\Gamma \tilde{\Gamma}} ; \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma}^{\prime}}^{2 \mathrm{y}}}^{2 \mathrm{t}}(z)$ to the tree-level and one-loop, respectively:

$$
\begin{equation*}
I_{1}^{D}\left(\xi_{1} ; \alpha_{1}\right) \equiv \int \frac{d^{D} p_{1}}{(2 \pi)^{D}} \frac{e^{i p_{1} \cdot \xi_{1}}}{\left(p_{1}^{2}\right)^{\alpha_{1}}} \tag{5.34}
\end{equation*}
$$

$$
I_{2}^{D}\left(\xi_{1} ; \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}\right) \equiv \int \frac{d^{D} p_{1} d^{D} p_{2} d^{D} p_{3}}{(2 \pi)^{3 D}} \times
$$

$$
\begin{equation*}
\frac{e^{i p_{3} \cdot \xi_{1}}}{\left(p_{1}^{2}\right)^{\alpha_{1}}\left(\left(-p_{1}+p_{3}\right)^{2}\right)^{\alpha_{2}}\left(\left(-p_{1}+p_{2}\right)^{2}\right)^{\alpha_{3}}\left(p_{2}^{2}\right)^{\alpha_{4}}\left(\left(-p_{2}+p_{3}\right)^{2}\right)^{\alpha_{5}}}, \tag{5.35}
\end{equation*}
$$

where $D \equiv 4-2 \varepsilon$ is the number of spacetime dimensions and the vector $\xi_{1}$ satisfies: $\xi_{1} \neq 0$. Tensor integrals with an arbitrary number of momentum-loop components $p_{1 \mu}$, $p_{2_{\nu}}, p_{3 \rho}$ in the numerator can be reduced to scalars through derivatives w.r.t. $\xi_{1}$ of the above scalar integrals or integration by parts (see Eq. (45) in Ref. [118]).

Integral $I_{1}^{D}$ is computed by introducing a Schwinger parameter: $1 /\left(p_{1}^{2}\right)^{\alpha_{1}}=1 / \Gamma\left(\alpha_{1}\right) \int_{0}^{\infty} D \lambda \lambda^{\alpha_{1}-1} e^{-\lambda p_{1}^{2}}$, leading to the following resulting expression:

$$
\begin{equation*}
I_{1}^{D}\left(\xi_{1} ; \alpha_{1}\right)=\frac{\Gamma\left(-\alpha_{1}+D / 2\right)\left(\xi_{1}^{2}\right)^{\alpha_{1}-D / 2}}{4_{1}^{\alpha} \pi^{D / 2} \Gamma\left(\alpha_{1}\right)} \tag{5.36}
\end{equation*}
$$

Integral $I_{2}^{D}$ is calculated in two steps: first, the integration over $p_{1}$ and $p_{2}$ is performed, which is independent of the phase factor of the numerator. This inner two-loop integral is evaluated through the standard "diamond"-type recursive formula of Ref. [119]. The resulting expression depends on the scalar quantity $p_{3}^{2}$. Then, the remaining integral over $p_{3}$ takes the form of $I_{1}^{D}$.

The calculation of the three-point Green's functions $G_{\mathcal{O}_{\Gamma^{\prime}} ; \mathcal{O}_{\Gamma \bar{\Gamma}} ; \mathcal{O}_{\Gamma^{\prime \prime}}}^{3 \mathrm{pt}}\left(z, z^{\prime}\right)$ involve the following prototype scalar Feynman integrals, in addition to $I_{1}^{D}$ :

$$
\begin{align*}
I_{3}^{D}\left(\xi_{1}, \xi_{2} ; \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \equiv & \int \frac{d^{D} p_{1} d^{D} p_{2}}{(2 \pi)^{2 D}} \frac{e^{i p_{1} \cdot \xi_{1}} e^{i p_{2} \cdot \xi_{2}}}{\left(p_{1}^{2}\right)^{\alpha_{1}}\left(p_{2}^{2}\right)^{\alpha_{2}}\left(\left(-p_{1}+p_{2}\right)^{2}\right)^{\alpha_{3}}},  \tag{5.37}\\
I_{4}^{D}\left(\xi_{1}, \xi_{2} ; \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}\right) \equiv & \int \frac{d^{D} p_{1} d^{D} p_{2} d^{D} p_{3}}{(2 \pi)^{3 D}} \times  \tag{5.38}\\
& \frac{e^{i p_{2} \cdot \xi_{1}} e^{i p_{3} \cdot \xi_{2}}}{\left(p_{1}^{2}\right)^{\alpha_{1}}\left(p_{2}^{2}\right)^{\alpha_{2}}\left(\left(-p_{1}+p_{2}\right)^{2}\right)^{\alpha_{3}}\left(p_{3}^{2}\right)^{\alpha_{4}}\left(\left(-p_{1}+p_{3}\right)^{2}\right)^{\alpha_{5}}},
\end{align*}
$$

where $\xi_{1} \neq 0, \xi_{2} \neq 0$, and $\left(\xi_{1}+\xi_{2}\right) \neq 0$. As in the case of the two-point Green's functions, tensor integrals can be reduced to scalars through derivatives w.r.t. $\xi_{1}, \xi_{2}$ of the scalar integrals or integration by parts.

The two-loop integral $I_{3}^{D}$ can be reduced to one-loop integral $J^{D}$ by using Schwinger parametrization:

$$
\begin{equation*}
I_{3}^{D}\left(\xi_{1}, \xi_{2} ; \alpha_{1}, \alpha_{2}, \alpha_{3}\right)=\frac{\Gamma(D / 2-s)}{4^{s} \pi^{D / 2} \Gamma(s)}\left(\xi_{1}^{2}\right)^{s-\alpha_{3}}\left(\xi_{2}^{2}\right)^{s-\alpha_{1}}\left(\left(\xi_{1}+\xi_{2}\right)^{2}\right)^{s-\alpha_{2}} J^{D}\left(\xi_{1}, \xi_{2} ; \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \tag{5.39}
\end{equation*}
$$

where $s \equiv \alpha_{1}+\alpha_{2}+\alpha_{3}-D / 2$, and

$$
\begin{equation*}
J^{D}\left(\xi_{1}, \xi_{2} ; \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \equiv \int \frac{d^{D} x}{(2 \pi)^{D}} \frac{1}{\left(\left(-x+\xi_{1}\right)^{2}\right)^{\alpha_{1}}\left(x^{2}\right)^{\alpha_{2}}\left(\left(x+\xi_{2}\right)^{2}\right)^{\alpha_{3}}} . \tag{5.40}
\end{equation*}
$$

The "triangle" integral $J^{D}$ is well-studied in Refs. [120, 121]. By using the recursive relations of Ref. [120], the integrals of type $J^{D}$ appearing in our calculation can be
expressed in terms of the following master integrals, calculated in Ref. [121] up to $\mathcal{O}(\epsilon)$ :

$$
\begin{align*}
J^{4-2 \epsilon}\left(\xi_{1}, \xi_{2} ; 1,1,1\right)= & \frac{\pi^{2-\epsilon} \Gamma(1+\epsilon)}{\left(\xi_{3}^{2}\right)^{1+\epsilon}}\left\{\Phi^{(1)}\left(\frac{\xi_{1}^{2}}{\xi_{3}^{2}}, \frac{\xi_{2}^{2}}{\xi_{3}^{2}}\right)+\epsilon \Psi^{(1)}\left(\frac{\xi_{1}^{2}}{\xi_{3}^{2}}, \frac{\xi_{2}^{2}}{\xi_{3}^{2}}\right)+\mathcal{O}\left(\epsilon^{2}\right)\right\},  \tag{5.41}\\
J^{4-2 \epsilon}\left(\xi_{1}, \xi_{2} ; 1,1+\epsilon, 1\right)= & \frac{\pi^{2-\epsilon} \Gamma(1+\epsilon)}{\left(\xi_{3}^{2}\right)^{1+2 \epsilon}}\{ \\
& \Phi^{(1)}\left(\frac{\xi_{1}^{2}}{\xi_{3}^{2}}, \frac{\xi_{2}^{2}}{\xi_{3}^{2}}\right)\left(1-\frac{\epsilon}{2} \ln \left(\frac{\xi_{1}^{2} \xi_{2}^{2}}{\xi_{3}^{2}}\right)\right)  \tag{5.42}\\
+ & \left.+\Psi^{(1)}\left(\frac{\xi_{1}^{2}}{\xi_{3}^{2}}, \frac{\xi_{2}^{2}}{\xi_{3}^{2}}\right)+\mathcal{O}\left(\epsilon^{2}\right)\right\}, \\
J^{4-2 \epsilon}\left(\xi_{1}, \xi_{2} ; 1, \epsilon, 1\right)= & \frac{\pi^{2-\epsilon} \Gamma(1+\epsilon)}{\left(\xi_{3}^{2}\right)^{2 \epsilon} 2(1-3 \epsilon)}\left\{\frac{1}{\epsilon}-\epsilon\left[\frac{\pi^{2}}{6}+\ln \left(\frac{\xi_{1}^{2}}{\xi_{3}^{2}}\right) \ln \left(\frac{\xi_{2}^{2}}{\xi_{3}^{2}}\right)\right.\right.  \tag{5.43}\\
& \left.\left.-\frac{2 \xi_{1} \cdot \xi_{2}}{\xi_{3}^{2}} \Phi^{(1)}\left(\frac{\xi_{1}^{2}}{\xi_{3}^{2}}, \frac{\xi_{2}^{2}}{\xi_{3}^{2}}\right)\right]+\mathcal{O}\left(\epsilon^{2}\right)\right\},(5.43)
\end{align*}
$$

where $\xi_{3}^{2} \equiv\left(\xi_{1}+\xi_{2}\right)^{2}$ and $\left.\Phi^{(1)}\left(\xi_{1}^{2} / \xi_{3}^{2}, \xi_{2}^{2} / \xi_{3}^{2}\right), \Psi^{(1)}\left(\xi_{1}^{2} / \xi_{3}^{2}\right), \xi_{2}^{2} / \xi_{3}^{2}\right)$ are polylogarithmic functions given in [121]. Note that by summing all Feynman diagrams, $\Phi^{(1)}$ and $\Psi^{(1)}$ functions are cancelled from the final expressions of the three-point Green's functions.

Integral $I_{4}^{D}$ is simplified by applying integration by parts w.r.t. $p_{1}$, thus, leading to the following recursive relation, which can eliminate inverse powers of $p_{1}^{2}$, or $p_{2}^{2}$, or $p_{3}^{2}$ [9]:

$$
\begin{align*}
I_{4}^{D}\left(\xi_{1}, \xi_{2} ; \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}\right)= & \frac{1}{-2 \alpha_{1}-\alpha_{3}-\alpha_{5}+D} \\
& {\left[\alpha _ { 3 } \left(I_{4}^{D}\left(\xi_{1}, \xi_{2} ; \alpha_{1}-1, \alpha_{2}, \alpha_{3}+1, \alpha_{4}, \alpha_{5}\right)\right.\right.} \\
& \left.-I_{4}^{D}\left(\xi_{1}, \xi_{2} ; \alpha_{1}, \alpha_{2}-1, \alpha_{3}+1, \alpha_{4}, \alpha_{5}\right)\right)+ \\
& \alpha_{5}\left(I_{4}^{D}\left(\xi_{1}, \xi_{2} ; \alpha_{1}-1, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}+1\right)\right. \\
& \left.\left.-I_{4}^{D}\left(\xi_{1}, \xi_{2} ; \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}-1, \alpha_{5}+1\right)\right)\right] . \tag{5.44}
\end{align*}
$$

In the case where $\alpha_{1}, \alpha_{2}, \alpha_{4}$ are positive integers, which is true in the computation at hand, an iterative implementation of Eq. (5.44) leads to terms with one propagator less. One momentum can then be integrated using a well-known one-loop formula (see Eqs. (A.1) - (A.2) in Ref. [119]); the remaining integrals are of type $I_{1}^{D}$ or $I_{3}^{D}$.

### 5.3 Results

In this section, we present perturbative results for the two-point and three-point Green's functions, along with the mixing matrices and conversion matrices between GIRS and $\overline{\mathrm{MS}}$, utilizing DR in $D \equiv 4-2 \epsilon$ dimensions. Since there are various conditions that lead to different solutions (within one-loop perturbation theory), we have chosen to present one set.

### 5.3.1 Bare Green's Functions

We present our results for the bare tree-level two-point Green's function of two fourquark operators with arbitrary Dirac matrices $\left(X_{i}, i=1,2,3,4\right)$ and arbitrary flavors $\left(f_{i}, f_{i}^{\prime}, i=1,2,3,4\right)$ carried by the quark fields. The result is given to all orders in $\epsilon$, and it depends, explicitly, on the $d$-vector $z \equiv y-x$, which connects the positions of the two operators:

$$
\begin{aligned}
& \left\langle\left(\bar{\psi}_{f_{1}}(x) X_{1} \psi_{f_{3}}(x) \bar{\psi}_{f_{2}}(x) X_{2} \psi_{f_{4}}(x)\right)\left(\bar{\psi}_{f_{1}^{\prime}}(y) X_{1}^{\prime} \psi_{f_{3}^{\prime}}(y) \bar{\psi}_{f_{2}^{\prime}}(y) X_{2}^{\prime} \psi_{f_{4}^{\prime}}(y)\right)\right\rangle^{\text {tree }}=\frac{N_{c} \Gamma(2-\epsilon)^{4}}{16 \pi^{8-4 \epsilon}\left(z^{2}\right)^{8-4 \epsilon}} \times
\end{aligned}
$$

$$
\begin{align*}
& \left.+\delta_{f_{1}^{\prime} f_{4}} \delta_{f_{2} f_{3}^{\prime}}\left[N_{c} \delta_{f_{3} f_{2}^{\prime}} \delta_{f_{4} f_{1}^{\prime}} \operatorname{tr}\left(X_{1} \nleftarrow X_{2}^{\prime} \not \approx\right) \operatorname{tr}\left(X_{2} \nleftarrow X_{1}^{\prime} \not \approx\right)-\delta_{f_{3} f_{1}^{\prime}} \delta_{f_{4} f_{2}^{\prime}} \operatorname{tr}\left(X_{1} \nLeftarrow X_{1}^{\prime} \nLeftarrow X_{2} \nLeftarrow X_{2}^{\prime} \not \approx\right)\right]\right\}, \tag{5.45}
\end{align*}
$$

where $N_{c}$ is the number of colors.

The tree-level three-point Green's function of one four-quark and two quark bilinear operators for arbitrary Dirac matrices and flavors is given below to all orders in $\epsilon$ and in terms of the $D$-vectors $z \equiv x-y$ and $z^{\prime} \equiv y-w$, which connect the four-quark operator with the left and right bilinear operators, respectively:

$$
\begin{aligned}
& \left\langle\left(\bar{\psi}_{f_{1}^{\prime}}(x) X^{\prime} \psi_{f_{2}^{\prime}}(x)\right)\left(\bar{\psi}_{f_{1}}(y) X_{1} \psi_{f_{3}}(y) \bar{\psi}_{f_{2}}(y) X_{2} \psi_{f_{4}}(y)\right)\left(\bar{\psi}_{f_{1}^{\prime \prime}}(w) X^{\prime \prime} \psi_{f_{2}^{\prime \prime}}(w)\right)\right\rangle^{\text {tree }}= \\
& \frac{N_{c} \Gamma(2-\epsilon)^{4}}{16 \pi^{8-4 \epsilon}\left(z^{2}\right)^{4-2 \epsilon}\left(z^{\prime 2}\right)^{4-2 \epsilon}} \times \\
& \left\{\delta_{f_{3} f_{1}^{\prime}} \delta_{f_{4} f_{1}^{\prime \prime}}\left[N_{c} \delta_{f_{1} f_{2}^{\prime}} \delta_{f_{2} f_{2}^{\prime \prime}} \operatorname{tr}\left(X^{\prime} \not \not \not X_{1} \not \approx\right) \operatorname{tr}\left(X_{2} \not \not{\prime}^{\prime \prime} X^{\prime \prime} \not \nsim^{\prime \prime}\right)-\delta_{f_{2} f_{2}^{\prime}} \delta_{f_{1} f_{2}^{\prime \prime}} \operatorname{tr}\left(X^{\prime} \not \not \not X_{2} \not \nsim^{\prime} X^{\prime \prime} \not \nsim^{\prime \prime} X_{1} \not \not \approx\right)\right]\right.
\end{aligned}
$$

In order to extract the renormalization matrices to one-loop order, we require only the above tree-level expressions up to $\mathcal{O}\left(\epsilon^{1}\right)$.

The corresponding one-loop expressions are more involved and more lengthy, and thus, we do not provide the explicit expressions in the manuscript. In particular, the oneloop three-point Green's functions are difficult to be expressed in a closed form without expanding over $\epsilon$. For the determination of the one-loop renormalization matrices, we need only the $\mathcal{O}\left(\epsilon^{0}\right)$ contributions of the bare one-loop Green's functions.

### 5.3.2 Mixing matrices in the $\overline{\mathrm{MS}}$ scheme

An outcome of our calculation is the one-loop coefficients of the mixing matrices $\left(Z^{S= \pm 1}\right)^{\overline{\mathrm{MS}}}$ and $\left(\mathcal{Z}^{S= \pm 1}\right)^{\overline{\mathrm{MS}}}$ in the $\overline{\mathrm{MS}}$ scheme. By isolating the pole terms (negative powers of $\epsilon$ in the Laurent series expansion) in the bare two-point and three-point Green's functions, we extract the mixing coefficients for the four-quark operators. It is worth mentioning that even though we can construct multiple systems of conditions for different $\Gamma$ matrices, all must give the same unique solution. We have confirmed that indeed all Green's functions calculated in this work give a consistent solution, provided below:

$$
\begin{equation*}
Z_{i j}^{S= \pm 1, \overline{\mathrm{MS}}}=\delta_{i j}+\frac{g_{\mathrm{MS}}^{2}}{16 \pi^{2} \epsilon} z_{i j}^{ \pm}+\mathcal{O}\left(g_{\mathrm{MS}}^{4}\right), \quad \mathcal{Z}_{i j}^{S= \pm 1, \overline{\mathrm{MS}}}=\delta_{i j}+\frac{g_{\mathrm{MS}}^{2}}{16 \pi^{2} \epsilon} \tilde{z}_{i j}^{ \pm}+\mathcal{O}\left(g_{\mathrm{MS}}^{4}\right) \tag{5.47}
\end{equation*}
$$

for Parity Conserving and for Parity Violating operators, respectively. The nonzero coefficients $z_{i j}^{ \pm}, z_{i j}^{ \pm}$of the Eq. (5.47) are shown in Table $5.2\left(C_{F}=\left(N_{c}^{2}-1\right) /\left(2 N_{c}\right)\right)$. We observe that the $\overline{\mathrm{MS}}$ mixing matrices of Parity Conserving and Parity Violating operators coincide for both $S=+1$ and $S=-1$, and they take the block diagonal form of $\mathcal{Z}^{S= \pm 1}$ in Eq. (5.11). Our results agree with previous calculations in Refs [122, 123].

We note that in our calculation in this project, we have employed the t'Hooft-Veltman prescription for defining $\gamma_{5}$ in $D$ dimensions, which does not violate Ward identities involving pseudoscalar and axial-vector operators. We also note that Lorentz indices appearing in the definition of the four-quark operators and quark bilinear operators are taken to lie in 4 instead of $D$ dimensions in order to handle potential mixing with evanescent operators in dimensional regularization.

| $i$ | $j$ | $z_{i j}^{ \pm}=\tilde{z}_{i j}^{ \pm}$ |
| :---: | :---: | :---: |
| 1 | 1 | $-3\left(1 \mp N_{c}\right) / N_{c}$ |
| 2 | 2 | $3 / N_{c}$ |
| 2 | 3 | $\pm 6$ |
| 3 | 2 | 0 |
| 3 | 3 | $-6 C_{F}$ |
| 4 | 4 | $-3\left(2 C_{F} \mp 1\right)$ |
| 4 | 5 | $-\left(2 \mp N_{c}\right) /\left(2 N_{c}\right)$ |
| 5 | 4 | $-6\left(2 \pm N_{c}\right) / N_{c}$ |
| 5 | 5 | $2 C_{F} \pm 3$ |

Table 5.2: Numerical values of the coefficients $z_{i j}^{ \pm}, \tilde{z}_{i j}^{ \pm}$appearing in the nonvanishing blocks of Eq. (5.47).

### 5.3.3 $\overline{\mathrm{MS}}$-renormalized Green's functions

By removing the pole parts $(1 / \epsilon)$ in the bare Green's function one defines the $\overline{\mathrm{MS}}$-renormalized Green's functions. As an example, we provide one two-point and one three-point Green's function renormalized in $\overline{\mathrm{MS}}$; they depend on the scales $z$ and/or $z^{\prime}$ corresponding to the separations between the operators that present in each Green's function, as well as on the $\overline{\mathrm{MS}}$ renormalization scale $\bar{\mu}$ appearing in the renormalization of the coupling constant in $D$ dimensions: $g_{R}=\mu^{-\epsilon} Z_{g}^{-1} g_{B}\left(g_{B}\left(g_{R}\right)\right.$ is the bare (renormalized) coupling constant, $\mu=\bar{\mu} \sqrt{e^{\gamma_{E}} / 4 \pi}$ ).

$$
\begin{gather*}
{\left[G_{Q_{1}^{S= \pm 1} ; Q_{1}^{S= \pm 1}}^{2 \mathrm{pt}}(z)\right]^{\overline{\mathrm{MS}}}=\frac{4 N_{c}}{\pi^{8}\left(z^{2}\right)^{6}}\left(\delta_{f_{1} f_{4}} \delta_{f_{2} f_{3}^{\prime}} \pm \delta_{f_{1} f_{3}^{\prime}} \delta_{f_{2} f_{4}^{\prime}}\right)\left(\delta_{f_{3} f_{2}^{\prime}} \delta_{f_{4} f_{1}^{\prime}} \pm \delta_{f_{3} f_{1}^{\prime}} \delta_{f_{4} f_{2}^{\prime}}\right) \times} \\
\left\{ \pm 1+N_{c}+2 \frac{g_{\overline{\mathrm{MS}}}^{2} C_{F}}{16 \pi^{2}}\left[ \pm 6+7 N_{c} \mp 6\left(\ln \left(\bar{\mu}^{2} z^{2}\right)+2 \gamma_{E}-2 \ln (2)\right)\right]+\mathcal{O}\left(g_{\overline{\mathrm{MS}}}^{4}\right)\right\},
\end{gather*} \begin{aligned}
& {\left[G_{V_{\mu} ; Q_{1}^{S= \pm 1} ; V_{\mu}}^{3 \mathrm{pt}}\left(z, z^{\prime}\right)\right]^{\overline{\mathrm{MS}}}=\frac{N_{c}}{\pi^{8}\left(z^{2}\right)^{3}\left(z^{\prime 2}\right)^{3}}\left(\delta_{f_{1}^{\prime} f_{4}} \delta_{f_{1}^{\prime \prime} f_{3}} \pm \delta_{f_{1}^{\prime} f_{3}} \delta_{f_{1}^{\prime \prime} f_{4}}\right)\left(\delta_{f_{2}^{\prime} f_{2}} \delta_{f_{2}^{\prime \prime} f_{1}} \pm \delta_{f_{2}^{\prime} f_{1}} \delta_{f_{2}^{\prime \prime} f_{2}}\right) \times}  \tag{5.48}\\
& \left\{\frac{N_{c} \pm 1}{2}\left[1-2 \frac{z_{\mu}}{z^{2}}-2 \frac{z_{\mu}^{\prime}}{z^{\prime 2}}+4 \frac{\left(z \cdot z^{\prime}\right) z_{\mu} z_{\mu}^{\prime}}{z^{2} z^{\prime 2}}\right] \pm \frac{g_{\overline{\mathrm{MS}}}^{2} C_{F}}{16 \pi^{2}}\left[1-2 \frac{\left(z_{\mu}+z_{\mu}^{\prime}\right)^{2}}{\left(z+z^{\prime}\right)^{2}}\right]\right. \\
& \pm \frac{g_{\overline{\mathrm{MS}}}^{2} C_{F}}{16 \pi^{2}}\left[1-2 \frac{z_{\mu}}{z^{2}}-2 \frac{z_{\mu}^{\prime}}{z^{\prime 2}}+4 \frac{\left(z \cdot z^{\prime}\right) z_{\mu} z_{\mu}^{\prime}}{z^{2} z^{\prime 2}}\right] \times \\
& \left.\left[2-3\left(\ln \left(\frac{\bar{\mu}^{2} z^{2} z^{\prime 2}}{\left(z+z^{\prime}\right)^{2}}\right)+2 \gamma_{E}-2 \ln (2) \mp N_{c}\right)\right]+\mathcal{O}\left(g_{\overline{\mathrm{MS}}}^{4}\right)\right\},
\end{aligned}
$$

where the flavor indices follow the conventions of Eqs. (5.45), (5.46).
We also provide the $\overline{\mathrm{MS}}$-renormalized two-point and three-point Green's functions after integration over timeslices (see Eqs. (5.17) - (5.18)), which are relevant for the extraction of the conversion matrices. These are written in a compact form for all four-quark and quark bilinear operators, as follows:

$$
\begin{align*}
& {\left[\tilde{G}_{Q_{i}^{S= \pm 1} ; Q_{j}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\overline{\mathrm{MS}}}=\frac{N_{c}}{\pi^{6}|t|^{9}}\left(\delta_{f_{1} f_{4}^{\prime}} \delta_{f_{2} f_{3}^{\prime}} \pm \delta_{f_{1} f_{3}^{\prime}} \delta_{f_{2} f_{4}^{\prime}}\right)\left(\delta_{f_{3} f_{2}^{\prime}} \delta_{f_{4} f_{1}^{\prime}} \pm \delta_{f_{3} f_{1}^{\prime}} \delta_{f_{4} f_{2}^{\prime}}\right) \times} \\
& \left\{\left(a_{i j ; 0}^{ \pm}+a_{i j ; 1}^{ \pm} N_{c}\right)+\frac{g_{\overline{\mathrm{MS}}}^{2} C_{F}}{16 \pi^{2}}\left[\left(b_{i j ; 0}^{ \pm}+b_{i j ; 1}^{ \pm} N_{c}\right)+\left(\ln \left(\bar{\mu}^{2} t^{2}\right)+2 \gamma_{E}\right)\left(c_{i j ; 0}^{ \pm}+c_{i j ; 1}^{ \pm} N_{c}\right)\right]+\mathcal{O}\left(g_{\overline{\mathrm{MS}}}^{4}\right)\right\}, \\
& {\left[\tilde{G}_{\mathcal{Q}_{i}^{S i \pm 1} ; \mathcal{Q}_{j}^{S= \pm 1}}^{2 \mathrm{t}}(t)\right]^{\overline{\mathrm{MS}}}=\frac{N_{c}}{\pi^{6}|t|^{9}}\left(\delta_{f_{1} f_{4}^{\prime}} \delta_{f_{2} f_{3}^{\prime}} \pm \delta_{f_{1} f_{3}^{\prime}} \delta_{f_{2} f_{4}^{\prime}}\right)\left(\delta_{f_{3} f_{2}^{\prime}} \delta_{f_{4} f_{1}^{\prime}} \pm(-1)^{\delta_{i 2}+\delta_{i 3}} \delta_{f_{3} f_{1}^{\prime}} \delta_{f_{4} f_{2}^{\prime}}\right) \times} \\
& \left\{\left(\tilde{a}_{i j ; 0}^{ \pm}+\tilde{a}_{i j ; 1}^{ \pm} N_{c}\right)+\frac{g_{\overline{\mathrm{MS}}}^{2} C_{F}}{16 \pi^{2}}\left[\left(\tilde{b}_{i j ; 0}^{ \pm}+\tilde{b}_{i j ; 1}^{ \pm} N_{c}\right)+\left(\ln \left(\bar{\mu}^{2} t^{2}\right)+2 \gamma_{E}\right)\left(\tilde{c}_{i j ; 0}^{ \pm}+\tilde{c}_{i j ; 1}^{ \pm} N_{c}\right)\right]+\mathcal{O}\left(g_{\mathrm{MS}}^{4}\right)\right\},  \tag{5.51}\\
& {\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; Q_{i}^{S= \pm 1} ; \mathcal{O}_{\Gamma \gamma_{5}}}^{3 \mathrm{pt}}(t, t)\right]^{\overline{\mathrm{MS}}}=\frac{N_{c}}{\pi^{4} t^{6}}\left(\delta_{f_{1}^{\prime} f_{4}} \delta_{f_{1}^{\prime \prime} f_{3}} \pm \delta_{f_{1}^{\prime} f_{3}} \delta_{f_{1}^{\prime \prime} f_{4}}\right)\left(\delta_{f_{2}^{\prime} f_{2}} \delta_{f_{2}^{\prime \prime} f_{1}} \pm \delta_{f_{2}^{\prime} f_{1}} \delta_{f_{2}^{\prime \prime} f_{2}}\right) \times} \\
& \left\{\left(d_{i \Gamma ; 0}^{ \pm}+d_{i \Gamma ; 1}^{ \pm} N_{c}\right)+\frac{g_{\overline{\mathrm{MS}}}^{2} C_{F}}{16 \pi^{2}}\left[\left(e_{i \Gamma ; 0}^{ \pm}+e_{i \Gamma ; 1}^{ \pm} N_{c}\right)+\left(\ln \left(\bar{\mu}^{2} t^{2}\right)+2 \gamma_{E}\right)\left(f_{i \Gamma ; 0}^{ \pm}+f_{i \Gamma ; 1}^{ \pm} N_{c}\right)\right]+\mathcal{O}\left(g_{\mathrm{MS}}^{4}\right)\right\},  \tag{5.52}\\
& {\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; \mathcal{Q}_{i}^{S p t}}^{S= \pm 1 ; \mathcal{O}_{\Gamma} \gamma_{5}}{ }^{3}(t, t)\right]^{\overline{\mathrm{MS}}}=\frac{N_{c}}{\pi^{4} t^{6}}\left(\delta_{f_{1}^{\prime} f_{4}} \delta_{f_{1}^{\prime \prime} f_{3}} \pm \delta_{f_{1}^{\prime} f_{3}} \delta_{f_{1}^{\prime \prime} f_{4}}\right)\left(\delta_{f_{2}^{\prime} f_{2}} \delta_{f_{2}^{\prime \prime} f_{1}} \pm(-1)^{\delta_{i 2}+\delta_{i 3}} \delta_{f_{2}^{\prime} f_{1}} \delta_{f_{2}^{\prime \prime} f_{2}}\right) \times} \\
& \left\{\left(\tilde{d}_{i \Gamma ; 0}^{ \pm}+\tilde{d}_{i \Gamma ; 1}^{ \pm} N_{c}\right)+\frac{g_{\overline{\mathrm{MS}}}^{2} C_{F}}{16 \pi^{2}}\left[\left(\tilde{e}_{i \Gamma ; 0}^{ \pm}+\tilde{e}_{i \Gamma ; 1}^{ \pm} N_{c}\right)+\left(\ln \left(\bar{\mu}^{2} t^{2}\right)+2 \gamma_{E}\right)\left(\tilde{f}_{i \Gamma ; 0}^{ \pm}+\tilde{f}_{i \Gamma ; 1}^{ \pm} N_{c}\right)\right]+\mathcal{O}\left(g_{\overline{\mathrm{MS}}}^{4}\right)\right\}, \tag{5.53}
\end{align*}
$$

where the coefficients $a_{i j ; k}^{ \pm}, b_{i j ; k}^{ \pm}, c_{i j ; k}^{ \pm}, \tilde{a}_{i j ; k}^{ \pm}, \tilde{b}_{i j ; k}^{ \pm}, \tilde{c}_{i j ; k}^{ \pm}, d_{i \Gamma ; k}^{ \pm}, e_{i \Gamma ; k}^{ \pm}, f_{i \Gamma ; k}^{ \pm}, \tilde{d}_{i \Gamma ; k}^{ \pm}, \tilde{e}_{i \Gamma ; k}^{ \pm}, \tilde{f}_{i \Gamma ; k}^{ \pm}$ are given in Tables 5.3-5.6.

For simplicity, we have presented algebraic results for the three-point Green's functions at $t=t^{\prime}$. In Fig. 5.3, we examine the dependence of the three-point Green's functions on more general relative values of $t$ and $t^{\prime}$. As an example, we provide plots for the $\overline{\mathrm{MS}}$-renormalized three-point Green's functions of the Parity Conserving operators for $S=+1$ as a function of $t /\left(t+t^{\prime}\right)$, keeping $t+t^{\prime}$ constant. All other three-point Green's functions (of Parity Conserving operators with $S=-1$, or Parity Violating operators with $S= \pm 1$ ) have similar behavior. We have employed certain values of the free parameters used in lattice simulations: $N_{c}=3, g_{\overline{\mathrm{MS}}}^{2}=6 / \beta, \beta=1.788, \bar{\mu}=2 \mathrm{GeV}$, $\left(t+t^{\prime}\right)=T / 2$ ( $T$ is the temporal lattice size), $T=64 a$ ( $a$ is the lattice spacing), $a=0.07957 \mathrm{fm}$.

We observe in Fig. 5.3 that the three-point Green's functions are symmetric over $t /\left(t+t^{\prime}\right)=0.5$ (or equivallenty, $\left.t=t^{\prime}\right)$, as expected. Green's functions with $Q_{i \neq 1}$ take


Figure 5.3: Plots of three-point Green's functions $\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; Q_{i}^{S=+1} ; \mathcal{O}_{\Gamma}}^{3 \mathrm{Ct}}\left(t, t^{\prime}\right)\right]^{\overline{\mathrm{MS}}}$, $i \in[1,5]$, as a function of $t /\left(t+t^{\prime}\right)$. A common factor of $N_{c} /\left(\pi^{8}\left(t+t^{\prime}\right)^{6}\right) \times\left(\delta_{f_{1}^{\prime} f_{4}} \delta_{f_{1}^{\prime \prime} f_{3}}+\delta_{f_{1}^{\prime} f_{3}} \delta_{f_{1}^{\prime \prime} f_{4}}\right)\left(\delta_{f_{2}^{\prime} f_{2}} \delta_{f_{2}^{\prime \prime} f_{1}}+\delta_{f_{2}^{\prime} f_{1}} \delta_{f_{2}^{\prime \prime} f_{2}}\right)$ is excluded from all graphs. Here, we set $N_{c}=3, g_{\mathrm{MS}}^{2}=6 / \beta, \beta=1.788, \bar{\mu}=2 \mathrm{GeV}$, $\left(t+t^{\prime}\right)=T / 2, T=64 a, a=0.07957 \mathrm{fm}$.
larger absolute values when scalar (S) or pseudoscalar (P) operators are considered, while for $Q_{1}$, the three-point Green's functions with vector $\left(V_{i}\right)$ or axial-vector $\left(A_{i}\right)$ operators (where $i$ is a spatial direction) give the highest values. Green's functions with tensor $\left(T_{i j}\right)$ operators have much smaller values compared to all other three-point functions.

| $i$ | $j$ | $a_{i j ; 0}^{ \pm}$ | $a_{i j ; 1}^{ \pm}$ | $b_{i j ; 0}^{ \pm}$ | $b_{i j ; 1}^{ \pm}$ | $c_{i j ; 0}^{ \pm}$ | $c_{i j ; 1}^{ \pm}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $\pm 7 / 32$ | $7 / 32$ | $\pm 869 / 160$ | $49 / 16$ | $\mp 21 / 8$ | 0 |
| 1 | 2 | 0 | 0 | $\mp 7 / 4$ | $-7 / 4$ | 0 | 0 |
| 1 | 3 | 0 | 0 | $\pm 7 / 8$ | 0 | 0 | 0 |
| 1 | 4 | 0 | 0 | $\pm 7 / 8$ | 0 | 0 | 0 |
| 1 | 5 | 0 | 0 | $\pm 21 / 4$ | 0 | 0 | 0 |
| 2 | 2 | 0 | $7 / 32$ | $\pm 7 / 4$ | $49 / 16$ | 0 | 0 |
| 2 | 3 | $\mp 7 / 64$ | 0 | $\mp 391 / 320$ | 0 | $\mp 21 / 16$ | 0 |
| 2 | 4 | 0 | 0 | $\pm 7 / 4$ | 0 | 0 | 0 |
| 2 | 5 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 3 | 0 | $7 / 128$ | $\pm 7 / 16$ | $251 / 640$ | 0 | $21 / 32$ |
| 3 | 4 | 0 | 0 | $\pm 7 / 16$ | $-7 / 8$ | 0 | 0 |
| 3 | 5 | 0 | 0 | $\mp 21 / 8$ | 0 | 0 | 0 |
| 4 | 4 | $\mp 7 / 256$ | $7 / 128$ | $\pm 87 / 1280$ | $251 / 640$ | $\mp 63 / 64$ | $21 / 32$ |
| 4 | 5 | $\pm 21 / 128$ | 0 | $\pm 1651 / 640$ | 0 | $\pm 21 / 32$ | 0 |
| 5 | 5 | $\pm 21 / 64$ | $21 / 32$ | $\pm 3563 / 320$ | $1709 / 160$ | $\mp 147 / 16$ | $-21 / 8$ |

TABLE 5.3: Numerical values of the coefficients $a_{i j ; 0}^{ \pm}, a_{i j ; 1}^{ \pm}, b_{i j ; 0}^{ \pm}, b_{i j ; 1}^{ \pm}, c_{i j ; 0}^{ \pm}, c_{i j ; 1}^{ \pm}$ appearing in $\overline{\mathrm{MS}}$-renormalized two-point Green's functions with Parity Conserving operators (Eq. (5.50)).

| $i$ | $j$ | $\tilde{a}_{i j ; 0}^{ \pm}$ | $\tilde{a}_{i j ; 1}^{ \pm}$ | $\tilde{b}_{i j ; 0}^{ \pm}$ | $\tilde{b}_{i j ; 1}^{ \pm}$ | $\tilde{c}_{i j ; 0}^{ \pm}$ | $\tilde{c}_{i j ; 1}^{ \pm}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $\pm 7 / 32$ | $7 / 32$ | $\pm 869 / 160$ | $49 / 16$ | $\mp 21 / 8$ | 0 |
| 1 | 2 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 3 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 4 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 5 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 2 | 0 | $-7 / 32$ | 0 | $-49 / 16$ | 0 | 0 |
| 2 | 3 | $\pm 7 / 64$ | 0 | $\pm 391 / 320$ | 0 | $\pm 21 / 16$ | 0 |
| 2 | 4 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 5 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 3 | 0 | $-7 / 128$ | 0 | $-251 / 640$ | 0 | $-21 / 32$ |
| 3 | 4 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 5 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 4 | $\mp 7 / 256$ | $7 / 128$ | $\pm 87 / 1280$ | $251 / 640$ | $\mp 63 / 64$ | $21 / 32$ |
| 4 | 5 | $\pm 21 / 128$ | 0 | $\pm 1651 / 640$ | 0 | $\pm 21 / 32$ | 0 |
| 5 | 5 | $\pm 21 / 64$ | $21 / 32$ | $\pm 3563 / 320$ | $1709 / 160$ | $\mp 147 / 16$ | $-21 / 8$ |

Table 5.4: Numerical values of the coefficients $\tilde{a}_{i j ; 0}^{ \pm}, \tilde{a}_{i j ; 1}^{ \pm}, \tilde{b}_{i j ; 0}^{ \pm}, \tilde{b}_{i j ; 1}^{ \pm}, \tilde{c}_{i j ; 0}^{ \pm}, \tilde{c}_{i j ; 1}^{ \pm}$ appearing in $\overline{\mathrm{MS}}$-renormalized two-point Green's functions with Parity Violating operators (Eq. (5.51)).

| $i$ | $\Gamma$ | $d_{i \Gamma ; 0}^{ \pm}$ | $d_{i \Gamma ; 1}^{ \pm}$ | $e_{i \Gamma ; 0}^{ \pm}$ | $e_{i \Gamma ; 1}^{ \pm}$ | $f_{i \Gamma ; 0}^{ \pm}$ | $f_{i \Gamma ; 1}^{ \pm}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $S$ | 0 | 0 | $\pm 1 / 2$ | 0 | 0 | 0 |
| 2 | $S$ | $\mp 1 / 16$ | 0 | 0 | 0 | $\mp 3 / 4$ | 0 |
| 3 | $S$ | 0 | $1 / 32$ | $\pm 1 / 4$ | $-1 / 16$ | 0 | $3 / 8$ |
| 4 | $S$ | $\mp 1 / 64$ | $1 / 32$ | $\mp 3 / 8(1 / 8-\ln (2))$ | $-1 / 16$ | $\mp 3 / 8$ | $3 / 8$ |
| 5 | $S$ | $\pm 3 / 32$ | 0 | $\mp 3 / 4(1 / 8-\ln (2))$ | 0 | $\pm 3 / 4$ | 0 |
| 1 | $P$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | $P$ | $\pm 1 / 16$ | 0 | $\pm 2$ | 0 | $\pm 3 / 4$ | 0 |
| 3 | $P$ | 0 | $-1 / 32$ | 0 | $-15 / 16$ | 0 | $-3 / 8$ |
| 4 | $P$ | $\mp 1 / 64$ | $1 / 32$ | $\mp 3 / 8(35 / 24-\ln (2))$ | $15 / 16$ | $\mp 3 / 8$ | $3 / 8$ |
| 5 | $P$ | $\pm 3 / 32$ | 0 | $\pm 3 / 4(93 / 24+\ln (2))$ | 0 | $\pm 3 / 4$ | 0 |
| 1 | $V_{j}$ | $\pm 1 / 72$ | $1 / 72$ | $\pm 1 / 6(41 / 48+\ln (2))$ | $1 / 12$ | $\mp 1 / 12$ | 0 |
| 2 | $V_{j}$ | 0 | $1 / 72$ | 0 | $1 / 12$ | 0 | 0 |
| 3 | $V_{j}$ | $\mp 1 / 144$ | 0 | $\mp 1 / 12(23 / 48-\ln (2))$ | 0 | $\mp 1 / 24$ | 0 |
| 4 | $V_{j}$ | 0 | 0 | $\pm 1 / 12$ | 0 | 0 | 0 |
| 5 | $V_{j}$ | 0 | 0 | $\pm 1 / 6$ | 0 | 0 | 0 |
| 1 | $A_{j}$ | $\pm 1 / 72$ | $1 / 72$ | $\pm 1 / 6(35 / 16+\ln (2))$ | $11 / 36$ | $\mp 1 / 12$ | 0 |
| 2 | $A_{j}$ | 0 | $-1 / 72$ | $\mp 1 / 9$ | $-11 / 36$ | 0 | 0 |
| 3 | $A_{j}$ | $\pm 1 / 144$ | 0 | $\pm 1 / 12(29 / 16-\ln (2))$ | 0 | $\pm 1 / 24$ | 0 |
| 4 | $A_{j}$ | 0 | 0 | $\mp 1 / 36$ | 0 | 0 | 0 |
| 5 | $A_{j}$ | 0 | 0 | $\pm 1 / 6$ | 0 | 0 | 0 |
| 1 | $T_{j k}$ | 0 | 0 | $\pm 1 / 36$ | 0 |  |  |
| 2 | $T_{j k}$ | 0 | 0 | $\pm 11 / 192$ | 0 | 0 | 0 |
| 3 | $T_{j k}$ | 0 | 0 | $\mp 1 / 72$ | 0 | 0 | 0 |
| 4 | $T_{j k}$ | $\pm 1 / 576$ | 0 | $\pm 1 / 72(15 / 8-\ln (2))$ | 0 | 0 | 0 |
| 5 | $T_{j k}$ | $\pm 1 / 288$ | $1 / 144$ | $\pm 1 / 12(89 / 72+\ln (2))$ | $25 / 216$ | $\mp 1 / 18$ | $-1 / 36$ |
| 1 | $T_{j 4}$ | 0 | 0 | $\pm 1 / 36$ | 0 | 0 | 0 |
| 2 | $T_{j 4}$ | 0 | 0 | $\mp 11 / 192$ | 0 | 0 | 0 |
| 3 | $T_{j 4}$ | 0 | 0 | $\mp 1 / 72$ | 0 | 0 | 0 |
| 4 | $T_{j 4}$ | $\pm 1 / 576$ | 0 | $\pm 1 / 72(15 / 8-\ln (2))$ | 0 | 0 | 0 |
| 5 | $T_{j 4}$ | $\pm 1 / 288$ | $1 / 144$ | $\pm 1 / 12(89 / 72+\ln (2))$ | $25 / 216$ | $\mp 1 / 18$ | $-1 / 36$ |
|  |  |  |  | 0 | 0 |  |  |

Table 5.5: Numerical values of the coefficients $d_{i \Gamma ; l}^{ \pm}, e_{i \Gamma ; l}^{ \pm}, f_{i \Gamma ; l}^{ \pm}$appearing in $\overline{\text { MS-renormalized three-point Green's functions with Parity Conserving operators }}$ (Eq. (5.52)).

| $i$ | $\Gamma$ | $\tilde{d}_{i \Gamma ; 0}^{ \pm}$ | $\tilde{d}_{i \Gamma ; 1}^{ \pm}$ | $\tilde{e}_{i \Gamma ; 0}^{ \pm}$ | $\tilde{e}_{i \Gamma ; 1}^{ \pm}$ | $\tilde{f}_{i \Gamma ; 0}^{ \pm}$ | $\tilde{f}_{i \Gamma ; 1}^{ \pm}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $S$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | $S$ | $\pm 1 / 16$ | 0 | $\pm 1$ | 0 | $\pm 3 / 4$ | 0 |
| 3 | $S$ | 0 | $-1 / 32$ | 0 | $-7 / 16$ | 0 | $-3 / 8$ |
| 4 | $S$ | $\pm 1 / 64$ | $-1 / 32$ | $\pm 3 / 8(19 / 24-\ln (2))$ | $-7 / 16$ | $\pm 3 / 8$ | $-3 / 8$ |
| 5 | $S$ | $\mp 3 / 32$ | 0 | $\mp 3 / 4(15 / 8+\ln (2))$ | 0 | $\mp 3 / 4$ | 0 |
| 1 | $V_{j}$ | $\pm 1 / 72$ | $1 / 72$ | $\pm 1 / 6(73 / 48+\ln (2))$ | $7 / 36$ | $\mp 1 / 12$ | 0 |
| 2 | $V_{j}$ | 0 | $-1 / 72$ | 0 | $-7 / 36$ | 0 | 0 |
| 3 | $V_{j}$ | $\pm 1 / 144$ | 0 | $\pm 1 / 12(55 / 48-\ln (2))$ | 0 | $\pm 1 / 24$ | 0 |
| 4 | $V_{j}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | $V_{j}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | $T_{j k}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | $T_{j k}$ | 0 | 0 | $\mp 11 / 192$ | 0 | 0 | 0 |
| 3 | $T_{j k}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | $T_{j k}$ | $\mp 1 / 576$ | 0 | $\mp 1 / 72(15 / 8-\ln (2))$ | 0 | 0 | 0 |
| 5 | $T_{j k}$ | $\mp 1 / 288$ | $-1 / 144$ | $\mp 1 / 12(89 / 72+\ln (2))$ | $-25 / 216$ | $\pm 1 / 18$ | $1 / 36$ |
| 1 | $T_{j 4}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | $T_{j 4}$ | 0 | 0 | $\pm 11 / 192$ | 0 | 0 | 0 |
| 3 | $T_{j 4}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | $T_{j 4}$ | $\mp 1 / 576$ | 0 | $\mp 1 / 72(15 / 8-\ln (2))$ | 0 | 0 | 0 |
| 5 | $T_{j 4}$ | $\mp 1 / 288$ | $-1 / 144$ | $\mp 1 / 12(89 / 72+\ln (2))$ | $-25 / 216$ | $\pm 1 / 18$ | $1 / 36$ |

TABLE 5.6: Numerical values of the coefficients $\tilde{d}_{i \Gamma ; l}^{ \pm}, \tilde{e}_{i \Gamma ; l}^{ \pm}, \tilde{f}_{i \Gamma ; l}^{ \pm}$appearing in $\overline{\text { MS-renormalized three-point Green's functions with Parity Violating operators }}$ (Eq. (5.53)).

### 5.3.4 Conversion matrices

The one-loop conversion matrices between different variants of GIRS and the $\overline{\mathrm{MS}}$ scheme are extracted from our results by rewriting the GIRS conditions (Eqs. (5.19)-(5.25)) in terms of the conversion matrices, as defined in Eq. (5.26):

$$
\begin{align*}
& {\left[\tilde{G}_{Q_{i}^{S= \pm 1} ; Q_{j}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\overline{\mathrm{MS}}}=\sum_{k, l=1}^{5}\left[\left(C_{i k}^{S \pm 1}\right)^{\overline{\mathrm{MS}}, \mathrm{GIRS}}\right]\left[\left(C_{j l}^{S \pm 1}\right)^{\overline{\mathrm{MS}}, \mathrm{GIRS}}\right]\left[\tilde{G}_{Q_{k}^{S= \pm 1} ; Q_{l}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\mathrm{tree}},}  \tag{5.54}\\
& {\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; Q_{i}^{S= \pm 1} ; \mathcal{O}_{\Gamma}}^{3 \mathrm{st}}(t, t)\right]^{\overline{\mathrm{MS}}}=\left(C_{\mathcal{O}_{\Gamma}}^{\overline{\mathrm{MS}}, \mathrm{GIRS}}\right)^{2} \sum_{k=1}^{5}\left[\left(C_{i k}^{S \pm 1}\right)^{\overline{\mathrm{MS}}, \mathrm{GIRS}}\right]\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; Q_{k}^{S \mathrm{pt}} ;{ }^{3}=\mathcal{O}_{\Gamma}}(t, t)\right]^{\text {tree }},}  \tag{5.55}\\
& {\left[\tilde{G}_{\mathcal{Q}_{i}^{S= \pm 1} ; \mathcal{Q}_{j}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\overline{\mathrm{MS}}}=\sum_{k, l=1}^{5}\left[\left(\tilde{C}_{i k}^{S \pm 1}\right)^{\overline{\mathrm{MS}}, \mathrm{GIRS}}\right]\left[\left(\tilde{C}_{j l}^{S \pm 1}\right)^{\overline{\mathrm{MS}}, \mathrm{GIRS}}\right]\left[\tilde{G}_{\mathcal{Q}_{k}^{S= \pm 1} ; \mathcal{Q}_{l}^{S= \pm 1}}^{2 \mathrm{pt}}(t)\right]^{\mathrm{tree}},} \\
& {\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; \mathcal{Q}_{i}^{S= \pm 1} ; \mathcal{O}_{\Gamma} \gamma_{5}}^{3 \mathrm{pt}}(t, t)\right]^{\overline{\mathrm{MS}}}=\left(C_{\mathcal{O}_{\Gamma}}^{\overline{\mathrm{MS}}, \mathrm{GIRS}}\right)\left(C_{\mathcal{O}_{\Gamma \gamma_{5}}}^{\overline{\mathrm{MS}}, \mathrm{GIRS}}\right) \sum_{k=1}^{5}\left[\left(\tilde{C}_{i k}^{S \pm 1}\right)^{\overline{\mathrm{MS}}, \mathrm{GIRS}}\right]\left[\tilde{G}_{\mathcal{O}_{\Gamma} ; \mathcal{Q}_{k}^{S= \pm 1} ; \mathcal{O}_{\Gamma \gamma_{5}}^{3 \mathrm{st}}}(t, t)\right]^{\text {tree }},} \tag{5.56}
\end{align*}
$$

where $C_{\mathcal{O}_{\Gamma}}^{\overline{\mathrm{MS}}, \text { GIRS }}$ is the conversion factor of the quark bilinear operator $\mathcal{O}_{\Gamma}$ calculated to one loop in Ref. [9]:

$$
\begin{align*}
C_{S}^{\overline{\mathrm{MS}}, \mathrm{GIRS}} & =1+\frac{g_{\mathrm{MS}}^{2} C_{F}}{16 \pi^{2}}\left(-\frac{1}{2}+3 \ln \left(\bar{\mu}^{2} t^{2}\right)+6 \gamma_{E}\right)+\mathcal{O}\left(g_{\mathrm{MS}}^{4}\right),  \tag{5.58}\\
C_{P}^{\overline{\mathrm{MS}}, \mathrm{GIRS}} & =1+\frac{g_{\mathrm{MS}}^{2} C_{F}}{16 \pi^{2}}\left(\frac{15}{2}+3 \ln \left(\bar{\mu}^{2} t^{2}\right)+6 \gamma_{E}\right)+\mathcal{O}\left(g_{\mathrm{MS}}^{4}\right),  \tag{5.59}\\
C_{V}^{\overline{\mathrm{MS}}, \mathrm{GIRS}} & =1+\frac{g_{\overline{\mathrm{MS}}}^{2} C_{F}}{16 \pi^{2}} \frac{3}{2}+\mathcal{O}\left(g_{\overline{\mathrm{MS}}}^{4}\right),  \tag{5.60}\\
C_{A}^{\overline{\mathrm{MS}}, \mathrm{GIRS}} & =1+\frac{g_{\mathrm{MS}}^{2} C_{F}}{16 \pi^{2}} \frac{11}{2}+\mathcal{O}\left(g_{\overline{\mathrm{MS}}}^{4}\right),  \tag{5.61}\\
C_{T}^{\overline{\mathrm{MS}}, \mathrm{GIRS}} & =1+\frac{g_{\overline{\mathrm{MS}}}^{2} C_{F}}{16 \pi^{2}}\left(\frac{25}{6}-\ln \left(\bar{\mu}^{2} t^{2}\right)-2 \gamma_{E}\right)+\mathcal{O}\left(g_{\mathrm{MS}}^{4}\right) \tag{5.62}
\end{align*}
$$

Note that the conversion matrix $\left(\tilde{C}^{S \pm 1}\right)^{\overline{\mathrm{MS}}, \text { GIRS }}$ has the block diagonal form of $\mathcal{Z}^{S= \pm 1}$ in Eq. (5.11). As we discussed in the previous section, there are a lot of different choices of three-point Green's functions that can be included in the renormalization conditions, giving a different version of GIRS. In particular, for the Parity Conserving operators $\left(Q_{i}^{S= \pm 1}\right)$, where 15 conditions are obtained from the two-point Green's functions, there
are $30!/(10!20!)=30,045,015$ choices for obtaining the remaining 10 conditions from the three-point Green's functions (see Table 5.5). However, some choices include linear dependent or incompatible conditions leading to infinite or no solutions, respectively. By examining all cases in one-loop perturbation theory, we conclude that there are 205,088 choices of conditions, which give a unique solution.

Even though, all solvable systems of conditions are acceptable, it is natural to set a criterion in order to select options which have better behavior compared to others. Such a criterion can be the size of the mixing contributions. To this end, we evaluate the sum of squares of the off-diagonal coefficients in the conversion matrices for all the accepted cases, and we choose the cases with the smallest values. We found that, in general, the sums of squares among different choices are comparable. We also observed that the mixing is less pronounced for the operators with $S=-1$, as compared to $S=+1$.

From the options that give the smallest sum of squares of the off-diagonal coefficients, we choose one to present below. We avoid to include tensor operators in the selected set of conditions, which are typically more noisy in simulations. Also, we prefer to have more scalar or pseudoscalar operators which are computationally cheaper compared to other bilinear operators. The selected set of conditions include the following 10 renormalized three-point Green's functions:
$\tilde{G}_{S ; Q_{1}^{S= \pm 1} ; S}^{3 \mathrm{pt}}(t, t), \quad \tilde{G}_{P ; Q_{1}^{S= \pm 1} ; P}^{3 \mathrm{pt}}(t, t), \quad \tilde{G}_{V_{i} ; Q_{1}^{S= \pm 1} ; V_{i}}^{3 \mathrm{pt}}(t, t), \quad \tilde{G}_{S ; Q_{2}^{S= \pm 1} ; S}^{3 \mathrm{pt}}(t, t), \quad \tilde{G}_{P ; Q_{2}^{S= \pm 1} ; P}^{3 \mathrm{pt}}(t, t)$,
$\tilde{G}_{S ; Q_{3}^{S= \pm 1} ; S}^{3 \mathrm{pt}}(t, t), \quad \tilde{G}_{S ; Q_{5}^{S= \pm 1} ; S}^{3 \mathrm{pt}}(t, t), \quad \tilde{G}_{P ; Q_{5}^{S= \pm 1} ; P}^{3 \mathrm{pt}}(t, t), \quad \tilde{G}_{V_{i} ; Q_{5}^{S= \pm 1} ; V_{i}}^{3 \mathrm{pt}}(t, t), \quad \tilde{G}_{A_{i} ; Q_{5}^{S= \pm 1} ; A_{i}}^{3 \mathrm{pt}}(t, t)$,
and the solution reads:

$$
\begin{equation*}
\left(C_{i j}^{S \pm 1}\right)^{\overline{\mathrm{MS}}, \mathrm{GIRS}}=\delta_{i j}+\frac{g_{\overline{\mathrm{MS}}}^{2}}{16 \pi^{2}} \sum_{k=-1}^{+1}\left[g_{i j ; k}^{ \pm}+\left(\ln \left(\bar{\mu}^{2} t^{2}\right)+2 \gamma_{E}\right) h_{i j ; k}^{ \pm}\right] N_{c}^{k}+\mathcal{O}\left(g_{\overline{\mathrm{MS}}}^{4}\right), \tag{5.63}
\end{equation*}
$$

where the coefficients $g_{i j ; k}^{ \pm}, h_{i j ; k}^{ \pm}$, are given in Table 5.7.
In the case of Parity Violating operators, the number of possible sets of conditions is much smaller, since the $5 \times 5$ mixing matrices are decomposed into three blocks of $1 \times 1$, and two $2 \times 2$ sub-matrices, as explained in the previous section. For the $1 \times 1$ block, we consider the condition with the corresponding two-point Green's function and thus, there is no need to involve any three-point Green's functions. For the $2 \times 2$

| $i$ | $j$ | $g_{i j ;-1}^{ \pm}$ | $g_{i j ; 0}^{ \pm}$ | $g_{i j ;+1}^{ \pm}$ | $h_{i j ;-1}^{ \pm}$ | $h_{i j ; 0}^{ \pm}$ | $h_{i j ;+1}^{ \pm}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | -869/140 | $\pm 379 / 140$ | 7/2 | 3 | $\mp 3$ | 0 |
| 1 | 2 | 2 | $\mp(723 / 280-6 \ln (2))$ | -2 | 0 | 0 | 0 |
| 1 | 3 | $-723 / 140+12 \ln (2)$ | 0 | 0 | 0 | 0 | 0 |
| 1 | 4 | -4 | $\pm 4$ | 0 | 0 | 0 | 0 |
| 1 | 5 | -2 | $\pm 2$ | 0 | 0 | 0 | 0 |
| 2 | 1 | $397 / 280+6 \ln (2)$ | $\pm(163 / 280-6 \ln (2))$ | -2 | 0 | 0 | 0 |
| 2 | 2 | $-9 / 2$ | $\pm 2$ | 7/2 | -3 | 0 | 0 |
| 2 | 3 | 4 | 干2 | 0 | 0 | $\mp 6$ | 0 |
| 2 | 4 | 4 | $\pm 8$ | 0 | 0 | 0 | 0 |
| 2 | 5 | -2 | 0 | 0 | 0 | 0 | 0 |
| 3 | 1 | -1 | $\pm 1$ | 0 | 0 | 0 | 0 |
| 3 | 2 | 1 | $\pm 99 / 280$ | 0 | 0 | 0 | 0 |
| 3 | 3 | -38/35 | $\pm 2$ | 251/140 | -3 | 0 | 3 |
| 3 | 4 | 4 | $\pm 239 / 280$ | -321/140 | 0 | 0 | 0 |
| 3 | 5 | 0 | $\mp 239 / 560$ | 0 | 0 | 0 | 0 |
| 4 | 1 | -1 | $\pm 1$ | 0 | 0 | 0 | 0 |
| 4 | 2 | 1 | $\mp 239 / 280$ | 0 | 0 | 0 | 0 |
| 4 | 3 | 4 | $\pm 2$ | -799/140 | 0 | 0 | 0 |
| 4 | 4 | $-307 / 112+3 \ln (2)$ | $\pm 169 / 140$ | 251/140 | -3 | $\mp 3$ | 3 |
| 4 | 5 | $-269 / 480+1 / 2 \ln (2)$ | $\pm(869 / 1680-\ln (2))$ | 0 | 1 | $\mp 1 / 2$ | 0 |
| 5 | 1 | -6 | $\pm 6$ | 0 | 0 | 0 | 0 |
| 5 | 2 | -6 | 0 | 0 | 0 | 0 | 0 |
| 5 | 3 | 0 | $\mp 12$ | 0 | 0 | 0 | 0 |
| 5 | 4 | $-269 / 40+6 \ln (2)$ | $\mp(29 / 140-12 \ln (2))$ | 0 | 12 | $\pm 6$ | 0 |
| 5 | 5 | $-1229 / 240-3 \ln (2)$ | $\pm 309 / 140$ | 1709/420 | 1 | $\mp 3$ | -1 |

Table 5.7: Numerical values of the coefficients $g_{i j ; k}^{ \pm}, h_{i j ; k}^{ \pm}$appearing in Eq. (5.63).
blocks, there are 8 choices (for each block) for obtaining 1 condition from the threepoint Green's functions (see Table 5.6), in addition to the 3 conditions obtained from the two-point Green's functions. However, only two (three) options for the block that involves $\left\{\mathcal{Q}_{2}, \mathcal{Q}_{3}\right\}\left(\left\{\mathcal{Q}_{4}, \mathcal{Q}_{5}\right\}\right)$ give a unique solution. By applying the same criterion, as in the Parity Conserving operators, for restricting the number of possible sets of conditions, we conclude that the block of $\left\{\mathcal{Q}_{2}, \mathcal{Q}_{3}\right\}$ has smaller mixing contributions compared to the block of $\left\{\mathcal{Q}_{4}, \mathcal{Q}_{5}\right\}$ for the Parity Violating operators with $S=+1$, and vice versa for the operators with $S=-1$.

The option that gives the smallest sum of squares of the off-diagonal coefficients include the following renormalized three-point Green's functions:

$$
\tilde{G}_{S ; \mathcal{Q}_{2}^{S= \pm 1} ; P}^{3 \mathrm{pt}}(t, t), \quad \tilde{G}_{S ; \mathcal{Q}_{5}^{S= \pm 1} ; P}^{3 \mathrm{pt}}(t, t),
$$

and the solution reads:

$$
\begin{equation*}
\left(\tilde{C}_{i j}^{S \pm 1}\right)^{\overline{\mathrm{MS}}, \mathrm{GIRS}}=\delta_{i j}+\frac{g_{\overline{\mathrm{MS}}}^{2}}{16 \pi^{2}} \sum_{k=-1}^{+1}\left[\tilde{g}_{i j ; k}^{ \pm}+\left(\ln \left(\bar{\mu}^{2} t^{2}\right)+2 \gamma_{E}\right) \tilde{h}_{i j ; k}^{ \pm}\right] N_{c}^{k}+\mathcal{O}\left(g_{\mathrm{MS}}^{4}\right), \tag{5.64}
\end{equation*}
$$

where the coefficients $\tilde{g}_{i j ; k}^{ \pm}, \tilde{h}_{i j ; k}^{ \pm}$, are given in Table 5.8.

| $i$ | $j$ | $\tilde{g}_{i j ;-1}^{ \pm}$ | $\tilde{g}_{i j ; 0}^{ \pm}$ | $\tilde{g}_{i j ;+1}^{ \pm}$ | $\tilde{h}_{i j ;-1}^{ \pm}$ | $\tilde{h}_{i j ; 0}^{ \pm}$ | $\tilde{h}_{i j ;+1}^{ \pm}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $-869 / 140$ | $\pm 379 / 140$ | $7 / 2$ | 3 | $\mp 3$ | 0 |
| 1 | 2 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 3 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 4 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 5 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 2 | $-9 / 2$ | 0 | $7 / 2$ | -3 | 0 | 0 |
| 2 | 3 | 0 | $\mp 2$ | 0 | 0 | $\mp 6$ | 0 |
| 2 | 4 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 5 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 2 | 0 | $09 / 280$ | 0 | 0 | 0 | 0 |
| 3 | 3 | $-38 / 35$ | 0 | $251 / 140$ | -3 | 0 | 3 |
| 3 | 4 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 5 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 2 | 0 | $\pm 169 / 140$ | $051 / 140$ | -3 | $\mp 3$ | 0 |
| 4 | 3 | 0 | 0 | 0 | 0 | 0 |  |
| 4 | 4 | $-307 / 12+3 \ln (2)$ | 0 | 0 | 0 | $\mp 1 / 2$ | 0 |
| 4 | 5 | $-269 / 480+1 / 2 \ln (2)$ | $\pm(869 / 1680-\ln (2))$ | 0 | 0 | 0 | 0 |
| 5 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 2 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 3 | 0 | 0 | 0 | 12 | $\pm 6$ | 0 |
| 5 | 4 | $-269 / 40+6 \ln (2)$ | $\mp(29 / 140-12 \ln (2))$ | 0 | 0 | 0 |  |
| 5 | 5 | $-1229 / 240-3 \ln (2)$ | $\pm 309 / 140$ | $1709 / 420$ | 1 | $\mp 3$ | -1 |

Table 5.8: Numerical values of the coefficients $\tilde{g}_{i j ; k}^{ \pm}, \tilde{h}_{i j ; k}^{ \pm}$appearing in Eq. (5.64).
Other accepted options include the renormalized three-point Green's functions of:

$$
\tilde{G}_{V_{i} ; \mathcal{Q}_{3}^{S= \pm 1} ; A_{i}}^{3 \mathrm{pt}}(t, t) \quad \text { and } \quad \tilde{G}_{T_{i j} ; \mathcal{Q}_{4}^{S= \pm 1 ; T_{i j}^{\prime}}}^{3 \mathrm{pt}}(t, t) \quad\left(\text { or } \quad \tilde{G}_{T_{i 4} ; \mathcal{Q}_{4}^{S= \pm 1} ; T_{i 4}^{\prime \prime}}^{3 \mathrm{pt}}(t, t)\right) .
$$

### 5.4 Possible Extensions

In this Chapter, we compute two-point and three-point Green's functions within the GIRS scheme. This computation allows us to establish the conversion matrices between GIRS and MS. In this work, we concentrate only in renormalizing the four-quark operators which involved in flavor-changing $\Delta F=2$ processes. In this case, these operators mix only among themselves and the mixing with lower dimensional operators is forbidden.

However, a natural extension of this project would be the study of the renormalization of the four-quark operators related to processes that alter flavors with $\Delta F=1$ and $\Delta F=0$ changes. The main obstacle in these investigations lies in the mixing between the four-quark operators and lower-dimensional operators, such as the Chromomagnetic operator.

## Chapter 6

## Summary and Conclusions

In this dissertation, we examine the perturbative renormalization within the framework of lattice strong interaction physics. Specifically, we study the following two projects: Fine-Tuning of the Yukawa and Quartic Couplings in Supersymmetric QCD and Gaugeinvariant Renormalization of Four-quark Operators in Lattice QCD. The main purpose of these projects is to produce ingredients which will be utilized in numerical simulations and in non-perturbative calculations on the lattice. In the second project, our results can also be combined with nonperturbative data to facilitate the conversion of the lattice results into renormalized quantities in continuum renormalization schemes.

For the fine-tuning of the Yukawa couplings, we calculate three-point Green's functions with external elementary fields of the SQCD action in the Wess-Zumino gauge. In particular, we perform one-loop calculations for a complete set of three-point Green's functions with external gluino, quark and squark fields, employing Wilson fermions and gluons. For the fine-tuning of the quartic couplings, we compute one-loop four-point Green's functions with external squark fields again of the SQCD action in the WessZumino gauge. To extract the fine-tunings of Yukawa and quartic couplings in the $\overline{\mathrm{MS}}$ scheme, we compute the relevant Green's functions in two regularizations: dimensional and lattice. The lattice calculations are the crux of this work; and the continuum calculations serve as a necessary ingredient, allowing us to relate our lattice results to the $\overline{\mathrm{MS}}$ scheme.

Our findings indicate that the multiplicative renormalization of the Yukawa coupling and the coefficient of the mirror Yukawa counterterm on the lattice are finite and gauge independent, aligning with the principles of renormalization and gauge
invariance. Additionally, we observe that, at the quantum level, the multiplicative renormalization of the quartic coupling in dimensional regularization remains unaffected by one-loop corrections. Consequently, we anticipate that the corresponding renormalization on the lattice will be finite and a finite mixture of terms with four squarks that obey the symmetries of the SQCD, potentially emerging in the $\overline{\mathrm{MS}}$ scheme on the lattice. Furthermore, we expect these renormalization constants to be gauge independent. The computation regarding the renormalization of the quartic couplings on the lattice is currently in progress.

With the perturbative renormalization of the Yukawa and the quartic couplings in Supersymmetric QCD, all renormalizations (fields, masses, couplings) in the Wilson formulation are completed [48, 66]. The outcomes of this study will hold significant relevance for the setup and the calibration of lattice numerical simulations of SQCD. In the coming years, it is expected that simulations of supersymmetric theories will become ever more feasible and precise.

As previously mentioned, a follow up study of this work would be the perturbative calulations of all fine-tunings in SQCD on the lattice using chirally invariant actions. Specifically, we can utilize the overlap action for gluino and quark fields. Although this approach may be computationally intensive, it minimizes the number of parameters requiring fine-tuning, which is an important advantage for these types of calculations.

In the second project, we calculate two-point and three-point Green's functions in the GIRS scheme. This calculation enables us to derive the elements of the conversion matrices connecting GIRS and $\overline{\mathrm{MS}}$. Operator mixing was addressed through a set of conditions involving these Green's functions, ensuring that renormalized values revert to tree-level standards at specific reference scales. Proposed variants of GIRS, including time-slice integration, successfully reduced statistical noise in lattice simulations. This effect was particularly evident in the renormalization of fermion bilinear operators and the examination of mixing between gluon and quark energy-momentum tensor operators [9], as well as the supercurrent in supersymmetric QCD [71, 117].

A natural extension of this project will involve the study of four-quark operators with $\Delta F=1$ and $\Delta F=0$. The primary challenge of these investigations is the mixing between the four-quark operators and lower-dimensional operators, including the Chromomagnetic operator.

## Appendix A

## The Path Integral over the Gluino Field

To elucidate the Majorana nature of the gluino field within the functional integral, and the way to properly address it in the calculation of Feynman diagrams, we first reformulate the action from Eq. (2.97) to express it in exclusively in terms of $\lambda$, rather than $\bar{\lambda}$. We proceed in a way analogous to Ref. [124], but we now take into account the additional complication brought about by the Yukawa terms. By applying the Majorana condition $\left(\left(\bar{\lambda}^{\alpha}\right)^{T}=C \lambda^{\alpha}\right)$, the part of the action which contains gluino fields has the general form:

$$
\begin{equation*}
S_{\text {gluino }}=\bar{\lambda} D \lambda+\bar{A} \lambda+\bar{\lambda} B=\lambda^{T} M \lambda+\left(\bar{A}+B^{\prime}\right) \lambda, \tag{A.1}
\end{equation*}
$$

where $M \equiv C D$. The first term represents both the kinetic energy of the gluino and the interaction with the gluon field. The subsequent terms correspond to the Yukawa interactions:

$$
\begin{equation*}
\bar{A}=i \sqrt{2} g\left(-\bar{\psi} P_{-} T^{\alpha} A_{+}-\bar{\psi} P_{+} T^{\alpha} A_{-}^{\dagger}\right), \quad B=i \sqrt{2} g\left(A_{+}^{\dagger} T^{\alpha} P_{+} \psi+A_{-} T^{\alpha} P_{-} \psi\right) \tag{A.2}
\end{equation*}
$$

where $B^{\prime}=-B^{T} C$ and $B^{\prime T}=C B$. Therefore, the path integral reads:

$$
\begin{equation*}
Z[J]=\int \mathcal{D} U_{\text {other }} e^{-S_{\text {other }}} \int \mathcal{D} \lambda e^{-\lambda^{T} M \lambda-\left(\bar{A}+B^{\prime}\right) \lambda-J \lambda} \tag{A.3}
\end{equation*}
$$

where $J$ is an external source, $U_{\text {other }}$ stands for all of the fields in the theory except gluino fields, and $S_{\text {other }}$ denotes the action part devoid of gluinos. In order to integrate
out the gluino field, we implement the following standard change of variables:

$$
\begin{equation*}
\lambda^{\prime T} \equiv \lambda^{T}+\frac{1}{2}\left(J+\bar{A}+B^{\prime}\right) M . \tag{A.4}
\end{equation*}
$$

This leads to:

$$
\begin{align*}
Z[J] & =\int \mathcal{D} U_{\text {other }} e^{-S_{\text {other }}} \int \mathcal{D} \lambda^{\prime} e^{-\lambda^{\prime} T M \lambda^{\prime}-\frac{1}{4}\left(\bar{A}+B^{\prime}+J\right) M^{-1}\left(\bar{A}+B^{\prime}+J\right)^{T}} \\
& =\int \mathcal{D} U_{\text {other }} e^{-S_{\text {other }}} \operatorname{Pf}[M] e^{-\frac{1}{4}\left(\bar{A}+B^{\prime}+J\right) M^{-1}\left(\bar{A}+B^{\prime}+J\right)^{T}} \tag{A.5}
\end{align*}
$$

where $\operatorname{Pf}[M]$ is the Pfaffian of the antisymmetric matrix $M$. In the absence of Yukawa terms, and in case one is interested only in Green's functions without external gluinos (so that one can set $J=0$ from the start), the exponential in Eq. (A.5) becomes trivial and the only remnant of gluinos is the Pfaffian; in those cases, the only effect of the gluinos' Majorana nature is the well-known factor of $1 / 2$ for every closed gluino loop, due to the fact that $P f[M]=\operatorname{det}[\mathrm{M}]^{1 / 2}$. Note that we do not assume that $J, \bar{A}$ and $B$ are Majorana spinors.

Let us examine the exponent appearing in Eq. (A.5):

$$
\begin{equation*}
-S^{\prime} \equiv-\frac{1}{4}\left(\bar{A}+B^{\prime}+J\right) M^{-1}\left(\bar{A}+B^{\prime}+J\right)^{T} \tag{A.6}
\end{equation*}
$$

When we compute Green's functions without external gluinos, we can set $J=0$ and thus, $S^{\prime}$ can be written as:

$$
\begin{align*}
-\left.S^{\prime}\right|_{J=0} & =-\frac{1}{4}\left(\bar{A}+B^{\prime}\right) M^{-1}\left(\bar{A}+B^{\prime}\right)^{T} \\
& =-\frac{1}{4}\left(\bar{A} M^{-1} \bar{A}^{T}+B^{\prime} M^{-1} B^{\prime}+\bar{A} M^{-1} C B-B^{T} C M^{-1} \bar{A}^{T}\right) \\
& =-\frac{1}{4}\left(\bar{A} M^{-1} \bar{A}^{T}+B^{\prime} M^{-1} B^{\prime T}+2 \bar{A} D^{-1} B\right) \tag{A.7}
\end{align*}
$$

Green's functions with one external gluino field can be generated via functional differentiation with respect to the gluino source $J$ (cf. Eqs. (A.3), (A.6)):

$$
\begin{equation*}
\lambda(x): \quad e^{-S^{\prime}} \rightarrow-\left.\frac{d}{d J_{x}} e^{-S^{\prime}}\right|_{J=0}=\left.\frac{1}{2} D_{x, y}^{-1} C^{-1}\left(\bar{A}+B^{\prime}\right)_{y}^{T} e^{-S^{\prime}}\right|_{J=0} \tag{A.8}
\end{equation*}
$$

The above expression gives rise to all 3 diagrams of Fig. 4.1; the diagrams are redrawn in Fig. A. 1 with a shaded area indicating the contribution of the "effective vertex"
$1 / 2 D^{-1} C^{-1}\left(\bar{A}+B^{\prime}\right)^{T}$ appearing in Eq. (A.8) (note that $D$ contains contributions with zero or more gluons). We note also the factor of $1 / 2$ present in Eq. (A.8); it is similar to the factor accompanying closed gluino loops, even though it does not stem from the Pfaffian.

In order to compute Green's functions with two external gluinos, for example $\lambda(x) \lambda(y)$, we have to consider the following second derivative with respect to the external source $J$ :

$$
\begin{equation*}
\lambda(x) \lambda(y):\left.\quad e^{-S^{\prime}} \rightarrow\left(-\frac{d}{d J_{x}}\right)\left(-\frac{d}{d J_{y}}\right) e^{-S^{\prime}}\right|_{J=0} \tag{A.9}
\end{equation*}
$$

Gluon fields contained in the matrices $M^{-1}$ and $D^{-1}$ of Eqs. (A7), (A8), can be extracted via a series expansion in g; thus, one gluon field emerges by calculating the quantity $\left.g \frac{\partial}{\partial g}\left(M^{-1}\right)\right|_{g=0}$ :

$$
\begin{equation*}
\left.g \frac{\partial}{\partial g}\left(M^{-1}\right)\right|_{g=0}=-\left.M^{-1}\left(g \frac{\partial M}{\partial g}\right) M^{-1}\right|_{g=0} \tag{A.10}
\end{equation*}
$$

where $g \frac{\partial M}{\partial g}$ is the normal vertex with two gluino fields and one gluon field. Similarly, extraction of two gluon fields follows from:

$$
\begin{align*}
\left.\frac{1}{2} g^{2} \frac{\partial^{2}}{\partial g^{2}}\left(M^{-1}\right)\right|_{g=0} & =-\left.\frac{1}{2} g^{2} \frac{\partial}{\partial g}\left(M^{-1} \frac{\partial M}{\partial g} M^{-1}\right)\right|_{g=0} \\
& =\left.g^{2} M^{-1}\left(\frac{\partial M}{\partial g}\right) M^{-1}\left(\frac{\partial M}{\partial g}\right) M^{-1}\right|_{g=0}-\frac{1}{2} g^{2} M^{-1} \frac{\partial^{2} M}{\partial g^{2}} M^{-1} \tag{A.11}
\end{align*}
$$

The term with $\frac{\partial^{2} M}{\partial g^{2}}$ appears only on the lattice.


Figure A.1: Redrawn one-loop Feynman diagrams with a shaded area indicating the contribution of the "effective vertex" appearing in Eq. (A.8).

## Appendix B

## Additional Feynman Diagrams for $\Delta F<2$ Four-quark Operators

In this appendix we illustrate diagrams that are absent for $\Delta F=2$ four-quark operators and they contribute to the Green's functions with products of four-quark operators with $\Delta F<2$. Furthermore, we present additional Feynman diagrams that arise on the lattice.

For the Green's functions with two $\Delta F<2$ four-quark operators, these diagrams are illustrated in Fig. B.1.







Figure B.1: Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma}^{\prime}}^{\dagger}(y)\right\rangle$ with two four-quark operators with $\Delta F<2$, to order $\mathcal{O}\left(g^{0}\right)$ (diagram 5) and $\mathcal{O}\left(g^{2}\right)$ (the remaining diagrams). Notation is identical to that of Figure 5.1. Diagrams 6-10 can have mirror variants.

In Fig. B. 2 and Fig. B.3, we show the disconnected Feynman diagrams and the additional Feynman diagrams on the lattice contributing to the two-point Green's functions with two four-quark operators, respectively. Note that for Green's functions with $\Delta F=2$ four-quark operators there cannot be any disconnected diagrams.




Figure B.2: Disconnected Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma}^{\prime}}^{\dagger}(y)\right\rangle$, to order $\mathcal{O}\left(g^{0}\right)$ (first diagram) and $\mathcal{O}\left(g^{2}\right)$ (the remaining diagrams). Notation is identical to that of Figure 5.1. These diagrams contribute to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma}^{\prime}}(y)\right\rangle$ beyond one loop.






Figure B.3: Additional Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime} \tilde{\Gamma^{\prime}}}^{\dagger}(y)\right\rangle$ on the lattice. Notation is identical to that of Figure 5.1. The triangle denotes insertion of the critical mass counterterm.

In the case that we study the renormalization of $\Delta F<2$ four-quark operators, we have to consider additional two-point Green's functions of the product of one fourquark operator and one bilinear $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime}}(y)\right\rangle$. Take into consideration that these Green's functions are zero when we investigate $\Delta F=2$ four-quark operators.

The Feynman diagrams contributing to the two-point Green's functions of the product of one four-quark operator and one bilinear, to order $\mathcal{O}\left(g^{0}\right)$ (diagram 1) and $\mathcal{O}\left(g^{2}\right)$ (the remaining diagrams), are shown in Fig. B.4. In Fig. B. 5 and Fig. B.6, we illustrate the disconnected Feynman diagrams and the lattice Feynman diagrams contributing to the aforementioned two-point Green's functions, respectively.


Figure B.4: Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime}}(y)\right\rangle$, to order $\mathcal{O}\left(g^{0}\right)$ (diagram 1) and $\mathcal{O}\left(g^{2}\right)$ (the remaining diagrams). Notation is identical to that of Figure 5.2. All of these are absent for $\Delta F=2$ operators and they contribute to operators with $\Delta F<2$. Diagrams 2-5 can have mirror variants.






Figure B.5: Disconnected Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime}}(y)\right\rangle$, to order $\mathcal{O}\left(g^{0}\right)$ (first diagram) and $\mathcal{O}\left(g^{2}\right)$ (the remaining diagrams). Notation is identical to that of Figure 5.2. These diagrams contribute to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime}}(y)\right\rangle$ beyond one loop.






Figure B.6: Additional Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma \tilde{\Gamma}}(x) \mathcal{O}_{\Gamma^{\prime}}(y)\right\rangle$ on the lattice. Notation is identical to that of Figure 5.2. The triangle denotes insertion of the critical mass counterterm.

The Feynman diagrams contributing to the three-point Green's functions of the product of one four-quark operator and two quark bilinear operators that are absent for $\Delta F=2$ operators and contribute to operators with $\Delta F<2$ are shown in Fig. B.7.


Figure B.7: Feynman diagrams contributing to $\left\langle\mathcal{O}_{\Gamma^{\prime}}(x) \mathcal{O}_{\Gamma \tilde{\Gamma}}(0) \mathcal{O}_{\Gamma^{\prime \prime}}(y)\right\rangle$ with a $\Delta F<2$ four-quark operator, to order $\mathcal{O}\left(g^{0}\right)$ (diagram 6) and $\mathcal{O}\left(g^{2}\right)$ (the remaining diagrams). Notation is identical to that of Figure 5.2. Diagrams 7-13 can have mirror variants.
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[^0]:    ${ }^{1}$ Note that the indices coming from the color in fundamental representation and the Dirac indices are left implicit. On the contrary, the color in the adjoint representation is shown explicitly.

[^1]:    ${ }^{2}$ The color indices in the adjoint representation are shown explicitly.

[^2]:    ${ }^{3}$ The expressions for $Z_{\psi}, Z_{A_{ \pm}}, Z_{\lambda}$ and $Z_{g}$ (Eqs. (4.29)-(4.32), Eqs. (4.36)-(4.39)) appeared also in Ref. [48]; however, a factor of $1 / 2$ was missing in diagrams involving open internal gluino lines. For a more detailed explanation, see Appendix A.

